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Introduction 
Algorithm-based, self-learning and automated information and communication 
Technology (ICT)-based systems have a potential to fundamentally change society  
(Lee and Whitley 2002; Perez 2009).1 Algorithm-based systems are increasingly powerful 
agents in society. Therefore, it becomes essential to investigate the potential that these 
systems hold for policies, regulations and public intervention in general. The objective of 
this dissertation is to determine if and how algorithm-based public interventions might 
be able to counter systemic instability. The thesis is hence particularly interested in the 
relationship between algorithm-based systems and overall systemic stability. 

Algorithms are by far not the only important factors of change. Algorithms can create 
stability, but also instability. The different destabilising effects in society need to be  
well-understood in order to be able to create efficient and effective algorithm-based 
public intervention, especially if this intervention is aimed to stabilise systems. 
Algorithms might be one possible trigger of systemic instability, but instability comes in 
many forms and from many sources. Instability can result from the accumulation of risk 
within a system, it can also result from uncertainty within and about a system (Dopfner 
2005; Knell 2014).2 Many of the different facets of instability became visible in the 2008 
financial crisis and the subsequent Euro and European crisis (Ait-Sahalia et al. 2009; 
Hermann 2017) The sub-prime crisis and its subsequent events confirmed Hyman 
Minsky’s theory on instability (Benes and Kumhof 2012; Kregel 2012). He used the 
market fragility of the economy to describe the cyclicality of markets, particularly the 
financial market. The financial instability hypothesis by Minsky describes the tendency of 
the financial markets towards destabilising themselves. Phases of relative stability can 
lead to instability. In this theory, innovation is a key driver of destabilisation. However, it 
also depends on the current regulations and the loopholes in the regulation.  
The theory states that the higher the percentage of high risk, or even Ponzi products the 
market has, the higher the potential instability. These developments derive from the 
struggle of the individual company to obtain a better position in the market for 
themselves, meaning that the financial structure changes over time and develops from 
the initial composition on which the regulation was targeted. In Minsky’s theory,  
the market structure becomes more and more unregulated and, over time, more and 
more unstable (Minsky 1986). For Minsky, the analysis of speculative crises was not as 
important as the analysis of sustainable periods in which financial fragility develops.  
He put it like this: “… prolonged prosperity transits from financial relations that make for 
a stable system to financial relations that make for an unstable system” (Minsky 1992, 
page 8). Times of “prolonged prosperity” trigger a continuous development with 
destabilising effects, as the source of instability is the usage of opportunities for  
                                                                 
1 ICT-based systems include algorithm-based systems, systems of artificial intelligence 
(AI) and automated systems. Algorithm-based systems are ICT-based systems that are 
either able to learn independently or able to automate processes. AI systems are  
self-developing and self-learning computer systems. They are a particular form of 
algorithmic systems. Automated systems, on the other hand, are systems that can run 
independently from humans. Automated systems are also a subcategory of  
algorithm-based systems (Andrews et al. 2017; Hildebrandt 2018). 
2 Systemic instability is seen here as the correlated failure of individual components of a 
system precipitating a collapse of the system in its entirety (Alessandri et al. 2009; Minsky 
1986; Schinasi 2004). 
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profit-making in the markets. Or, as Minsky succinctly put it: “Innovations result from 
profit opportunities” (Minsky 1986, page 359). Minsky aimed to contain instability in 
order to create long-lasting stability (Minsky 1992). Currently, the continuously 
developing automation of increasingly complex processes challenges countless markets. 
Automation also challenges an always increasing percentage of human labour worldwide 
(Article VII). The research gap this dissertation discerns is the implementation and 
application of algorithm-based public intervention systems to stabilise systemic 
instability. The essential research question therefore is: 

 
Under which conditions can algorithm-based public intervention systems be 

employed to counter systemic instability? 
 
The following section summarises “the state of the art” of algorithm-based policy 

interventions. Section 1.0 discusses briefly the common application of algorithms in 
public intervention systems. Section 1.1 describes the threats and possibilities that derive 
from the use of algorithmic systems. The scope and aim of this dissertation are described 
in section 1.2. Section 1.3 describes the methods. The main section of this introduction 
is section 1.4, which summarises the dissertation articles and describes their background. 
Section 1.5 describes and summarises the core impact factors for this dissertation. It also 
summarises the answers to the core research question. Section 1.6 is the conclusion of 
the main part of this introduction. Section 1.7 mentions further avenues that the 
research conducted enables.  
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1.1 Current Applications of Algorithms in Public Intervention Systems 
Applying algorithms in public regulation and public intervention can aid to allocate public 
resources according to the risk of the different entities to the particular system. By this, 
it can ease the burden of regulation for low risk entities, by providing targeted and 
proportionate public interventions (Rothstein, Huber and Gaskell 2006). Several central 
banks all over the world are currently working on different forms of Central Bank Digital 
Currencies (CBDC). These publicly issued digital currencies are still experimental. 
There is no generally accepted standard or objective for CBDCs. The discussion is still 
ongoing if wholesale digital currencies or general access currencies are more 
target-oriented to counter the destabilising developments in finance (Raskin and 
Yermack 2016; Norges Bank 2018). The systemic instability in this case derives from the 
quick pick-up rate of innovations in the financial markets. The declining use of cash as 
well as the increasing application of digital currencies are also reasons for the instability 
that is objectified by the potential introduction of CBDC (Bank of International 
Settlement 2018). The advocates of CBDC see a major potential in making central banks 
more accessible digitally, as monetary policy implications are most likely more 
pronounced if CBDC are an attractive asset to hold (Bank of England 2017). 
The algorithm-based public intervention system in the highly adaptive financial system 
holds great potential but is still in a theoretical and experimental stage. 

Not in an experimental stage, but not yet satisfactory in their results are algorithms in 
health and higher-education systems in the United Kingdom (Griffiths 2017). In the 
health sector the algorithm-based risk assessment was found to be inefficient in 
determining the risk to the quality of care (Walshe and Phipps 2013). The system was 
updated and simplified to an indicator-based aggregation, but that system also failed to 
increase the precision of risk assessment. In fact, the results were so unreliable that it 
would have been better if the regulating entity had done the opposite of what the system 
suggested (Griffiths et al. 2016). Similarly, the higher-education supervision failed to 
implement an automated process in order to increase the reliability of predictions for 
their reviews of educational entities. The comprehensive data did not match the 
outcome of the reviews (Griffiths 2017). Crime-analysis tools, which are sometimes also 
called predictive policing, are also more and more common in the USA and in 
international police forces (Andrews et al. 2017). Algorithm based systems are used in 
Australia to optimise the social-service payments. The system led to a public scandal 
when it sent out unwarranted claims to recipients (Carney 2018). 
Algorithm-based tools are used more and more around the planet, but they are only at 
a very early stage, as these examples show. 

A technologically based system is not always more efficient, especially if the costs of 
implementation, educating the people to use the new system and modernisation are 
taken into account (Smith and Wong 2016; Article VI). The qualitative level of the 
discussion of how algorithms and automated systems are and can be employed 
successfully differs in every sector, field and market. The common ground is that 
algorithm-based public-intervention is a developing niche in several fields, like 
economics, public administration, political science and sociology (Lodge and Mennicken 
2017; Hildebrandt 2018). In most fields, like public administration (Cave 2016), financial 
market regulation (Treleaven 2015) and public policy (Andrews et al. 2017) the discussion 
is still within a very narrow circle of experts. The potential and the threats are highly 
disputed in governance (Lenglet 2011; Constâncio 2015; Smith and Wong 2016). 
While the more technology-focused entities, like central banks, are advancing the 
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discussions from purely theoretical to application-oriented in their fields (Robleh et al. 
2014a; Bank of International Settlement 2018; Norges Bank 2018), most fields that are 
relevant to this dissertation are still not at this stage, as theoretical basics and general 
standards are missing (Griffiths 2017; Ziewitz 2016). Especially legally binding standards 
are widely disputed (Andrews et al. 2017; Hildebrandt 2018). It has to be noted that,  
in most fields, the topic has been gaining momentum and the quality of the particular 
discussion has been increasing over the last few years. 

A public intervention tool can either focus on internal aspects of a public policy and 
interact only with public entities and systems, or it can intervene in private systems. 
Private systems, or systems in which at least one stakeholder is private, can be perceived 
as external to public agencies. Another axis of this differentiation are active and passive 
tools. Intervention tools are active in the sense that they intervene in a system and 
correct failures, regardless of whether the tool itself intervenes just once or constantly. 
This is contrary to analysis tools, which are predominantly passive in that they do not 
change the existing system. 

For active public intervention tools, algorithmic systems are neither widely used nor 
intensively discussed. As algorithms are self-learning policy agents designed to correct 
systemic failures, they are not neutral. Arguably, application, design and development of 
any technology system is not neutral and needs political discussion (Latour 2002).  
For the purpose of this dissertation, algorithms are perceived as computational artefacts 
instead of purely mathematical constructs. A purely mathematical and hence technical 
construct would be neutral, but a computational artefact is not. A computational artefact 
needs to be designed and adapted to the user behaviour or the experience and 
necessities of the applying entity. An algorithm is a product of considerations about 
technical applicability, preferences and ideals. The design of any algorithm does not have 
to be neutral, as it can reflect an agenda (Ziewitz 2016), regardless of whether that 
agenda is conscious or unconscious. Successful applications of algorithms need to 
consider the political, social, economic and ethical consequences, especially as 
algorithms develop to become an increasingly more substantial part of society (Olhede 
and Wolfe 2018), which supports the perception that technology is only another layer of 
complexity. 
 

1.2 Threats from Algorithmic Applications 
The capabilities of algorithm-based policies and regulations are tremendous if applied 
correctly. The formerly extremely challenging task of allocating refugees, for example, 
has been optimised in several countries by employing algorithms (Quinn et al. 2018).  
The result was a drastic increase in the overall employment rate of the refugees in their 
particular region. The algorithm, in this case, was able to increase efficiency dramatically 
(Jasny 2018), but this does not have to be the case. Both private and public-sector entities 
are interested in the application of machine learning systems; however, not only is the 
technology itself and the management of cross-sector cooperation challenging, but the 
social and ethical aspects pose difficulties, as well (Hall and Pesenti 2017; Mikhaylov, 
Esteve and Campion 2018; Sonntag 2018). Many automated analysis systems are known 
to suffer from biases. Decisions based on machine learning models depend on the data 
that were used to train them. If the data are already biased, the machine will produce 
biased results. However, more indirect biases are possible through the design of the 
learning process (Veale and Binns 2017). 
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Generally speaking, constraining machine learning methods is how biases are 
challenged today. However, this is not always enough for those who suffer from the 
effects of the bias (Kusner et al. 2018). In recent debates, the discussion has become 
increasingly more detail-oriented. Potentially important differentiations have been 
made, such as a separation between code-driven and data-driven regulations,  
a differentiation that allows algorithms to be further grouped. It also generates  
a matching analysis and regulation (Hildebrandt 2018). Principles for accountability in 
algorithms have also been proposed, but they are not yet generally accepted or used for 
regulation in any significant way. First, awareness needs to be widespread. Every 
stakeholder needs to be aware of the potential bias of an algorithm. Second, the 
questioning and redress of algorithmic decisions should be encouraged by regulators. 
Third, institutions that use algorithms should be held accountable for the decisions made 
by the algorithms, even if the institutions are unable to explain the details of the  
decision-making process. Fourth, the way that underlying data are collected should be 
made public. Fifth, all steps of the decision-making process should be recorded to enable 
auditability. And ultimately, the methods to validate the models and results should be 
adapted continuously to allow for rigorous testing (USACM 2017). 

However, these principles are just one side of the coin. Unconscious and conscious 
biases influence everything related to algorithms, especially if the growing ability of 
machines to learn the meaning of language and formulations is taken into account.  
An implicit bias can be transmitted without the source of the bias being aware of its 
existence. For example, a machine may acquire an implicit bias by formulating a topic or 
paragraph in a certain way, even if the bias was merely derived from the language itself 
(Caliskan, Bryson and Narayanan 2017). In the present, biases in algorithms are 
widespread. The issue is often trivialised, but a growing number of researchers and 
private institutions are facing the challenge and trying to force public attention towards 
the issue (DeepMind 2017; Knight 2017). Nevertheless, the future path of addressing the 
numerous sources of biases and the resulting privacy and fairness issues for machine 
learning is not yet clear, as best practice standards have not even been established yet 
(Brundage et al. 2018). 

Not only are explicit and implicit biases of algorithms an issue, but social algorithms 
and the impact on the opinion formation of individuals through automated processes are 
a serious issue, too, especially if algorithms have the power to prevent users from 
accessing information with conflicting political views (Lazer 2015). The partially 
automated distribution of misinformation has also become increasingly important 
(Vicario et al. 2016). Factuality of information has never been a certainty, but social 
networks are able to facilitate the spread and manipulate the credibility of 
misinformation (Bakshy, Messing and Adamic 2015). Misinformation is spread 
purposefully and can be efficiently distributed through social bots, which can impact 
numerous topics, discussions and decisions, like the Brexit vote (Bastos and Mercea 
2018) or the 2016 US election (Bessi and Ferrara 2016). Therefore, the concrete 
destabilising effect of ICT in each particular case has been disputed, but the influence as 
such has not (Ferrara et al. 2016). 

Biases and data analysis issues have become particularly obvious in forecasting tools. 
In some examples, complex and established forecasting systems do not outperform  
a simple linear classifier, as is the case with a widely used risk assessment software for 
the US justice system (Dressel and Farid 2018). Experiments on the reliability of  
well-established risk-assessment software in the court system of the US have shown that 
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at least some established algorithms do not accomplish more reliable results than 
volunteers who are merely given a few essential parts of the information (Matacic 2018). 
Cases like these undercut the reliability of ICT-based prediction and analysis tools and 
make legal scholars sceptical, as the legal standards concerning reliability and 
accountability have not yet caught up with technology. A rash regulation of a not  
well-understood process would probably trigger worse results than a regulation that 
intervened at a late stage in the process (Hildebrandt 2018). 

Transparency is one of the main challenges with algorithm-based systems, as these 
systems are often inherently complex and their logic and processes hard to follow.  
Up to this point, the processes have often been confidential (Datta, Sen and Zick 2017). 
The reasoning behind the decisions of machine learning algorithms is often difficult to 
explain. Standardised measures of the impact of particular parts of the data on the final 
results could be important to enable a certain transparency and, with that, the potential 
for fair results (Datta, Sen and Zick 2017). The currently predominant black-box manner 
in which AI systems are applied has been widely criticised, as it prevents understanding, 
discussion and evaluation of the results. This lack of transparency also prevents precise 
critique and improvement of the systems (Samek, Wiegand and Müller 2017). However, 
seeing the content of the black box, if that is at all possible, does not necessarily enable 
the analyst to understand every last detail of the process of a self-evolving system. 
Transparency as such is, hence, not the sole solution (Ananny and Crawford 2016). 
 

1.3 Scope and Aim 
For this dissertation, socio-economic systems are used as examples. The financial,  
the monetary and the political electoral systems are the core examples. The argument is 
developed in three core articles, which are complemented by background work in the 
appendix articles. All three approaches discussed in the dissertation papers aim to help 
to stabilise different core socio-economic structures, and each topic is crucial for the 
stability of modern-day democracies. Each topic was carefully selected to provide  
a sufficiently wide coverage of different systems in order to see under which 
circumstances algorithm-based public interventions can be successful in regulating and 
stabilising a system. It is also an objective to see how concrete algorithmic applications 
can be employed in different areas with their particular preconditions. Article (I) analyses 
a part of a system that is technologically far developed. It has a modern and highly 
flexible ICT infrastructure at its disposal. The financial system is a leading driver behind 
the development of new ICT-based systems. This paper discusses a purely interventional 
scenario, as the market of the credit-rating agencies is entirely private. 

Article (II) discusses an issue in the same technological environment; however, digital 
currencies, particular public ones, are still very much in their infancy and do not yet have 
a well-established and widely used infrastructure within the financial markets.  
The existing structures and systems are private, but the core entity, the central banks, 
are public institutions. The discussion in article (II) is, hence, one about the changes in 
the existing relationship between private and public entities. 

Article (III) discusses an issue that is purely public. Electoral systems are, in most 
countries, not a digitised process, and there is little to no infrastructure in this area. 
Article (III) discusses political institutions instead of economic ones, like articles (I) and 
(II). These three cases were analysed to show the application of algorithm-based public 
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intervention systems in different circumstances, particularly in systems enduring 
systemic instability at the current point in time and systems with very different 
preconditions. 

The research gap this dissertation aims to fill is, as mentioned, to determine if 
algorithm-based public intervention systems can effectively counter systemic instability. 
The following research question is at the core of this dissertation: 
 

Under which conditions can algorithm-based public intervention systems be 
employed to counter systemic instability? 

 
Two articles in the dissertation are focused on economic issues, while one addresses 

political, administrative and social components of the same issues. The thesis is 
interdisciplinary, written between the fields of economics, administration, governance, 
political science, computer science, law and innovation studies. As shown in the last 
section, an increasing number of researchers are approaching algorithms in complex 
issues (Kitchin 2017). However, applying algorithms and automation to regulations and 
policies is still the exception (Cave 2016), as many advances in this field come from the 
industry side (Dobusch, Mader and Quack 2013). Algorithms applied to public 
intervention are mostly used for analysis, and the applications are diverse. This thesis 
focuses more on the conceptual and systemic background than the technological design 
or technological application. The number of open questions and not-yet-clearly defined 
aspects in this field is so elevated that a theoretical model of the public application of 
algorithms in public intervention would not yet be helpful for research, as it would need 
to be extremely generic. 

In order to approach systemic instability, it is important to evaluate the dynamics of 
the fundamental structures of the particular system. The condition of these structures 
was used as a point of reference. In all discussed systems, there are multiple aspects that 
might be the subject of ICT-based public interventions in order to improve existing public 
rules. The concepts of the articles are always focused on the most essential layer of each 
system. Identifying that layer in each case was one of the core challenges of this 
dissertation. 

 

1.4 Methodology 
All articles in this dissertation are conceptual and theoretical in nature. All three went 
through similar processes in their creation. A thorough literature review stood at the 
beginning of the creation (Hart 1998; Webster and Watson 2002) The objective of the 
review was to determine a research gap and to find the core issues that the particular 
system experiences. 

Deductive and sometimes abductive reasoning, mostly based on Aliseda (2006), 
Overton (2013) and Ward (2009), led to the concepts presented in these papers.  
This theoretical dissertation and all its papers focus on practical issues, and due to the 
fact that there always is a gap between theory and practical application, some minor 
aspects of the concepts have to be speculative, as there are no pre-existing cases or 
proposals to rely on; however, these aspects are not crucial to the inner workings of the 
concepts. All speculative aspects are interchangeable with other solutions if a practical 
implementation should be considered. The direct relation to practical implementation 
and use was necessary in order to allow the identification of the crucial aspects that 
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algorithm-based public intervention systems require in order to have a chance of 
successful application. 

In the search for matching cases a crucial determining factor was that the problems 
that occurred in the system occurred because of systemic instability. The focus lay on 
issues in which technology changed a structure, process, social perception or market and 
hence destabilised a system. The objective of the papers was then to investigate the core 
factors that help or prevent algorithm-based public intervention systems to counter 
systemic instability. This approach, with a technology and innovation focus, led to new 
solution concepts and new details for the presented tools. Similar approaches are 
relatively common in public administration research (Thiel 2014). 

The literature review also had a second purpose, apart from the definition of the 
research gap: It identified the core strengths and weaknesses of the existing solutions. 
The constructs themselves are all created by a compilation and adaptation of existing 
proposals and an addition of modern technology. The composition combines the 
strengths of the pre-existing proposals in order to support the final concept in effectively 
resolving the core issues of the case. By doing so the concepts identified the key factors 
and conditions for algorithm-based public intervention systems. The identified factors 
and conditions did not only have to be found in all three articles of the dissertation,  
but also in the existing literature. Some existing practical cases of failure of  
algorithm-based public systems were included to verify the results, as discussed later. 

The method for the determination of the crucial factors and conditions is difficult,  
due to the lack of reliable cases or even sufficiently advanced theoretical models.  
This dissertation made a first attempt to determine these factors as solidly as possible, 
but only future research and technological development will show if all aspects were 
found and if all determined ones will remain relevant. 

 

1.5 The Articles – Short Summary and Background 
Systemic instability comes in many forms. In the first article (I), the market for credit 
ratings was analysed. Credit rating agencies (CRA) perform a systemically relevant job for 
the economy that had been more or less unregulated until the economic crisis of 2007 
(Utzig 2010). The publicly available risk assessment provided by the CRAs is a core 
influence for a significant share of investment decisions (Afonso, Furceri and Gomes 
2012). Ratings also influence the cost of capital for sovereigns (Archer, Biglaiser and 
DeRouen 2007; Arezki, Candelon and Sy 2011). However, their performance in the crisis 
of 2008 did not meet the expectations of policymakers, investors and other important 
stakeholders (Dennis 2008; Akdemir and Karslı 2012). Some researchers even see CRAs 
as one of the core reasons for the development of the subprime crisis through their 
enabling of the exponential volume growth of subprime mortgage trade in the first place 
(White 2009; Hill 2011). Of the most important CRAs, Moody’s rating, for example, 
modified reported financial statements (Kraft 2011). The unsatisfying performance of the 
agencies drew attention over the years, the most prominent of which were critiques in 
times of crisis. The Enron, subprime and the EU sovereign debt crises are only three 
famous examples (Hill 2002; Manns 2009; Eijffinger 2012), and all of them demonstrated 
systemic issues in the market. They also revealed that the warning that the market was 
supposed to provide was insufficient. These systemic problems have mainly been 
identified as market pressures (Kuhner 2001), accountability (Dennis 2008; White 2009), 
the oligopolistic market structure, (Hill 2002; Eijffinger 2012), the complexity of the rated 
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products (Skreta and Veldkamp 2009) and the payment structure of the CRAs (Sy 2004; 
Coffee 2011). 

The particular interests towards these private entities in the field of finance stem from 
their public role as deputies of the state. The problem with such agents is that most states 
struggle to hold such entities accountable for their performance (Schwarcz 2002; Manns 
2009). The international regulatory responses and the Basel regulations have also not 
significantly decreased the influence of the CRAs, which had been called for by many 
researchers in order to strengthen the self-evaluation of financial entities (Eijffinger 
2012; Bank for International Settlement 2015). The European Securities and Markets 
Authority has taken on the difficult task of increasing the accountability of the CRAs 
within Europe. There are voices claiming that the intrinsic market problem will not be 
solved by these public agencies, as CRAs are incentivised to give generous ratings to 
sovereigns. 

Numerous academic proposals are available, but none have been able to address all 
crucial aspects whilst keeping the market structure intact. The first article (I) provides 
that by introducing a distributive layer and an algorithm for the randomisation of the 
distribution of the ratings. 

There is also no proposal that actively employs ICT to optimise the efficiency of an 
intervention. The first article (I) contains a proposal for a regulatory entity called the 
European Rating Fund (ERF). The purpose of the ERF is to reform the European credit 
rating agency market. The concept is that a public entity is created that takes over and 
randomises the distribution process of all ratings. The client is no longer searching for a 
provider but has one central entity to utilise. All products submitted for rating are 
distributed to and then processed by CRAs. The payment for the service of the CRAs is 
still coming from the issuer, but the payment is redistributed through the ERF. All direct 
contact between the issuer and the CRA is eliminated, and the prices are determined by 
an ERF-administered key. 

The concept is developed on the basis of the strengths and weaknesses of numerous 
proposals, like user-fee proposals (Manns 2009) or by nationalising the rating agencies 
(Eijffinger 2012). Other proposals include the credit research initiative (Duan and Van 
Laere 2012) and the congressional report of the United States Government 
Accountability Office (GAO 2010), which proposes the elimination of the issuer-paid 
model with the help of a public entity. Other public CRA proposals, like Diomande, Heintz 
and Pollin (2009) or Schroeder (2013), have been used. Its novelty is not only the 
combination of factors used to redistribute the markets, but also the restructuring of the 
payment system. This proposal advances the existing literature, as it is the first reform 
proposal for the CRA market that tackles all major issues. 

Another novelty and difference to the existing literature is that the design of the ERF 
facilitates the entry of new and less experienced CRAs through an automated and 
randomised distribution process. The distribution system is the most prominent 
influence that algorithms have in the concept of the ERF. 

The ERF and its underlying algorithms are a first, elaborate, technologically based 
solution attempt for the issues of the CRA market. The contribution of this paper to the 
dissertation are the insights the theoretical construction of the ERF provides. The ERF is 
a public intervention that aims to regulate a source of instability for the entire financial 
system. It is essential that the algorithm-based public intervention systems focus on the 
core issues and that the presence of the algorithm-based intervention is known to the 
target market. It needs to be well communicated, clearly regulated, and the appropriate 
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knowledge of how to deal with the system needs to be spread. Side issues and concepts 
of nudging that are approached with algorithm-based interventions cannot be expected 
to be equally successful. All design attempts in these directions failed. The concept would 
not work without the application of algorithms, but the design also shows that algorithms 
alone are not and cannot be the solution. They are supportive structures in the case of 
public intervention whilst allowing the system to be more efficient and target-oriented. 
The ongoing and long-lasting discussion about the inefficiency of the market was a clear 
supportive factor for the creation of the algorithm-based public intervention system. 

The second article (II) builds on the gap between digital currencies and monetary 
policy, which was particularly prominent at the time that most of this paper was written, 
in 2014 and 2015. How to design and apply central bank digital currencies (CBDC) and 
other applications of technologies deriving from digital currencies for monetary policy 
are unanswered questions (Bank of England 2017; Kumhof and Noone 2018). The Bank 
of England is one of the leading bodies in this research (Robleh et al. 2014a), but several 
other central banks, as well as the Bank of International Settlement and an increasing 
number of academics, have also been working on the issue. As in any currency,  
the possible applications of CBDCs would be numerous. Some unanswered questions are, 
who has access to the currency, and which design is preferable in what situation?  
A CBDC does not need to be a cryptocurrency, but it can be. The access could be limited 
to a distinct group of users. The currency could be used as wholesale or retail CBDC 
(Linnemann Bech and Garratt 2017). 

The market for and attention to digital currencies grew tremendously over the period 
of the review process for this article. Luckily, nowadays everybody seems to agree that a 
CBDC cannot be pictured like Bitcoin (Coeure and Loh 2018). Most practitioners and 
researchers in monetary policies had not yet considered digital currencies as a potentially 
significant impact three years ago, as the now-famous term “distributive ledgers” was 
just starting to receive attention back then. Even now, many questions have not yet been 
answered in this area. The field of CBDCs, in which article (II) falls, is now strongly 
developing. The field has emerged since the sub-prime crisis. The discussed possibilities 
for CBDCs might become a welcome addition to the current unconventional monetary 
policies. These policies are particularly determined by active monetary policies with low 
or negative interest rates and programmes such as Quantitative Easing (QE) or the Public 
Sector Purchase Programme (PSPP). Both of those programmes have the objective to 
provide the financial sector with enough liquidity to prevent another shortage of 
currency in the markets, which, in turn, is supposed to lead to an increased lending 
activity of private banks. Under the PSPP, the euro system buys public and private bonds 
directly, whilst under QE, the central bank buys mostly public bonds from private banks 
that are holding them on a secondary market. 

The interest in digital currencies created by the state arose later. The field is very 
diverse, and the interest and focus depends on the particular approach of the central 
bank (Fung, Hendry and Weber 2018; Kumhof and Noone 2018). Still today, Article (II) 
fills the gap of what a first step into a CBDC could look like. The other crucial question 
that is addressed by the article has also been posed by numerous other publications: 
What applications would be possible for CBDCs or similar adaptations (Grym et al. 2017; 
Meaning et al. 2018)? 

Article (II) discusses an ICT-based monetary reaction tool that enables supervisory 
entities and central banks to trace and even direct monetary flows towards a certain 
segment of the European financial system. The concept is a mixture between CBDCs and 
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macroprudential policy. The paper proposes two tools: Monetary Tracking (MT) and 
Monetary Restricting (MR). Both tools would be obligatory for all private banks,  
if introduced. The concept builds on the fact that a significant number of the largest 
banks in the world have united in an effort to further the development of distributed 
ledger-based inter-banking communication and trade (R3 2018). The progress of such 
technologies is hence practically unstoppable. If such a system is to be employed, 
supervising entities will need to gain an insight into this system in order to enable a 
continued oversight over the markets and their size and activities (Pozsar et al. 2010; 
Robleh et al. 2014b). Therefore, marked money can be issued as a certain share of the 
total electronic money issued by the ECB. A simplified version of the system is also 
applicable if the ledger-based system is not implemented. Every bank in a particular 
region or market would receive a certain share of its money as MT- or MR-marked 
money. Therefore, the private bank would have no choice but to accept the MR money. 
MT is a passive control tool that provides insight into the markets. In times of growing 
monetary competition and the exponential growth of shadow banking activities, it is 
becoming increasingly hard for supervising entities to keep a realistic picture of market 
transactions and connections (Singh and Pozsar 2011). Such an insight could be provided 
by an identification of single electronic coins via an identification code pinned to a 
particular coin or group of coins. Monetary tracking allows tracking and a more profound 
market supervision, but a similarly important potential of the system consists of the 
intervention tools that are based on the same technology. MR is a tool that enables the 
central bank to channel money indirectly to a certain market or region. The marked 
money would only be allowed to be invested into a certain kind of company, market or 
region. The tool requires massive regulations and limitations to limit the dangers of the 
concept. The paper also shows that an adequate transparency for algorithm-based 
systems always requires additional and rigorous checks for conscious and unconscious 
biases, as well as an open eye for criticism from any stakeholders. 

The ECB and other central banks have employed macroprudential policies since the 
sub-prime crisis, which comprises a form of policy that is supposed to mitigate the 
market-wide risk. This not technologically based form of public intervention is also able 
to distribute credit and liquidity to the market, but its distribution abilities are not as 
precise as traceable currency would be. 

This paper also explains that distributed ledgers have the potential to circumvent 
public supervision and the clearinghouse function of the central bank, which is a massive 
loss of public influence through innovation (Robleh et al. 2014a). For the dissertation the 
concepts of this paper emphasise the issues of a necessary infrastructure.  
Algorithm-based public intervention systems can only excel if the infrastructure is 
sufficiently advanced. It also supports the need for clear and strong regulation and 
restrictions of the algorithm-based public intervention systems, which the ERF also 
clearly required. The research for this paper showed that the use of existent technologies 
that, if possible, are already used in the system should be employed in order to save costs 
and guarantee efficiency. It, of course, also emphasises the need of focusing on essential 
issues in order to be able to argue for the additional expanses and issues of complexity. 

In order to evaluate if and how ICT-based systems are applicable to political systems, 
the third article (III) focuses on election systems. Democracy, as most other systems of 
human interaction, is changing through technology. Up to this point, no existing system 
has really been able to engage with the increasing number of politically passive citizens, 
which is a phenomenon in most Western democracies (Ahmad 2015; Dahl et al. 2018). 
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Therefore, the concept presented in article (III) aims to achieve this. The same logic as in 
the other two articles applies: Can ICT, in the hand of the state, stabilise destabilising 
effects in the political sphere, as well? Destabilising effects are indirect in this case. 
Political apathy, political abstention, artificial and distorting opinion creation as well as 
misinformation are only some of the destabilising effects in this system. 

In the first paper, the destabilising effects of technology are direct: The market itself 
changed. The topic of the second paper is subject to direct and indirect destabilisation. 
Cryptocurrencies are developing as a direct impact on the monetary system and 
monetary politics. However, more importantly, the financial system is changing 
fundamentally through technology, and classical prudent monetary policy is becoming 
increasingly less effective without surrounding micro and macro prudential tools.  
In article (III), the destabilisation is indirect, as democracy is not directly impacted by 
technology, but rather the information available to the public and the new means of 
communication are able to rapidly change public opinion (Freiberg 2012). It is also harder 
to keep information about events in the world from the public or maintain a narrative of 
events and causes (Robinson 2001), which changes politics and people’s expectations 
towards certain issues and politics in general, which is a form of political abstention 
(Power 2004). 

Public expectations in public services and the relation between the state and the 
public has changed through the rise of electronic systems. One crucial system for any 
democratic system has yet to change fundamentally: elections. Elections are still 
relatively similar to the way they were a hundred years ago. Of course, there have been 
adaptations to the processes. However, all e- and i-voting related changes are not 
fundamental to the level of democratic interaction between the citizens and the elected 
officials. The elections in every country still take place every few years, and, in the 
meantime, the population is basically without influence. The population still only has the 
chance to express opinions through packages offered by the political parties.  
The preferences of the individual are generally not correctly aggregated, and there is no 
way for the population to show dissatisfaction with a single position of a party on  
a particular issue (Rae and Daudt 1976). The distance between the voting population and 
the elected officials is not getting smaller, whilst the people are becoming increasingly 
more used to individualised solutions and direct communication in other fields,  
like education (Nikolopoulou and Gialamas 2016), medicine (Kunapareddy et al. 2018) or 
the vast variations in e-commerce (Wang 2016; Stark, Ibánez and Parreno 2018).  
In democratic processes, this possibility for the quick engagement of the individual has 
not yet happened, except for the petition platforms that several states have introduced 
(Petitionsstelle des Deutschen Bundestages 2015). 

Both e-voting and i-voting systems face massive hurdles and technological issues.  
The reasons why only such a small number of countries employ i-voting applications stem 
from numerous social, infrastructural and technological issues. Social issues are, among 
other things, the level of e-literacy among the population or the trust of the people in 
their government and the administration (Carter and Bélanger 2005; Morris 2007). 
Infrastructural issues develop around the availability of the internet (Hassan and Zhang 
2013), legal concerns (Mitrou, Gritzalis and Katsikas 2002) and the spread of surrounding 
hardware, like secure login mechanisms (Madise and Martens 2006).  
For academia, most unresolved issues come from the technological side, the main issue 
being the verifiability of the vote (Krimmer 2016). It is a challenge for both e-voting and 
i-voting, but the transmission through the internet makes it even more complex for  
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i-voting. A vote that was cast electronically needs to be able to show that it was cast, 
transmitted and accounted as intended by the voter, without violating the privacy of the 
vote (Schwarzer and Wallner 2009). The technicalities of these challenges are highly 
complex, and the right approach has been strongly disputed among researchers and 
practitioners (Teague and Wen 2012; ECNSW 2016). There are only a few papers that 
move past these challenges to try to shape the future of the technology. In the area of 
what e-voting and i-voting could or should achieve, the discussion is limited.  
This discussion is crucial to determine the future of technology, as the results of an 
election are significantly determined by the modalities and details of the particular 
electoral system (Alvarez et al. 2004; OSCE/ODIHR 2011). 

The third article (III) is targeted at creating a discussion on the objectives and 
possibilities of e-voting and i-voting. Which developments in e-voting are desirable and 
which are not? Which modalities need to be taken into account, and which could enable 
more public engagement? A mere adaption of the means used to vote without  
an adaptation of the actual voting, election and analysis process is unlikely in the long 
term. The proposal of this paper is called Democratic Intervention (DI). A system that 
takes the concept of recall elections and puts it into the digital age, DI is a continuous, 
controlled, real-time analysed, technologically based election mechanism that counts 
votes negatively and enables the population to vote in or out members of parliament, 
political parties and even the government – everything under strict regulation of course. 
At the same time, the tool provides politicians with a feedback mechanism for their 
actions and statements. 

DI advances the discussion on the abilities of future elections. It is a continuous 
addition to the pre-existing election system that remains in place. Votes can be cast and 
erased at any point in time and as often as one pleases. However, whilst the recasts of 
votes are unlimited, the number of votes cast at the same time are not. The votes that 
the individual voters are allowed to cast are limited in relation to the number of eligible 
persons or parties in a particular category. This prevents anyone from voting against all 
parties or every single member of parliament. The limitation is in place to enforce  
a conscious vote and election process. The changes in the votes are counted in real time, 
and every citizen is able to see the current standings of the continuous election. 
If a certain benchmark of votes is accumulated against a representative or government, 
the particular person loses their seat in parliament or their position in government.  
If the government itself reaches the predefined benchmark, re-elections are triggered.  
The votes are cast online, and the accumulation and analysis of data needs to happen in 
real time in order to fulfil the purpose of DI. The system triggers a response as soon as  
a benchmark is reached, even if it is only for a millisecond. Although this might seem 
unfair, in a system in which the population has enough time to support their candidates 
ahead of a critical period, reaching the benchmark should be sufficient. Of course,  
a certain period above the benchmark could also be a sensible solution, depending on 
the preferences of the accountable personnel. 

Internet-based, remote and flexible elections will gain a greater influence over the 
coming decades, but many questions need to be answered before systems can be 
introduced worldwide. Article (III) contributes to the elaboration of i-voting systems.  
The chances and dangers are clearly elaborated in this paper. This concept also shows 
that ICT-based public systems always provide great opportunities but also threats, 
especially if they deal with such essential processes as elections. 
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Before systems like DI could or should be introduced, the current issues with e-voting, 
and particularly i-voting, need to be overcome (IV). A prerequisite for the introduction 
of any e-service is a sufficiently advanced infrastructure and widespread e-literacy.  
For a successful application of algorithm-based public intervention systems the particular 
target group needs to be able to deal appropriately with the system. It is also helpful if 
the system takes on a dominant presence, has clear rules, and the communication 
surrounding the tool is clearly defined. This prevents circumvention and facilitates 
penalties for those who circumvent the system intentionally. 
 

1.6 Determining the crucial factors 
In addition to their individual findings the three articles emphasise several factors as 
being crucial for the successful application of algorithm-based public intervention 
systems. All of these factors are derived from theoretical methods. Not all of them are 
empirically confirmed yet. Many of these factors have already been found in other 
papers by other researchers, and all of the issues are connected. They even overlap in 
certain points. Each factor will be illustrated with an example from one of the 3 papers: 

First, if the system that is to be regulated does not have a sufficiently advanced and 
standardised ICT infrastructure, algorithm-based tools cannot be effectively 
implemented and might not fulfil the system’s needs. An algorithm-based tool can only 
develop its full potential if the entire system which is to be regulated can be reached, 
and if the system is actually using a sufficiently developed ICT infrastructure. There is no 
point in creating an algorithm-based public intervention system if the regulated system 
employs numerous different and incompatible ICT structures or even no or weak ICT 
systems. In such a system, an algorithm-based tool might be unable to perform at all and 
it might even be unable to reach significant parts of the system (Article II; III; Griffiths 
2017). The most obvious example for issues like these is internet-based voting, which is 
simply not possible without the necessary technological infrastructure. If a system 
cannot be sufficiently accessed, secured or scaled it is simply better not to introduce it 
at all (III). 

Second, algorithm-based public intervention systems should tackle crucial issues in  
a destabilised system. If they do not address a crucial point of the system, they might be 
overpowered or even entirely ineffective. The ongoing need for maintenance and 
investment does not make it advisable to use algorithm-based public intervention 
systems for unessential issues. If a systemically not relevant point is targeted, it is most 
likely that the instability will not be effectively resolved. The potential additional costs 
for the administration and the stakeholders make such an intervention rather 
unappealing. The unique abilities of algorithm-based systems allow them to stabilise 
complex systems rather effectively, if they target essential points within these systems. 
The difficulty of identifying any aspect as crucial is the most profound challenge here, 
which requires cooperation between the designing team and experts of the particular 
field. An issue that can be quite problematic as organisational barriers and personal 
biases need to be accounted for, in the design of the algorithm (Article I; II). If the ERF 
were to target only the distribution of credit ratings, but not the contracting or issuing 
process as well, it would be a tool that could not resolve the crucial conflicts of interest 
of the market. In this case the ERF would actually do nothing to stabilise the market, 
except, maybe making the distribution more efficient (I). 
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Third, the required human capabilities must exist, which includes general e-literacy 
and knowledge of the particular system and its administration. The stakeholders, or at 
least those who are directly involved, need to be able to understand the system, its 
purpose and its consequences. They also need to be able to identify misinformation and 
generalisations (Article II; III; Morris 2007; Ziewitz 2016). If this is not possible or the 
system is not understood, the acceptance for the system will be minimal and with that 
the long-term success might be at risk. Any system requires a minimal level of long-term 
acceptance in order to remain in place and achieve its objective. The target market needs 
to be able to understand and work with the technology based system. It is not only the 
target market, but also the administration and all directly involved stakeholders need to 
be able to understand the handling and the consequences of the technology.  
A system will not get used or will lead to dissatisfaction if it is not understood.  
Just introducing a new election method does not necessarily increase the participation, 
if the necessary knowledge and capabilities do not exist (III). 

Fourth, qualitative support needs to be provided to the algorithm. This qualitative 
support can be distinguished in clear rules, clearly determined regulations and regulatory 
policies, as well as clear and standardised communication with and about the system. 
Qualitative support is necessary to prevent malperformance of the algorithm used for an 
algorithm-based public intervention tool. The limits of an unregulated algorithm, 
especially if it is a self-learning or adapting system, are not necessarily clear and can lead 
to undesired expansions and developments. An algorithm that is implemented in a social, 
economic or political system can alter the system tremendously. If an algorithm is 
created without any surrounding rules, regulations and regulatory policies, the reach, 
function and power of the system is potentially undetermined. 

The aspect of a clear legal framework begins on a very basic level. It is also already 
required for the adoption of the tool. The framework needs to develop from these basic 
aspects towards highly detailed questions and nuances in the continuing application of 
the tool. These precise regulations and regulatory policies are required to prevent 
intentional or unintentional overstepping of powers and purposes from both sides.  
These regulations and regulatory policies have to clarify the power and area of the 
algorithm for all sides. 

To put it simply, an algorithm that is supposed to interfere in the distribution and 
payment system of the credit rating market should not be allowed to use the gathered 
data to alter the system further than intended. The rule-based determination of the 
algorithm also increases its acceptance among stakeholders, as the rules explain the 
powers and limits of the algorithm. The surrounding system and its design are crucial for 
the success as they can create a legal basis, trust and reliability in the system. In order to 
prevent the solution from becoming a problem itself, every algorithm-based system 
needs a regulatory and policy-based structure around it. This structure has to be very 
precise and well-discussed in order to prevent an unwanted change of objective or an 
unwanted increase in range of the tool. It is also needed to enable a mechanism which is 
able to resolve issues of the tool quickly. 

Standardised communications about and with a system make misunderstandings and 
malperformances less likely. The surrounding set of rules, regulations and regulatory 
policies should state the correct way of communicating with the system, if necessary 
(Article I; II; III; Olhede and Wolfe 2017). An example for this issue is the MR paper,  
the monetary tool that could even be dangerous for the markets and the economy if it is 
not clearly and strictly regulated. The review process of the paper was dominated by 
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discussions about precise regulations, niche questions and potential consequences of the 
regulations (II). In the same case and in the general sphere of CBDCs a standardisation of 
the communication happened through the increasingly intensive discussions over the 
last few years. 

Fifth, neither the technology nor the regulatory surrounding design should be a reason 
for a lack of transparency. Transparency in both layers must be provided to enable trust 
in the systems. An adequate transparency for algorithm-based systems also requires 
rigorous checks for conscious and unconscious biases, as well as an open eye for criticism 
from stakeholders regarding potential biases. All articles show that the design behind the 
algorithm and its system is not neutral or independent, which makes transparency and 
error-correcting feedback mechanisms within the software, as well as the surrounding 
system, even more essential (Article I; III; Ananny and Crawford 2016; Matacic 2018).  
A former design of the ERF significantly disadvantaged the three big rating agencies 
(Standard & Poor’s, Moody’s and Fitch). This had to be pointed out only in one of the last 
review rounds of the paper. Hence sufficient external and independent control is crucial 
to avoid biases, regardless if they are conscious or unconscious (I). 

Sixth, funding and an appropriate time frame for developing and testing  
algorithm-based solutions is necessary in order to prevent a malfunctioning or 
underperforming system. The strength of algorithm-based systems, their velocity and 
power, can be their downfall, if the system is not sufficiently tested and developed, as 
the damages caused by a pre-emptive introduction can be tremendous, both in 
reputation and monetary terms. Reputation can be lost for the administration 
introducing the system and all following systems, as the trust in algorithm-based systems 
is lost and needs to be rebuilt slowly. Depending on the regulation, all sides might suffer 
financially. In the case of state-internal systems, like elections, the financial burden lies 
with the state, but in the case of external systems the potential damage extends far 
beyond the state level, all participants in the system might get damaged or lose money, 
just because the time, knowledge and money invested in the design of the  
algorithm-based public intervention system was insufficient (Article I; II; III; Lodge and 
Mennicken 2017). MR, the digital currency tool, would be problematic, if not dangerous, 
if it was not sufficiently thought through and tested (II). The insufficient testing and too 
optimistic introduction of a not yet efficiently working system is also one of the reasons 
why the algorithm assessing risk in the health care sector of the United Kingdom failed 
in the beginning, as mentioned above (Walshe and Phipps 2013). 

Each of the factors can be found in the three cases, but also in several of the appendix 
papers. Each dissertation paper brings a different point of view to the discussion, and 
each paper emphasises the importance of singular aspects. With a closer look all papers 
show these six points as the crucial aspects for a successful and target-oriented 
introduction of algorithm-based public intervention systems. 
 

1.7 Conclusion 
Intervening in innovation-focused systems, as the ERF (I) and MR (II) attempt to do,  
is an equally challenging task as intervening in a purely state-internal system, as the 
paper on DI (III) does. The difference is that state-internal systems are not necessarily 
required to keep up with the innovation of the external system. The necessary 
continuous technological adaptation makes state external systems more challenging in 
the long run. The velocity of change that the particular systems endure, or enjoy, makes 
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the adaptation of algorithm-based intervention systems harder, but it can also make 
them more efficient in comparison to conventional systems if they are well-designed. 
Technological development can hence be both a hurdle and a supportive factor.  
The synthesis of the three articles leads to the identification of common success factors, 
or hurdles. 

This dissertation has shown that algorithm-based active intervention tools are 
applicable to both public internal and external systems. The work also underlines that 
systemic instability can be countered by algorithm-based public intervention if the 
intervention systems are appropriate for the particular systems and tasks, according to 
the factors identified above. Algorithm-based public intervention systems can be 
appropriate if the issue at hand is complex and not resolvable with structural reforms or 
rule-based regulations. 

The efficiency of algorithm-based public intervention systems largely depends on their 
appropriate application and design. This dissertation provides a first composition of 
crucial hurdles and success factors for the introduction of algorithm-based public 
intervention systems in cases of systemic instability. These systems can be employed for 
issues unrelated to systemic instability as well, but the papers have shown that the 
complexity of systemic instability is an objective that justifies the additional expenditures 
and efforts for the application of algorithm-based public intervention systems.  
The dissertation shows that algorithm-based public intervention systems are able to 
address complex issues. They are ideal for complex challenges, as they facilitate and 
increase the velocity of data analysis and reaction time. They are also as objective as their 
design, which means that the interpretation does not depend on a change in positions. 
The discussion about such systems needs to intensify in order to enable states to be 
competitive with the fast-developing, ICT-based innovation in the private sector and 
private systems. In order not to depend on private expertise, academia and the states 
need to intensify and speed up the discussion as well as the development of such systems 
and find a common basis in order to determine the effectiveness and adequacy of the 
individual tool for a particular case. 

 

1.8 Avenues for Future Research 
In general, ICT-based public interventions, including predictive regulation, will require 
much more research in order to achieve an appropriate level for a possibly rapid policy 
response. 

Another step that develops from this thesis is a profound look into the development 
of the monetary system and public administration of this aspect, particularly under the 
influence of ICT. Cryptocurrencies are a starting point here, including the impact of public 
cryptocurrencies and micro-application currencies, like KodakCoin for photographers. 
CBDC are and will be an increasingly important topic for central banks and scholars 
working on monetary policy, as many fundamental questions have not yet been 
answered. 

All proposed systems require a detailed structure to enable an actual implementation, 
which could be an interesting task if one of the proposals finds sufficient discussants. 
Advancing these and similar public tools would also enable the creation of a theoretical 
tool for the creation and implementation for algorithm-based public interventions. 

ICT-based systems can also intervene in markets without introducing a monopolistic 
control into the markets. One attempt of that would be a theoretical standardisation of 
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systems with a platform approach like the one discussed in depth in the paper on the 
European Rating Fund. Such intervention and randomised or impersonal distribution 
platforms could be solution attempts for many aspects of a modern economy, like public 
contracts or the prevention of misuse of market power in oligopolistic, mixed or 
monopolistic markets. Such platforms can also lead to a more proficient feedback system 
for representatives and hence develop democracies, which was hinted at in article (III). 
The avenues for future research in e- and i-voting are wide open. The field is far from 
resolving the major issues. Crucial aspects in the developing aspects of universal 
verifiability, cyber security and infrastructural issues remain unsolved. Standards and 
measures of best practices also need to be regularly updated. At the same time, empirical 
evaluations of existing negative voting systems might be interesting to pursue in order 
to achieve more political engagement and a more direct representation of the will of the 
people. 
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Abbreviations 

AI Artificial Intelligence 
CBDC Central Bank Digital Currency 
CRA Credit Rating Agency 
e-voting Electronic Voting 
i-voting Internet Voting 
ICT Information and Communication Technology 
PSPP Public Sector Purchase Programme 
QE  Quantitative Easing 
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Abstract 
Systemic Stability and Algorithm-Based Policy Interventions 
The velocity of the change that every particular system endures makes the adaptation of 
ICT-based regulations harder but also more efficient in comparison with their  
non-technologically based counterparts. If states and regulators wish to keep up with 
social and economic changes, triggered by technological development, it is imperative 
that advanced technologically based tools of public intervention are developed.  
This dissertation analyses how and under which conditions algorithms can be employed 
for a more target-oriented and efficient form of public intervention than non-technical 
solutions. The articles of this dissertation examine three cases in which algorithms can 
provide potentially more efficient and effective solutions than non-technological public 
interventions. The first paper analyses the market for credit ratings agencies and 
discusses a technologically based platform that aims to make the market more efficient. 
The introduced system removes the direct link between the issuers and the rating 
agencies, it randomises the contracting process and introduces a standardised pricing 
system in order to free the players from their individual conflicts of interest. The second 
paper analyses how digital currencies might increase the potential of central bank 
intervention by allowing for geographically and sectoral targeted credit creation.  
The third paper discusses the future of voting. Elections are essential for the future of 
the state and the paper proposes a continuous internet-based election process that 
allows for permanent voting, without destabilising the system. The system also allows 
negative votes, which results in a very interactive and responsive system. One of the core 
objectives of the proposal is to see how the election system might be able to counter 
political apathy. 
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Lühikokkuvõte 
Süsteemi stabiilsus ja algoritmipõhised poliitikameetmed 
 
Süsteemile mõju avaldavate muutuste tempo teeb tehnoloogiapõhise sekkumise 
keerukaks, samas on IKT-le põhinevad lahendused tõhusamad kui mitte-tehnoloogilised 
regulatsioonimehhanismid. 
    Kui riigid ja regulaatorid soovivad sammu pidada tehnoloogia arenguga kaasevate 
ühiskondlike ja majanduslike muutustega, on möödapääsmatu, et tuleb töötada välja 
uuenduslikke tehnoloogiapõhiseid riigipoolse sekkumise meetodeid. 
Väitekiri analüüsibki, kuidas ja millistel tingimustel võiks algoritme rakendav riigipoolne 
sekkumine olla eesmärgipärasem ja tõhusam kui mitte-tehnoloogiapõhised lahendused. 
Käesoleva doktoritöö raames esitatud artiklid käsitlevad kolme juhtumit, kus algoritmide 
rakendamine võiks pakkuda suuremat tõhusust ja toimemõju kui selline riigi sekkumine, 
mis tehnoloogilisi võimalusi ei kasuta. 
     Esimene artikkel analüüsib krediidireitingu agentuuride turgu ja käsitleb 
tehnoloogiaplatvormi, mille eesmärgiks on turu toimimise tõhustamine. Väljapakutud 
rakendus kõrvaldaks otsese seose emitentide ja reitinguagentuuride vahel, 
randomiseeriks teenusepakkuja valikut ning võtaks kasutusele standardiseeritud 
hinnakujundusmetoodika, et vabastada osalejad võimalikust huvide konfliktist. 
     Teises artiklis analüüsitakse, kuidas digitaalvaluutad võiksid tõsta keskpanga 
sekkumise tõhusust võimaldades geograafiliselt ja valdkonnapõhiselt suunatud 
krediidiloomet. 
     Kolmandas artiklis on vaatluse all valimiste tulevik. Valmised on riigi tuleviku 
seisukohast võtmetähtsusega ja käesolev uurimistöö pakub välja pideva internetipõhise 
valimisprotsessi, mis võimaldab püsivalt hääletamist ilma süsteemi destabiliseerimata. 
Kirjeldatav süsteem võimaldaks ka negatiivset hääletamist, mis muudaks selle süsteemi 
iseäranis interaktiivseks ja vastusvõimeliseks.  Pakutud lahenduse üks põhieesmärke on 
näha, kuidas valimissüsteemi kaudu oleks võimalik saada jagu poliitilisest apaatiast. 
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