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Abstract 

This thesis addresses hardware testing issues as well as simulation-based 
hardware verification issues applied at register-transfer and behavioral levels of 
design abstraction. Particularly the main topics are Register-Transfer Level 
(RTL) fault simulation and structural coverage measurement exploiting 
advantages of High-Level Decision Diagrams (HLDD) design representation 
model. 

First, a novel method for fault simulation at RTL based on the HLDD model 
is presented. The method is based on deductive fault simulation algorithm 
brought to higher level of abstraction and applied to the design represented by 
HLDDs. Efficient data structure was implemented into the algorithm in order to 
make fast bitwise operations with fault lists and this way to accelerate the fault 
simulation. Fault simulation is widely used in test stimuli generation for digital 
circuits. Other tasks as fault diagnosis, test stimuli compaction, built-in-self test 
optimization incorporate fault simulation as part of the process. Thus efficient 
fault simulation algorithm is very important for solving these tasks. 

Second, a novel method for structural code coverage analysis based on the 
HLDD model is presented. Traditional code coverage metrics as statement 
coverage, branch coverage and toggle coverage are mapped onto HLDD 
constructs. With the help of fast HLDD-based simulation the measuring of these 
coverage is efficient. The method also implies manipulations with HLDDs for 
finding better HLDD model representation targeting different aspects in code 
coverage analysis. Moreover, observability coverage metric is implemented into 
HLDD simulation engine. This metric measures not only activation of the bugs 
but also evaluates the propagation of these bugs to the observable points. 
Observability coverage metric makes possible to better analyze the test stimuli 
and circuit’s design.   

All proposed methods rely on a HLDD-based simulation engine. Previous 
research works in TUT (Tallinn University of Technology) show that HLDDs 
are efficient models for digital circuits’ simulation as well as convenient for 
diagnosis and debugging. The performed experiments confirm feasibility and 
efficiency of the proposed methods. 
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Kokkuvõte 

Käesolev töö käsitleb nii digitaalriistvara testimise kui ka simuleerimisel 
põhineva verifitseerimise küsimusi register-siirde ja käitumuslikul tasemel. 
Töös pakutud lähenemised rikete simuleerimiseks register-siirde tasemel ning 
struktuurse katte mõõtmiseks kasutavad kõrgtaseme otsustusdiagrammide 
(KTOD) eeliseid skeemide esitamisel. 

Kõigepealt on esitatud uudne meetod rikete simuleerimiseks register-siirde 
tasemel, mis põhineb KTOD mudelil. Meetod tugineb deduktiivsele rikete 
simuleerimisalgoritmile, mis on viidud kõrgemale abstraktsioonitasemele ning 
rakendatud KTOD-na esitatud digitaalriistvarale. Algoritmi on lisatud efektiivne 
andmestruktuur selleks, et kiirendada bitioperatsioone rikete nimekirjadega ning 
järelikult kiirendada rikete simulatsiooni tervikuna. Rikete simuleerimist 
kasutatakse laialt digitaalriistvara testi stiimulite genereerimisel. Sellised 
ülesanded nagu rikete diagnostika ja testi stiimulite kokkupakkimine isetestivate 
arhitektuuride projekteerimine vajavad oma töös rikete simuleerimist. Seega on 
efektiivne rikete simuleerimise algoritm väga tähtis nende ülesannete 
lahendamisel. 

Teiseks on esitatud uudne meetod struktuurseks koodikatte analüüsiks, mis 
samuti põhineb KTOD mudelil. Traditsioonilised koodikatte mõõdud nagu 
lausete, harude ja andmevoo kated seoti KTOD struktuuriga. KTOD-põhine 
kiire simuleerimine võimaldab mõõta neid katteid efektiivselt. Samuti sisaldab 
pakutud meetod KTOD mudeli teisendusi, mis on suunatud koodikatte analüüsi 
erinevatele aspektidele. Lisaks on KTOD simulaatori jaoks realiseeritud 
jälgitavuse katte mõõt. See mõõt mõõdab mitte ainult vigade aktiveerimist vaid 
ka hindab nende levimist vaadeldavatesse punktidesse. Jälgitavuse katte mõõt 
võimaldab paremini analüüsida testi stiimuleid ning digitaalriistvara disaini.  

Pakutud meetodid toetuvad KTOD-l põhinevale simulaatorile. Eelnev 
uurimistöö TTÜ-s on näidanud, et KTOD on efektiivne mudel simuleerimise 
läbiviimiseks ning sobilik digitaalsüsteemide diagnostikat ja silumist silmas 
pidades. Töös teostatud eksperimendid tõestavad pakutud lähenemiste 
rakendatavust ja efektiivsust. 
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Chapter 1  
INTRODUCTION 

This thesis presents hardware testing issues as well as simulation-based 
hardware verification issues. Particularly, the main topics are Register-Transfer 
Level (RTL) fault simulation and structural coverage measurement exploiting 
advantages of the High-Level Decision Diagrams (HLDD) design 
representation model.  

This chapter begins with motivation to this work, followed by the problem 
formulation. Then, summary of the main contributions and an overview of the 
thesis structure are described.  

1.1 Motivation 

Different electronic devices have become a part of everyday’s life. Nowadays 
electronic devices are developed not only for specific fields such as military, 
avionics, space, medical applications, etc., but also in quantity for general use 
such as mobile phones, tablet PCs, and many others. Although some devices 
have quite simple functionality, a huge amount of surrounded electronics has 
become more complex with wide range of functionality. This is thanks to the 
tremendous progress in the CMOS (Complementary metal–oxide–
semiconductor) technology. According to the famous Moore’s law [55][40], the 
number of transistors on integrated circuits doubles every two years. Thus 
complexity of integrated circuits grows, devices become smaller, density of 
transistors grows, which allow using a lot of functionality within one circuit. 
Despite the fact that such complex devices need more man power resources to 
implement, time-to-market imposes even shorter time than it demanded before 
for less complex devices. This fact raises the need for efficient EDA (Electronic 



 

22 

Design Automation) tools. The more automation included into the tools, the 
easier the process of finding the suitable solutions.  

In this thesis, only the digital part of the systems is taken into account. 
During the last ten years digital electronic devices have become an important 
part of daily life. People have got dependent on surrounding electronics and its 
correct functionality. Strong reliability issues are a must for space, automotive 
applications, however reliability issues have become very significant for 
consumer electronics as well. Nobody wants a malfunctioning mobile phone 
during a very important talk or a tablet PC turning off while critical work is 
done on it. Also, consumers want to have manifold functionalities on their 
devices and new features can be desirable only if basic functionality does not 
fail. This obligates producers to spend more effort on reliability issues. In order 
to reach a certain level of reliability, considerable testing of electronic devices is 
required. 

The cost of a hardware error is very high for the industry. It cannot be easily 
fixed by applying a patch as it is usually done for software products. A new 
device must be reproduced with errors fixed by withdrawing the previous 
version, which is extremely costly for the producer. There are many causes of 
errors: errors in specification, errors at any level of implementation, physical 
defect of manufacturing. Moreover, errors in hardware can appear during the 
lifetime of a device in consequence of a variety of reasons, such as high 
temperature or radiation for example. Therefore, it is strongly important to 
verify a design at every stage of implementation by fixing the bugs at any cost 
before manufacturing. Also, testing the devices for manufacturing defects is 
obligatory for every device [13]. 

Design cycles of the circuit are divided into several abstraction levels. 
Usually top-down design methodology is used. Thus a lot of decisions should 
be done at higher level of abstraction in order to shorten time-to-market. 
Therefore, many design tasks, which were used to be implemented at the gate 
level, are transferred to the register-transfer level (RTL) and higher levels. Sure, 
at this level one can not have exact data, however sufficient estimation can be 
done, which allows throwing out unsuitable solutions very early. Also, 
verification is mandatory after each step of design flow, detecting errors as early 
as possible and avoiding propagation of errors to lower levels of abstraction, 
thereby saving time and money.  

One of the topics of the current thesis is improving fault simulation 
techniques, which is one of the most important issues in digital testing. Fault 
simulation is brought to the behavioral level of abstraction of the circuit design 
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in order to speed up the design cycle by preparing valuable test suits for testing 
already at this level of abstraction. Fault simulation is heavily used by many 
test-oriented tasks. These are automatic test generation, fault diagnosis, test 
quality assessment, test suite compaction and other problems. If fault simulation 
is efficient, then accomplishment of all these tasks will gain in speed while 
keeping the quality. 

Other topic of the current thesis is code coverage analysis at the register-
transfer level as one of the simulation-based verification tasks. With the growth 
of digital devices’ complexity a huge effort is required to verify the 
functionality of the device including finding the errors and localizing them. The 
exhaustive stimulus for today’s designs is huge. It is mostly impossible to 
generate and exercise this stimulus due to the fact that it will take millions of 
years to execute [43]. Therefore, a coverage model is built to identify key 
stimulus values. These input values and their sequence allows sufficiently 
exercise design functionality. To measure the verification effort, different 
coverage metrics are employed to show whether the design is verified enough. 
Coverage metrics should be on one hand simple so that it would be quick to run 
the simulation using the metric and get an answer, on the other hand they should 
be sophisticated in order to thoroughly examine the design.  Usage of the well-
defined coverage metrics is widespread because they are integrated into 
simulation engines. The code coverage analysis process is fully automated. 

Testing and fault simulation 

The terms testing and verification differ. Testing does not refer to checking 
the correctness of design implementation, i.e., functional verification. Testing of 
electronic devices is a process of checking the manufacturing correctness [92]. 
Usually testing is done after each and every device is fabricated in silicon to 
ensure that the device is free of manufacturing defects that can appear during 
the manufacturing process. The types of physical defects depend on technology. 

Usually during the testing phase ready-made stimuli is applied to the 
manufactured device and output responses are collected. Correct output values 
are also given with the set of input stimuli and compared to the real device 
outputs. If any mismatch in outputs has happened then a failure has occurred. 
The device can be sent to diagnosis for finding the defect. If it is possible then 
repair of the device is done. In the worst case the device is thrown away.  

During preparation of the set of input stimuli, the device has not been 
manufactured yet, only the model of the device exists. Therefore, a model of 
defects is required to simulate actual physical defects. This model is called a 
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fault model. It imitates the behavior of actual physical defects as close as 
possible. At the same time it is mathematically simple enough for fast 
computation. To determine the effectiveness of test vectors regarding 
detectability of faults, fault simulation is employed. During fault simulation test 
vectors are applied to implemented device one after other and for each test 
vector, detected faults are determined. One of the outputs of fault simulation is 
fault coverage, which is the ratio of faults detected by the test stimuli out of all 
possible faults in the device. The higher the fault coverage, the better the quality 
of test stimuli is. Obviously, the fault simulation process is computationally 
expensive and both memory and time consuming. Thus, it is very important to 
accelerate this process, which is used as a basic task in different test-oriented 
tasks mentioned above for improving their performance.  

One possible approach is to use fault simulation at the RT (Register-
Transfer) level that is to build RTL fault model, which is closely related to the 
gate-level fault model and to compute fault coverage already at this level of 
abstraction. The obtained set of test vectors can be reused at lower levels of 
abstraction, which makes the application of test-oriented tasks at lower levels of 
abstraction easier and faster. The current thesis is focused on fault simulation at 
the RTL using the RTL bit-coverage fault model, which is well correlating with 
the stuck-at fault model [29]. 

Verification and code coverage analysis 

With the increase in complexity of modern integrated circuits, it has become 
imperative to address critical verification issues in the design cycle. The process 
of verifying correctness of designs takes roughly 70% of the design time [35]. 
For every designer the number of verification engineers can vary from 2 to 4 
depending on the design complexity. The following aspects are the causes for 
the huge amount of resources spent on verification. First, design complexity 
increases. Second, historically more attention has been devoted to design 
process improvements that have produced significant progress in the design 
part, for example applying different automated tools for synthesis. However, 
verification process was not improved as much and has become a bottleneck.  

For hardware verification, two types of methods are usually applied. These 
are formal methods and simulation-based verification. Formal methods use 
mathematical models to prove the correctness of the described model. Formal 
verification algorithmically and exhaustively explores all possible input values 
over time. However, formal verification can be performed only for limited 
design sizes due to the excessive time needed for proving the design correctness 
[66].  Thus, formal methods are applied only to some parts of the whole design 
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implementation. Simulation-based verification relies on design simulation under 
a set of stimuli. Usually simulation-based verification assumes comparison of 
current implementation against the specification or against the implementation 
on another abstraction level [43]. In this thesis only simulation-based hardware 
verification is considered. Both, formal methods and simulation-based 
verification only detect the presence of an error in the design implementation, 
often providing description of the cases causing this incorrect behavior. Finding 
an error and fixing it is usually the manual work of verification engineer.    

In order to verify the correctness of a design, different test cases are 
generated. Due to the fact that it is impossible to verify exhaustively all possible 
inputs and states of a design, the confidence level regarding the quality of the 
design must be quantified to control the verification effort. The fundamental 
question is: “How do I know if I have verified or simulated enough?” 
Verification coverage is a measure of confidence and it is expressed as a 
percentage of items verified out of all possible items. Different definitions of 
items give rise to different coverage measures or coverage metrics [43]. 

Various coverage metric classes exist such as code coverage, parameter 
coverage and functional coverage. Today, coverage-driven verification 
methodology is widespread, where verification progress is measured by 
achieving the coverage described by the coverage model. Coverage model 
consists of a set of various verification metrics and is built at the beginning of 
the design cycle. New methodology improves visibility into the verification 
process.     

  In this thesis, only code coverage would be used, which provides insight 
into how thoroughly the code of a design is exercised by a suite of simulations. 
The main disadvantage of code coverage metrics lies in the fact that they only 
measure the quality of the test case in stimulating the implementation and do 
not necessarily prove its correctness with respect to the specification. On the 
other hand, code coverage analysis is a well-defined, well-scalable procedure 
and, thus, applicable to large designs.  

1.2 Problem formulation 

Traditional design implementation is done using hardware description 
languages such as VHDL [90] or Verilog [89] for example. In this thesis, 
simulation-based verification issues and fault simulation at RTL using high-
level decision diagrams (HLDDs) as the design representation model are 
addressed. Previous research works, including [84][85], have shown that 
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HLDDs are an efficient model for hardware design simulation and fault 
modeling since it provides a fast evaluation by graph traversal and easy 
identification of cause-effect relationships. Methods presented in this work are 
based on HLDD representation. This representation gives us opportunity to find 
some uncovered holes in verification by providing an alternative view compared 
to traditional methods. 

Efficient fault simulation algorithms for combinational circuits are known 
for decades. However, sequential fault simulation which is frequently used in 
test and fault tolerance applications remains a very time-consuming task, in 
particular for larger circuits [23]. In order to contend the complexity, the 
research community has turned towards developing methods at higher design 
abstraction levels. In this work, a new approach, which is applicable directly at 
the RTL, is proposed. Three typical methods of fault simulation at the gate-level 
exist: parallel, deductive and concurrent fault simulation. Deductive fault 
simulation is faster than the parallel one and consumes less memory resources 
than the concurrent one. However, to the best of author’s knowledge, it has 
never been used at higher level of abstraction than gate-level. In this work, 
deductive fault simulation algorithm is transformed for the register-transfer 
level and applied to HLDD-based designs, which allows accelerating the fault 
simulation. 

Comprehensive verification coverage metrics help evaluating verification 
progress and managing verification effort [65]. In this thesis, a method and a 
tool for fast analysis of classical code coverage metrics, such as statement, 
branch and toggle coverage, are presented. All these metrics are built into a 
simulation tool working on HLDD design representation. Correspondingly, 
those classical coverage metrics are mapped to HLDD constructs. Also HLDDs 
can be seamlessly applied to observability coverage analysis. Commonly used 
code coverage metrics only point controllability of items in implemented design 
while ignoring their observability at outputs [4]. Taking into account the 
observability of a coverage item gives more information to the verification 
engineer. An observability coverage metric based on the toggle coverage metric 
is also built into the simulation tool based on HLDDs.   
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1.3 Contributions 

The main contributions of this thesis are summarized below. 

A new method for RTL fault simulation using High-Level Decision 
Diagrams was developed. This method was implemented using the deductive 
fault simulation algorithm. The initial deductive fault simulation algorithm, 
proposed by Armstrong for gate-level designs [3], was brought to RTL, where 
not only bits are taken into account when making decisions for fault lists 
propagation but word-level variables and arithmetic operations too. For fault 
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simulation, RTL bit coverage fault model is used, which has proven to provide a 
good correspondence with gate-level structural faults [29]. 

An efficient data structure implementation to speed up set operations in 
deductive fault simulation algorithm at RTL was developed. The faults are 
coded with bits the way that it would be possible to make fast bitwise set 
operations with fault lists. Faulty data of the faults is stored in an array, which is 
closely related to faults IDs. 

 Fast HLDD-based simulation was extended to support code coverage 
analysis, such as node coverage, edge coverage, toggle coverage.  A method of 
mapping traditional code coverage metrics to High-Level Decision Diagrams 
(HLDD) was described. 

Manipulations on HLDDs to find the best representation for code coverage 
analysis were defined. 

An observability coverage metric based on the bit-coverage fault model was 
presented, which takes into account not only the controllability of an internal 
point of the design, but also the observability at the outputs. The observability 
coverage metric gives more information to verification engineer and allows 
detection of testability problems at an early stage of a design cycle. This metric 
was implemented on HLDDs using toggle coverage as a basis for bugs 
insertions. The proposed deductive fault simulation algorithm on RTL is applied 
as the bugs propagation algorithm. 

All above described methods were successfully integrated into a single tool, 
which is based on the HLDD simulation engine. General view of the tool 
methods and implemented tasks is depicted in Figure 1.1. Developed methods 
and tasks are colored in grey. In this figure one can see that code coverage 
analysis is one of the verification tasks, where observability coverage is part of 
a code coverage analysis. For implementation of these tasks in the thesis the 
HLDD-based simulation and the RTL deductive fault simulation algorithm were 
used. Also, the RTL deductive fault simulation algorithm was used for RTL 
fault simulation, which is one of the test tasks. 

1.4 Thesis organization 

This thesis consists of 6 chapters and 1 appendix. 

Chapter 2 provides background information on related topics to this work. 
First, design representation by decision diagrams is presented including 
description of the High-Level Decision Diagram (HLDD) model. Second, 
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introduction to fault simulation is described, where different fault models are 
shown and different levels of abstraction for circuit design are presented. Also, 
classic fault simulation algorithms for the gate-level are described. Third, 
introduction to verification is given, where necessary definitions are presented. 

Chapter 3 starts with an overview of fault simulation. Then a new approach 
for fault simulation at the RTL using the HLDD design representation is 
presented in detail. The deductive fault simulation algorithm implemented at 
RTL is explained. An efficient implementation of algorithm’s internal data 
structure for bitwise set operations is described. Then, results comparing RTL 
and gate-level fault simulations are presented.  

Chapter 4 starts with an overview of code coverage for hardware designs. 
Code coverage metrics implemented on the HLDD simulation engine are 
presented. Then it is explained, how traditional code coverage metrics map to 
HLDDs and which representation of HLDDs better suits code coverage 
analysis. Experimental results for code coverage analysis are presented.  

Chapter 5 starts with an overview of observability coverage analysis. 
Observability coverage metric presented in this thesis is defined. It is explained, 
how this observability coverage metric is built into the tool, implemented as the 
framework of this thesis. Experiments with measuring the observability 
coverage are shown and analysis of this metric is presented.  

Chapter 6 concludes the thesis and discusses possible directions for future 
research.  

The appendix presents research papers that form the basis for this thesis.    
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Chapter 2  
BACKGROUND 

This chapter presents background on the topics related to the current research. 
First, the High-Level Decision Diagram (HLDD) model is introduced. Register-
transfer level fault simulation and HDL code coverage presented in this work 
take advantage of a design representation by High-Level Decision Diagrams 
developed at Tallinn University of Technology [61]. HLDDs themselves are not 
contributions of this thesis. However, most of the contributions in this research 
rely on these models. Second, digital test concepts are introduced. Classical 
fault simulation methods based on the stuck-at fault model are presented. The 
algorithm for RTL fault simulation proposed in this thesis is based on a classical 
deductive fault simulation algorithm. Third, verification concepts are 
introduced, where code coverage related topics are described in details.  

2.1 Design representation by decision diagrams  

The history of decision diagrams [61] based design representation goes back to 
seventies when the basic concept of Binary Decision Diagrams (BDD) was 
introduced. It was done by two authors, Raimund J. Ubar and Sheldon B. Akers, 
independently from each other in 1976 [81] and 1978 [2], respectively. In [81] 
decision diagrams were originally referred to as alternative graphs. During the 
following years, a number of works about using decision diagrams for test and 
simulation purposes were published, including [80] and [82]. However, it was 
not until the efficient Boolean manipulation method was presented by Randal E. 
Bryant in [11] when this type of representations became widely accepted by the 
research community.  

Later, different special classes of binary decision diagrams have been 
proposed. They include Reduced Ordered BDDs (ROBDD) [11], multi-terminal 
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BDDs [17], edge-valued BDDs [42], binary moment diagrams [12], multi-
valued decision diagrams [72], functional decision diagrams (FDD) [41] and 
others.  

There is a number of word-level Decision Diagrams based models used for 
design representation at the Register-Transfer and higher levels. High-Level 
Decision Diagrams (HLDDs) were proposed by Raimund Ubar in [83] and 
further developed by Jaan Raik in [60] and [61] and Anton Karputkin and Mati 
Tombak in [38]. The other examples are multi-terminal DDs (MTDDs) [17] and 
Assignment DDs (ADDs) [16] are some of them. However, in MTDDs the non-
terminal nodes hold Boolean variables only. The principal difference between 
HLDDs and ADDs lies in the fact that ADDs’ edges are not labeled by 
activating values. They are rather used as connecting signals to represent 
structure. In HLDDs, the selection of a node activates a path through the 
diagram, which derives the needed value assignments for variables. 
Furthermore, ADD model includes four types of nodes (read, write, operator, 
assignment decision). In HLDD the nodes are divided into non-terminal 
(control) and terminal (data) ones.  

The following two subsections provide an introduction to BDD and to 
HLDD models correspondingly. 

2.1.1 Binary decision diagrams 

This subsection presents the traditional BDDs, which are commonly used for 
representing Boolean functions. The general concept of BDD is explained and a 
widely used special class of BDDs, Reduced Ordered BDDs (ROBDD), is 
introduced.  

A BDD is defined [61] as a directed acyclic graph with two terminal nodes, 
which are the 0-terminal and 1-terminal nodes. Each non-terminal node is 
labeled by an input variable of the Boolean function, and has two outgoing 
edges, called 0-edge and 1-edge.  
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Ordered BDD (OBDD) is a BDD, where the input variables appear in a 
fixed order on all the paths of the graph and no variable appears more than once 
in a path. Figure 2.1 shows an example of a full tree BDD (a) and ordered BDD 
(b) corresponding to a Boolean function f= (x1 · x2) v ¬x3. In the binary tree, 0- 
and 1-terminal nodes represent logic values 0 and 1, and each node represents 
the Shannon's expansion of the Boolean function: 

where i is the index of the variable and f0 and f1 are the functions of the nodes 
pointed to by 0- and 1-edges, respectively. 

Reduced Ordered BDD (ROBDD) is created by applying the following 
reduction rules to OBDD [11]: 

Reduction rule1: Eliminate all the redundant nodes where both edges point 
to the same node (Figure 2.2a). 

Reduction rule2: Share all the equivalent sub-graphs (Figure 2.2b). 

An important feature of ROBDDs is that they provide canonical forms for 
Boolean functions. This allows us to check the equivalence of two Boolean 
functions by merely checking isomorphism of their ROBDDs. This is a widely 
used technique in formal verification. 

High-Level Decision Diagrams are derived from BDDs and used at a higher 
abstraction level of design representation, namely at word-level rather than 
Boolean-level. Below, explanation of this model is provided.  
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2.1.2 High-level decision diagrams  

In this subsection, description of the HLDD model is provided. High-Level 
Decision Diagrams can be viewed as a generalization of BDDs. HLDDs can be 
used for representing different abstraction levels from RTL to behavioral.  

2.1.2.1 HLDD model definition 

Below the High-Level Decision Diagram (HLDD) data structure is defined 
based on [38]. Consider a digital system (Z, F) as a network of subsystems or 
components, where Z is the set of variables (Boolean, Boolean vectors or 
integers), which represent connections between components, primary inputs and 
primary outputs of the network, and F is a set of discrete functions. Let Z = X U 
Y, where X is the set of function arguments and Y is the set of function values, 
where Q = X ∩ Y is the set of state variables. D(z) denotes the finite set of all 

possible values for z  Z and D(Z’) is the set of all possible vectors for all Z’  

Z. Obviously, if Z’ = {z1, …, zn} then D(Z’) = D(z1)  …  D(zn). Let F be a set 

of discrete functions: yk = fk(Xk), where yk  Y, fk  F, and Xk  X (k iterates 
over all elements in F). 

Definition 1. The high-level decision diagram representing a function 

 fk : D(Xk) → D(yk) is a directed acyclic graph G = (V, E) with one root node 
and a set of terminal nodes where: 

a) b)
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Figure 2.2 BDD reduction rules: a) reduction rule 1: eliminate all the  
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 b) reduction rule 2: share all the equivalent sub-graphs  



 

35 

 Each non-terminal node is labeled by some input or control variable 

x  X.1 We shall denote the variable of node v by xv. 

 Each terminal node w is labeled by some function gw : D(Xw) → 

D(yk) (possible a constant or single variable), where Xw  Xk. 

 Each edge e from node v to u is labeled by a non-empty set of 

constants C  D(xv). We denote such edge by (v, u, C). 

 Each two edges e1 = (v, u1, C1) and e2 = (v, u2, C2) going from the 

same source node are labeled by different constants C1∩ C2 = . 

 If the node v is labeled by xv then the number of edges going from 
this node is |D(xv)|. 

In simple words, HLDD is a data structure similar to BDD, but with many 
edges originating from a particular node and a number of functions at the end, 
instead of constants 0 and 1. We shall denote the set of terminal nodes by VT, 
the set of non-terminal nodes by VN and the set of all successors of the v by Γ(v). 

For non-terminal nodes v  VN an onto function exists between the values c  

D(xv) of labels xv and the successors vc  Γ(v) of v. By vc we denote the 
successor of v for the value xv = c. 

The edge e, which connects nodes v and vc, is called activated iff there exists 
an assignment xv = c. Activated edges, which connect vi and vj, make up an 

activated path l(vi, vj)  V. An activated path l(v0, v
T) from the root node v0 to a 

terminal node vT is called the main activated path and vT itself is referred to as 
the activated terminal node.  

Remark 1. Every BDD is an HLDD as well, with two terminal vertices labeled 
by constant functions 0 and 1, and D(x) = {0, 1} for every variable x. 

Without loss of generality we assume further that each variable has at least 

two values, i.e. z  Z, D(z) > 1. Let Di designate a subset of D(xv) labeling 
node v, such that assignments from it will activate its successor node vi. D(xv) is 
partitioned into non-intersecting sets D1, …, Dm, where m = |Γ(v)|. More 
formally, 




jivi

m

i

DDjijixDD ,,)(
1
 . 

                                                      
1 Some of these variables are in fact atomic predicates but are treated as Boolean variables as 
there is no difference between a variable and a predicate in current context. 



 

36 

In other words, with every value assignment to variable xv one and only one 
successor node will be activated. In the following graphical examples the edges 
are merged according to their successor node vi and labeled by the 
corresponding domain partition Di.   

 Figure 2.3 depicts a HLDD Gy representing a discrete function 
y=f(x1,x2,x3,x4). The diagram contains five nodes v0, …, v4. The root node v0 is 
labeled by variable x2 which is an integer with a range from 0 to 7. The node has 
three outgoing edges entering the nodes v1, v3 and v4. The node v1 is labeled by 
x3 with a range from 0 to 3. It has two outgoing edges e4 and e5 entering 
terminal nodes v2 and v3, respectively. The edge e4 is activated by x3=2, while 
the edge e5 is activated by x3 having a value 0, 1 or 3. 

Definition 2. A HLDD Gk = (V, E) represents a function yk = fk(Xk), iff for each 
assignment of variables in Xk, a main activated path exists, so that yk = z(vT) is 
valid. 

Each function fk  F in the system (Z, F) is represented by a decision 
diagram Gk. Depending on the class of digital system (or level of its 
representation), we may have various DDs, in which nodes have different 
interpretations and relationships to the system structure. In RT level we usually 
decompose digital systems into control and data paths parts. State and output 
variables of the control part serve as addresses or control words, and the 
variables in the data paths part serve as data words. The functions of RTL 
components in the data paths are described by arithmetic operations on the 
word-level data variables. Non-terminal nodes in HLDDs correspond to control 

Figure 2.3 Graphical representation of a HLDD for function y=f(x1, x2, x3, x4) 
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= (V,E);  

V = {v0, v1, v2, v3, v4};  

E = {e1, e2, e3, e4, e5}, e1=(v0, v1, 0), 
e2=(v0, v3, {1-3}), e3=(v0, v4, {4-7}),  

e4=(v1, v2, 2),  e5=(v1, v3, {0,1,3});  

X={x1=xv3
, x2=xv0

=xv4
, x3=xv1

, x4=xv2
}; 

D1(xv0)={0}, D2(xv0)={1,2,3}, 
D3(xv0)={4,5,6,7}, D1(xv1)={2}, 
D2(xv1)={0,1,3}. 
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paths and they are labeled by control variables or logical conditions, whereas 
terminal nodes correspond to data paths, and they are labeled by the data or 
functions on data. 

Figure 2.4 a) RTL schematic and b) its HLDD-based representation 
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2.1.2.2 Modeling RTL designs by HLDDs 

In Fig. 2.4a the datapath is depicted and its corresponding HLDD representation 
shown in Fig. 2.4b. Here, R1 and  R2 are registers (R2 is also a primary output), 
MUX1, MUX2 and MUX3 are multiplexers, + and * denote addition and 
multiplication operations, IN is an input bus, SEL1, SEL2, SEL3 represent 
multiplexer address signals, EN2 serves as the signal for register R2, and a, b, c, 
d and e denote internal buses, respectively. In the HLDD, the control variables 
RES, SEL1, SEL2, SEL3 and EN2 are labeling internal decision nodes of the 

HLDD. The terminal nodes are labeled by a constant 0 (reset of R2), by word-
level variables R1 and R2 (data transfers to R2), and by expressions related to 
the data manipulation operations of the network. 

Consider, simulating HLDD with some values assigned to the variables. Let 
the value of SEL2 be 0, the value of SEL3 be 3, the value of EN2 be 1 and the 
value of RES be 0 in the current simulation run. By bold lines and grey nodes, a 
main activated path in the HLDD is shown from RES to R1*R2, which 
corresponds to the pattern RES=0, EN2=1, SEL3=3, and SEL2=0. The activated 
part of the network at this pattern is denoted by grey boxes. 

The main advantage and motivation of using HLDDs compared to the 
netlists of primitive functions is the increased efficiency of simulation and 
diagnostic modeling because of the direct and compact representation of cause-
effect relationships. For example, instead of simulating the control word 
SEL1=0, SEL2=0, SEL3=3, EN2 = 1, RES=0 by computing the functions a = 
R1, b = R1, c = a + R2, d = b * R2, e = d, and R2 = e, we only need to trace the 
nodes RES, EN2, SEL3 and SEL2 on the HLDD and compute a single operation 
R2 = R1 * R2. In case of detecting an error in R2 the possible causes can be 
defined immediately along the simulated path through RES, EN2, SEL3 and 
SEL2 without complex diagnostic analysis inside the corresponding RTL netlist. 
The activated path provides the fault candidates, i.e. variables that are suspected 
to contain faults causing the error at R2 during current simulation run. Further 
reasoning should be based on analyzing sources of these signals. 

2.1.2.3 Basic simulation on HLDDs  

Simulation on decision diagrams takes place as follows. Consider a situation, 
where all the node variables are fixed to some value. For each non-terminal 

node vi  VN according to the value of the variable xv = c certain output edge e 

= (vi,vj,C), vjΓ(vi) will be chosen, which enters into its corresponding 
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successor node vj. Let us call such connections activated edges under the given 
values. 

Succeeding each other, activated edges form in turn activated paths. For each 
combination of values of all the node variables there exists always a 
corresponding activated path from the root node to some terminal node. We 
refer to this path as the main activated path. The simulated value of variable 
represented by the HLDD will be the value of the function result of constant 
labeling the terminal node of the main activated path. 

Algorithm in figure 2.5 presents the HLDD based simulation engine for 
RTL, behavioral and mixed HDL description styles and has been proposed in 
[85]. 

When representing systems by decision diagram models, in general case, a 
network of HLDDs rather than a single DD is required. During the simulation in 
HLDD systems, the values of some variables labeling the nodes of a HLDD are 
calculated by other HLDDs of the system. 

Starting from the root node the outgoing successor is found according to the 
value of variable x0 labeling a node v0. While the terminal node is not reached 
value of variable xcurrrent activates edge eactive to the next successor node vnext. In 
the RTL style, the algorithm takes the previous time step value of variable 
xcurrent labeling a node vcurrent if xcurrent represents a clocked variable in the 
corresponding HDL. Otherwise, the present value of xcurrent will be used. In the 
case of behavioral HDL coding style HLDDs are generated and ranked in a 
specific order to ensure causality. For variables xcurrent labeling HLDD nodes the 

Figure 2.5 Algorithm1. Simulation engine on HLDDs 

for each diagram G in the model 
       vcurrent = v0 
        Let xcurrent be the variable labeling vcurrent  
        while vcurrent is not a terminal node 
                if xcurrent is clocked or its DD is ranked after G then 
         Value = previous time-step value of xcurrent 
  else 
         Value = present time-step value of xcurrent 
  end if 
  vnext  Γ(vcurrent), where eactive =( vcurrent, vnext) /\ c  = Value 
  vcurrent = vnext 
         end while 
         if xcurrent is a function then calculate a function; 
         assign xcurrent to the DD variable xG  
end for 
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previous time step value is used if the HLDD diagram calculating xcurrent is 
ranked after current decision diagram. Otherwise, the present time step value 
will be used. Reaching the terminal node value of terminal variable is assigned 
to the graph variable y calculating first resulting value of a function if terminal 
node labels a function. 

In Figure 2.6 example of simulation on the high-level decision diagram 
presented in Figure 2.3 is shown. Let assume that variable x2 is equal to 0, 
variable x3 = 1 and variable x1 = 3. A path (marked by bold arrows) is activated 
from node v0 (the root node) to a terminal node v3 labeled by x1. Thus, y=x1=3. 
Note, that this type of simulation is event-driven since we have to simulate only 
those nodes that are traversed by the main activated path (marked by grey color 
in Figure 2.6). 

2.2 Fault Simulation 

In this subsection introduction to fault simulation is done. First, role of testing is 
described. Then, different fault models are presented, which mathematically 
describe defects of the circuit. Afterwards, the most widespread algorithms for 
fault simulation are presented. Also, applications of fault simulation are defined.    
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Figure 2.6 Example of design simulation on HLDD 
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2.2.1 The role of Testing 

Reliability and testing techniques have become of increasing interest to different 
applications, including consumer electronics. A key requirement for obtaining 
reliable electronic systems is the ability to determine that the system is error-
free [9]. A test is a procedure which allows one to distinguish between good and 
bad parts. In this work we concentrate only on digital testing, i.e. input and 
output signals of the circuit can only take on the value ‘logic 0’ or ‘logic 1’. 
Testing a circuit prior to its manufacturing is known as design verification. The 
question is not whether one should verify but how well to verify in order to have 
confidence that the device will comply with its specification [56]. This topic 
would be discussed in the next subchapter. The stress of this subchapter is 
testing a circuit after it is manufactured. Even though a circuit is designed error-
free, manufactured circuit may not function correctly. Since the manufacturing 
process is not perfect, some defects such as short-circuits, open-circuits, open 
interconnections, pin shorts, etc., may be introduced. Davis [20] points out that 
the cost of detecting a faulty component increases ten times at each step 
between prepackage component test and system warranty repair. Therefore, 
testing has become a very important aspect of any VLSI manufacturing system. 

Testing typically consists of applying a set of test stimuli to the inputs of the 
circuit under test (CUT) while analyzing the output responses, as illustrated in 
figure 2.7. Circuits that produce the correct output responses for all input 
stimuli pass the test and are considered to be fault-free. Those circuits that fail 
to produce a correct response at any point during the test sequence are assumed 
to be faulty. Testing is performed at various stages in the lifecycle of a VLSI 
device [92]. In addition, a diagnosis of the failing circuit can be performed in 
order to identify the location and type of the defect.  

Outputm 
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Figure 2.7 Basic testing approach [92] 



 

42 

Figure 2.8 Top-Down design & test methodology 

2.2.2 Top-Down Design and Test Methodology 

A VLSI design can be described at different levels of abstraction. The design 
process is essentially a process transforming a higher level description of design 
to a lower level description either with a help of synthesis tools or by hand. One 
possible top-down design and test methodology is described in Figure 2.8. 
Starting from a circuit specification, a behavioral model of a circuit is 
developed in VHDL, Verilog, C or other language, program and simulated to 
determine if it is functionally equivalent to the specification. At the behavioral 
level functionality is modeled without regard to the hardware structure, 
electrical signals and detailed timing. Such models are useful as a proof-of-
concept. The design is then described at the register-transfer level (RTL), which 
contains more structural information in terms of the sequential and 
combinational logic functions to be performed in the data paths and control 
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circuits. The RTL modules are validated as stand-alone components before 
integrating them into a system. The RTL description must be verified with 
respect to the functionality of the behavioral description before proceeding with 
logic synthesis to the gate level. Logic synthesis transforms the RTL description 
into an optimized technology-specific hardware description, generally in the 
form of a gate-level netlist (connectivity description of Boolean gates). The gate 
level structure of the design stabilizes only after the synthesized circuit has been 
verified through logic simulation. Once the design is verified, gate-level SSF 
(Single Stuck-Fault) models are used for test generation and fault simulation 
using the technology-specific (gate-level) netlist. In addition, the gate-level 
netlist serves as a common database for various post-synthesis steps such as 
timing simulation, placement, routing, static timing analysis, etc., until a 
prototype is fabricated. 

2.2.3 Fault modeling 

Below, some definitions of basic terms are presented. 

Definition 2.1. A defect in an electronic system is the unintended difference 
between the implemented hardware and its intended design [13].  

Defects occur either during manufacturing process or during the use of the 
device. Some typical defects are [13]: 

 Process defects (imperfection of manufacturing process: missing of 
contact windows, parasitic transistors, oxide break-down, etc.) 

 Materials defects (surface impurities, bulk defects, etc.) 

 Age defects (electromigration, dielectric breakdown, etc.) 

 Package defects. 

Definition 2.2. A wrong output signal produced by a defective system is called 
an error. An error is an “effect” whose cause is some “defect”[13].  

Definition 2.3. A representation of a “defect” at the abstracted function level is 
called a fault.[13]  

Definition 2.4. Test vector is an input pattern applied to the circuit under test 
(CUT), and its responses are compared to the known good responses of a fault-
free circuit.  

In order to completely test a circuit, a sequence of test vectors is required; 
however, it is difficult to know how many test vectors are needed and the order 
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of test vectors in a sequence to guarantee a satisfactory reject rate. The 
effectiveness of the test sets is usually measured by the fault coverage and is 
defined as: 

݁݃ܽݎ݁ݒ݋ܿ ݐ݈ݑ݂ܽ  ൌ
௡௨௠௕௘௥ ௢௙ ௗ௘௧௘௖௧௘ௗ ௙௔௨௟௧௦

௧௢௧௔௟ ௡௨௠௕௘௥ ௢௙ ௙௔௨௟௧௦
 

The set of test vectors is complete if its fault coverage is 100%. This level of 
fault coverage is desirable but rarely attainable in most practical circuits. 
Moreover, 100% fault coverage does not guarantee that the circuit is fault-free. 
The fault coverage is calculated using a fault simulator. 

Definition 2.5 Fault simulator is a logic simulator in which faults are injected 
at the appropriate nets of the circuit, usually one at a time. The responses of the 
circuit to test vectors are compared with the good responses of the circuit. The 
fault is considered detected if at least one of the test pattern has a response 
different from the good circuit response.  

Fault simulator typically works with a specific fault model. Because of the 
diversity of physical defects, it is impractical to work with real defects. Fault 
models were introduced to offer a simplified mathematical description of the 
erroneous behavior. Although most of the fault models do not provide exact 
description of the erroneous behavior of the circuit, they are very useful for 
generating and evaluating the quality of tests. A good fault model should satisfy 
two criteria: it should accurately reflect the behavior of defects, and it should be 
computationally efficient in terms of fault simulation and test pattern 
generation. Many fault models have been proposed, e.g. single stuck-at faults, 
transition faults, gate-delay faults, bridging faults [13], but, unfortunately, no 
single fault model accurately reflects the behavior of all possible defects that 
can occur. As a result, a combination of different fault models is often used.  

Generally any fault model can be divided into two classes: single-fault 
model and multiple-fault model. For single-fault model it is assumed that only 
single fault can occur in the circuit at the time. A multiple-fault represents a 
condition caused by simultaneous presence of a group of single faults. For a 
given fault model let m be different type of faults that can occur at potential 
fault site and n be possible fault sites. Then for single-fault model number of 
possible faults equal to m*n and for multiple-fault model number of possible 
faults equal to (m+1)n -1. Because latter amount of faults is too large even for 
small values of m and n, the single-fault assumption is usually considered in 
practice. Fortunately, tests for single stuck-at faults are known to cover a very 
high percentage (greater than 99.6%) of multiple stuck-at faults when the circuit 
is large and has several outputs [13].   
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Modeling of faults is closely related to the modeling of the circuit. Different 
levels of abstraction are used in the top-down design methodology. The 
behavioral level has fewer implementation details and fault models at this level 
may have no obvious correlation to manufacturing defects. Behavioral level 
fault models play greater role in the simulation-based design verification, than 
in testing. The RTL level faults usually imitate gate level stuck-at faults at the 
higher level of abstraction. Commonly this is not one to one correspondence. 
The logic level or gate level consists of a netlist of gates and the stuck-at faults 
at this level are the most popular fault models in digital testing. Other fault 
models at this level are bridging faults and delay faults. Transistor and other 
lower levels include technology-dependent faults, e.g. stuck-open faults. 

Behavioral faults: Usually, the behavior of electronic system is described in 
a programming language, e.g. C, or in some hardware description language such 
as VHDL, Verilog. At the behavioral level the variables are not necessarily 
electrical, but correspond to a specific application domain. Behavioral faults 
refer to incorrect execution of the language constructs used in the program. 
Examples of behavioral faults are assertion faults, branch faults, and instruction 
faults. At the behavioral level, different coverage metrics (statement coverage, 
branch coverage, toggle coverage) can be used to measure efficiency of the test, 
although these do not conform to any specific fault model [13].   

RTL faults: Straightforward extension to the stuck-at-fault model is to 
replace the concept of a signal line that is stuck with that of an internal RTL 
variable being stuck. Further it is possible to differentiate between data faults 
and control faults, depending on the type of the stuck variable [1].  

 Typical data faults are register or memory bits that are stuck. Data 
faults are stuck-at-0 and stuck-at-1 faults: when the fault is present, 
the affected object (a signal or a variable representing memory 
element) loads the correct value, except for one bit that remains 
stuck to 0 or 1. 

 Control faults are defined on variables that control conditional 
operations. These are stuck-at-then and stuck-at-else faults for if 
statements and selection faults for case statements. It is allowed 
having a stuck fault to the result of any expression that is part of a 
condition or the entire condition itself. 

Logical faults represent the effect of physical faults on the behavior of the 
modeled system. Many physical faults can be modeled by the same logical fault. 
Logical faults affect the state of logical signals. Normally, the state is modeled 
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as {0, 1, X, Z}, and a fault transform the correct value to any other value. 
Several types of faults can be modeled at this level. However, the term logical 
fault often implies stuck-at faults.  

Lower level faults are not part of this work therefore their description is out 
of the scope of the thesis. As the Single Stuck-Fault (SSF) model is used as the 
basis for RTL level faults model, more detailed description of the SSF model is 
provided below. 

SSF (Single Stuck-at Fault) model is a logical fault model that is most 
commonly used in digital testing [35]. A stuck-at fault is assumed to affect only 
the interconnections between gates. A single stuck-at fault (stuck-at-0 or stuck-
at-1) represents a line in the circuit that is fixed to logic value 0 or 1, 
irrespective to the correct logic output of the gate driving it.  

The SSF model is widely used, its usefulness results from the following 
attributes [1]: 

 It represents many physical faults. 

 It is independent on technology, as the concept of a signal line being 
stuck at a logic value can be applied to any structural model. 

 Experience has shown that SSFs detect many non-classical faults as 
well. 

 Compared to other fault models, the number of SSFs in the circuit is 
small. Moreover, the number of faults to be explicitly analyzed can 
be reduced by fault-collapsing techniques. 

 SSFs can be used to model other types of faults. 

 High SSFs coverage provides a high multiple stuck-at faults 
coverage. 

      In this work, two fault models: the SSF model and the RTL bit coverage 
fault model [29] - are used for fault simulations. A detailed description of fault 
simulation methods and experiments will be provided in the next chapter. 
Comparative table of the properties of the fault models is given below. It is 
important to mention that there is no one to one correspondence between SSF 
faults and RTL faults because for a given RTL description several gate-level 
implementations exist.   
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Table 1 Properties of fault models 

Gate level SSF model RTL bit coverage fault model [29] 

Boolean components are assumed to 
be fault-free 

Language operators are assumed to be 
fault-free 

Signal lines contain faults: 

 Stuck-at-0 fault when the 
logic level is fixed at value 0 

 Stuck-at-1 fault when the 
logic level is fixed at value 1 

Variables contain faults: 

 Stuck-at-0 fault when the bit 
is fixed to value 0 

 Stuck-at-1 fault when the bit 
is fixed to value 1 

According to SSF assumption, only 
one fault is applied at a time when the 
test set is evaluated 

Single fault assumption: only one fault 
is applied at a time when the test set is 
evaluated  

2.2.4 Fault simulation 

Simulation is the process of predicting the behavior of a circuit design before it 
is manufactured. For digital circuits, simulation serves dual purposes. First, 
during the design stage, logic (fault-free) simulation helps the designer verify 
that the design works according to the functional specifications. Verification 
with the help of simulation techniques will be part of the next subchapter. 
Second, during test development, fault simulation is applied to simulate faulty 
circuits. Definition of fault simulator is given in the previous subchapter. To 
summarize, a fault simulator must classify given modeled faults in a circuit as 
detected or undetected with given test vectors. Fault simulator determines the 
efficiency of test vectors in detecting the modeled faults of interest. 

The section below presents the key fault simulation techniques based on the 
single stuck-at fault model. These techniques can be reused with modifications 
on other fault models as well as at other abstraction levels. Since these 
algorithms were developed for SSF model the explanations would be given on 
this model. Further, RTL fault simulation features would be shown. 

2.2.4.1 Serial Fault Simulation 

Serial fault simulation is the simplest fault simulation technique. First, the 
circuit is simulated in a fault-free mode for all test vectors and fault-free output 
values are stored. Then the fault simulator simulates faults one by one. For each 
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fault, fault injection is performed, which modifies original circuit to mimic the 
circuit behavior in the presence of the fault. As simulation proceeds, the output 
values of fault simulation are compared with stored fault-free output values for 
all test vectors. All faults are simulated serially in this way. This kind of 
simulation is very time consuming. To improve the fault simulation 
performance, fault dropping is used. Halting the simulation as soon as 
comparison indicates detection of the target fault is called fault dropping. 

The major advantage of serial fault simulation is its ease of implementation. 
It can simulate wide range of fault models, as long as the fault effect can be 
properly injected into the circuit. The major disadvantage of serial fault 
simulation is its low performance. There exists more intelligent algorithm to 
reduce the effort of fault simulation. These general algorithms are parallel [67], 
deductive [3] and concurrent [87] fault simulation techniques. They differ from 
the serial method in two fundamental aspects [1]: 

 They determine the behavior of the circuit in the presence of faults 
without explicitly changing the model of the circuit. 

 They are capable of simultaneously simulating a set of faults. 

Two of these algorithms will be described in the following sections. 

2.2.4.2 Parallel Fault Simulation 

Parallel fault simulation benefits on the bitwise parallelism of logical operations 
in a digital computer in order to reduce computational time. For example, for a 
32-bit machine word, logic operations such as AND, OR, XOR etc. can be 
performed on all 32 bits at once. The idea of parallel fault simulation belongs to 
[67]. It is assumed that signals work on logic 0 and/or 1. It is possible to expand 
2-bit signal logic to wider coding such as X and Z values, but this method 
would require special encoding.  

In parallel fault simulation w-1 faults would process in one pass, where w is 
the machine word size. One bit of w is used for fault-free value and other w-1 
bits are values of signals in the faulty circuits for w-1 faults. Each bit of a word 
represents a signal value in a different circuit. The injection of a fault is done by 
changing the value of a bit corresponding to a signal value in a circuit. If the 
number of simulated faults is more than the machine word size, then more than 
one pass of fault simulation is required to simulate all faults. The technique of 
fault dropping can be applied in parallel fault simulator as well as in serial fault 
simulator to reduce computational time, however the simulation pass would 
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terminate only when all faults of the pass would be detected. Therefore, serial 
fault simulation gains more by fault dropping. 

Consider an example of a multiplexer at the gate level (Figure 2.9). In this 
example, test vector ACB=011 is applied to the inputs. Three faults f1 (s-a-1), f2 
(s-a-0), f3 (s-a-0) are injected into the circuit. Therefore, a packet of 4 bits is 
required for logic operations of parallel simulation, where 3 bits are used to 
encode values of the signals in faulty circuits and 1 bit is used for the fault-free 
circuit. To simulate in parallel, the signal of each line in a circuit is expressed as 
a word where 4 left-most bits are useful for simulation in this example. The bit, 
which represents faulty value of a signal in faulty circuit, is changed to the 
stuck-at value, other bits remain the same. During the simulation, the effect of 
the faulty value propagates towards the output. For example, fault f1 is present 
only in the first circuit, thus second bit of signal A is changed to 1.  Performing 
logic operations we obtain output out=0110. Faults f1 and f2 are detected 
because bits in the output signal representing faulty circuits with these faults 
differ from fault-free bit value; fault f3 is not detected because its bit value is 
equal to the fault-free bit value. 

Parallel fault simulation is approximately w times faster in comparison with 
serial fault simulation. However, it has limitations as well. It becomes 
impractical for multi-valued logic. And as it was mentioned above, the fault 
dropping technique is not as effective as for serial fault simulation. 

Figure 2.9 Parallel fault simulation 
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2.2.4.3 Deductive Fault Simulation 

In deductive fault simulation [3] only the fault-free circuit is simulated and 
the behavior of all faulty circuits is based on logic reasoning. All signal values 
of faulty circuits are deduced from fault-free circuit signal values and the 
structure of a circuit. All deductions are carried out simultaneously and only one 
fault-free simulation is performed. Thus deductive fault simulation can be very 
fast. It is possible theoretically to deduce all signal values, however practically 
this depends on the size of the available memory. Fault effects are represented 
by the fault list. A fault list Li is associated with every signal i. Li is a set of 
faults that cause the value of signal i to differ from its fault-free value. If signal i 
is a primary output then the fault list associated with i is the set of faults 
detected at this output. Thus the aim of the deductive fault simulator is 
eventually to construct a set of detected faults by uniting fault lists of all 
primary outputs.  Based on logic reasoning, the process of deriving the fault list 
of a gate output from those of the gate inputs is called fault list propagation 
[92].  

Let us see the procedure of fault list propagation in general. In deductive 
fault simulation it is important to know either the gate input holds a controlling 
value or a non-controlling value. The value of an input is said to be controlling 
if it determines the value of the gate output regardless of the values of the other 
inputs [1]. For example, a controlling value for an AND gate is 0 (because 
appearance of 0 at least in one of the inputs of an AND gate will force the 
output of the gate into 0), for an OR gate is 1, etc. Let I be a set of inputs of a 
gate Z. Let C be a set of inputs with controlling value c, where ܥ ك  z is an .ܫ
output signal of gate Z. The fault list Lz of gate Z is computed as follows where 
2 cases are recognized: 

1) If ܥ ൌ ௓ܮ  then  ׎  ൌ ሼڂ ௝ሽܮ ׫  ሼ݂ܽݖ ݐ݈ݑሽ௝ఢ ூ    

This means, that if all inputs have non-controlling values, then all faults 
observed at the inputs propagate to the output of the gate adding a fault 
of the output signal line. In the example in Fig. 2.10 this is computation 
of Lout, because the OR gate has inputs 00, which both are non-
controlling values for the OR gate. 

2) If ܥ ് ௓ܮ then ׎  ൌ ൛ځ ஼א௝௝ܮ  ൟ െ ൛ڂ ூି஼א௝௝ܮ ൟ ׫  ሼ݂ܽݖ ݐ݈ݑሽ  

This means, that if some of the inputs has the controlling value c, only 
faults of these inputs propagate to the output taking into account the self-
masking effect - the appearance of the same fault at any of non-
controlling inputs, which faults are excluded at the fault list of the gate 
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output. As in the previous case, the fault of the output signal line is 
added. In the example in Fig. 2.10, Lh and Lf are calculated with this 
formula, because both AND gates have in one input the controlling value 
0 and in the other input non-controlling value 1.  

Consider the same multiplexer example (Figure 2.10). Let input vector to the 
schematic be the same ACB = 011. Also, the same faults f1 (s-a-1), f2 (s-a-0), 
f3 (s-a-0) are injected into the circuit. Faults are propagated by computation of 
fault lists at every signal line of a circuit: 

௔ܮ ൌ ሼ ଵ݂ሽ,  ܮ௖ ൌ ௚ܮ   ,׎ ൌ ௛ܮ   ,׎ ൌ ௔ܮ െ ௚ ൌܮ  ሼ ଵ݂ሽ,  

௕ܮ ൌ ሼ ଷ݂ሽ, ௗܮ ൌ ሼ ଶ݂ሽ,  ܮ௘ ൌ ௗܮ ൌ ሼ ଶ݂ሽ,   ܮ௙ ൌ ௘ܮ  െ ௕ܮ   ൌ ሼ ଶ݂ሽ, 

௢௨௧ܮ ൌ ௛ܮ  ׫  ௙ܮ  ൌ ሼ ଵ݂, ଶ݂ሽ. 

The following fault list is propagated to primary output out Lout = {f1, f2}, 
therefore detected faults for input vector ACB =011 in this circuit are {f1, f2}, 
and f3 is not detected. 

Deductive fault simulation is efficient and powerful technique, because it 
processes all faults in a single run without re-simulations of the same circuit. 
However, it has limitations as well. Unknown values are not easily handled. 
Algorithm spends a lot of CPU time for logic operations on sets. Also it has 
potential memory management problem, because the size of the fault lists 
cannot be predicted in advance.    
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Figure 2.10 Deductive fault simulation 
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2.2.4.4 RTL Fault Simulation 

For RTL fault simulation, the input design is described at higher abstraction 
level - RT level. RTL constructs represent a subset of HDL (hardware 
description language) constructs in order to ensure the consistent synthesis by 
logic synthesis tool into gate-level. An RTL model represents micro-
architecture of a circuit, where operations are synchronous transfers between 
functional units (e.g. arithmetic units) and registers. A fault model can be 
designed according needs, though a RT level fault model should guarantee fault 
coverage comparable to the gate-level fault coverage obtained for the same test 
sequence. In this work the RTL bit coverage fault model described in part 2.2.3 
“Fault modeling” is considered, where memory bits stuck at value 0 or 1. 

For RTL fault simulation any algorithm can be selected. Usually it is 
convenient to apply proven algorithms for SSF model in fault simulation at 
other levels of abstraction. Some of these standard algorithms were described in 
previous subsections. Certainly, different modifications for these algorithms are 
required in order to simulate the RTL bit coverage fault model. The RTL fault 
simulation method itself is analogous to the gate level approach, where fault-
free and faulty circuits are created based on the SSF assumption and simulated 
with given test vectors. When the outputs of the fault-free circuit and the faulty 
circuit are different, the fault is considered to be detected. Simulation continues 
until all faults are evaluated with given test vectors. At the end of fault 
simulation a fault report is generated where RTL fault coverage of a circuit is 
provided.  

In general RTL fault simulation has the following advantages with respect to 
the gate-level fault simulation: 

 a performance gain compared to gate level approach; 

 the possibility of improving tests prior to logic synthesis; 

 early detection of testability problems, when design for testability is 
considered for the circuit.  
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2.2.5 Applications 

In this subsection, main tasks, which require intensive use of fault simulation, 
are outlined. This helps to understand how important the performance of fault 
simulation is. The speed of simulation is very significant in a lot of tasks, 
because the process of simulation must perform many times in a cycle. General 
picture for test generation is presented at Fig 2.11, where other applications of 
fault simulation are also depicted.  

First, fault simulation rates the effectiveness of a set of test vectors in 
detecting defects. The test quality is measured in terms of fault coverage with 
respect to the modeled faults of interest. Calculating the fault coverage is the 
primary task of any fault simulator. 

Second, fault simulator helps to identify undetected faults. Fault simulator is 
often used in conjunction with an Automatic Test Pattern Generator (ATPG) 
in order to verify the generated test vectors. The generated test set is modified 
by adding new test vectors until the obtained fault coverage is considered 
satisfactory. These changes may be made by ATPG or by test designer in an 
interactive mode.   

Third, it is possible to use the result of the fault simulator to remove test 
vectors from an already available test set without decreasing the fault coverage. 

Figure 2.11 Fault simulation for test generation 
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This process is called test compaction and often effectively used for random 
test generation on combinational ATPG. Test compaction is done in order to 
reduce time of test application and also to reduce the cost of storage for test 
vectors in the tester memory. 

Fourth, fault simulation helps in fault diagnosis. If a device fails the tests, 
then diagnostic information assists to determine the type and location of a fault 
that best explains the faulty behavior of the circuit under test. One of the well-
known methods to perform diagnosis is to use a fault dictionary. The fault 
dictionary stores the faulty output response to test vector of the faulty circuit 
corresponding to the simulated fault. Actually, the fault dictionary does not 
store all faulty output responses, but a certain function, called the signature of 
the fault. For the circuit under diagnosis, the signature is used for narrowing the 
suspected area of the fault and trying to identify the fault. This fault dictionary 
is constructed during fault simulation and must be done without the fault 
dropping technique.  

Fifth, fault simulation can be used to find the optimal solution for BIST 
(Built-in Self-Test).  BIST is a technique, which enables a circuit with the 
additional functionality of self-testing. A typical Logic BIST consists of a 
controller, a special pseudo-random test pattern generator and a response 
analyzer. Also, memory is sometimes required to store deterministic test 
vectors. To find a tradeoff between the size of additional memory and the 
quality of test many runs of fault simulation is required. 

Another application of fault simulation is to analyze the operation of a 
circuit in the presence of faults. This is especially important in high-reliability 
systems. Examples [1]: 

 a fault can induce races and hazards not present in the fault-free 
circuit; 

 a faulty circuit can oscillate or enter a deadlock state; 

 a fault can prohibit the proper initialization of a sequential circuit; 

 a fault can transform a combinational circuit into a sequential one or 
a synchronous circuit into an asynchronous one. 
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2.3 Design Verification 

Verification of digital circuits is a process of proving that digital circuit design 
meets the design specification and requirements before its manufacturing. It is 
important to distinguish between testing and verification, where testing ensures 
that the implemented device works correctly and verification is done during the 
implementation phase. Statistical data show that around 70% of the project 
development cycle is devoted to design verification [43]. A verification 
engineer must verify the design under all cases, not only cases represented in 
the specification. It is not possible during project development cycle to verify 
all cases thoroughly while meeting the time-to-market requirements. Therefore 
different methodologies are used to plan the verification process, in which 
critical parts of the design are proven to be bug-free. A verification 
methodology starts with a test plan that details specific functionality to be 
verified in order to satisfy specification. Different methods are used to track 
process against test plan. In reality it is impossible to verify a set of 
specifications completely [14]. Thus, a measure of verification quality is 
desirable. This measure is called coverage metrics. Usually used metrics are 
functional coverage and code coverage. Functional coverage shows the part of 
the functionality verified in percentage. Code coverage measures the percentage 
of code simulated.  

One of the possible methodologies is borrowed from [14]. This methodology 
is based on automated metric-driven processes. Processes are important and 
improve the predictability of the project. The verification process model is 
shown in fig 2.12. 

plan

respond execute 

measure 

Figure 2.12 Verification Process Model [14] 
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In the first phase – plan - it is determined what requirements should be and 
how to measure the result. Then, the model of the design needs to be executed 
(execute phase). In the measure phase, effectiveness of the verification effort is 
measured with a help of different metrics such as code coverage, functional 
coverage, assertion coverage etc. In the respond phase, result data is analyzed 
and adjustments are worked out for the next iteration. This cyclic process 
repeats until all product requirements are satisfied. 

Since the design process is usually hierarchical process, verification also 
must be made at all levels of design. Design verification is a reverse process of 
design. Design verification starts with implementation and confirms that the 
implementation meets the specification at every abstraction level. Also, 
equivalence checking between different levels is performed. A common 
intermediate form for determining equivalence between transistor-level and 
RTL is binary decision diagrams.  

There exist two verification approaches: formal method-based verification 
and simulation-based verification. These methods can be distinguished as 
formal verification is output oriented (the output properties must be verified) 
and simulation-based verification is input oriented (input vectors must be 
supplied).    

Formal verification mathematically proves that a protocol, assertion, or 
design rule holds true for all possible cases in the design [94]. Formally only a 
limited sized design can be verified, a formal verification engine consumes 
enormous amounts of computer resources, even for small designs. Formal 
methods work well on control logic blocks, where results can be returned in a 
reasonable time.  

Simulation-based verification relies on the software model of a design, 
which runs on the simulation engine. Simulation reflects the behavior of the 
modeled device and generates corresponding outputs in response to specific 
inputs. During simulation-based verification the design is placed under 
testbench, input stimuli are applied to the testbench, and output from the design 
is compared with the reference output [43].  

The most commonly used verification approach is simulation-based 
verification. Formal verification is a great complement to simulation and often 
applied to portions of the entire design. In this work only simulation-based 
verification for finding code coverage is used, thus this approach is described 
below in more details. 
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2.3.1 Simulation-based verification 

Three interrelated problems in simulation-based verification are [1]: 

 How does one generate the input stimuli? 

 How does one know the results are correct? 

 How “good” are the applied input stimuli, i.e. how “complete” is the 
testing experiment? 

Usually input stimuli are organized as a sequence of test cases, which are 
extracted from design specification. Also pseudorandom input stimuli are 
generated in order to activate unusual bugs of which designers are unaware. The 
cost of creating pseudorandom inputs is much lower compared with directed 
tests.  

The results are considered correct when they match expected results 
according the specification of the design. Goodness of applied input stimuli 
commonly measures with a help of different coverage metrics. 

The typical flow of simulation-based design verification is shown in Fig 2.13 
[43]. The components inside the dashed enclosure represent the components 
specific to the simulation-based methodology. During simulation-based 
verification, the design is placed under a test bench. A test bench consists of 
code that supports operations of the design, and generates input stimuli and 
compares the output with the reference output as well. Before a design is 
simulated, it runs through a linter program that checks static errors or potential 
errors and coding style guideline violations. Next, input vectors of the items in 
the test plan are generated. After the tests are created, simulators are chosen to 
carry out simulation. The coverage metrics measure how much the design is 
stimulated and verified. When a bug is found, it has to be communicated to the 
designer and fixed. This is usually done by logging the bug into a bug tracking 
system, which sends a notification to the owner of the design. When bugs are 
fixed, the regression is carried out, which goal is to make sure that none of 
previously existing functionality has broken. Design codes with newly added 
features and bug fixes must be made available to the team. Therefore, design 
codes are maintained using revision control software that arbitrates file access 
to multiple users and provides a mechanism for making the latest design code 
visible to all.  
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The simulation-based method has strengths and weaknesses [13]. Its strength 
is in details of the circuit behavior that can be simulated, such as timing details, 
logic details etc. Another advantage is use of hierarchy of the design. Circuit 
can be simulated at different levels of abstraction iteratively. Thus the speed of 
simulator is very important, because it is used very many times. The method 
weakness is its dependence of designer’s heuristics for generating input stimuli. 
Also these stimuli are non-exhaustive and therefore guarantee of conformance 
to specification is impossible. Such guarantee is possible with a formal 
verification method. But the high complexity of formal methods allows their 
use only for small designs and at the higher behavior levels. In case of the 
incompleteness, simulation provides a better check on the manufacturability of 
the design. Ideally both (simulation-based and formal) methods should be used 
in conjunction to verify the design.    

 

Figure 2.13 Simulation-based verification [43] 
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2.3.2 Coverage metrics 

To measure the quality of design verification, coverage metrics are widely used. 
Because it is impossible to verify exhaustively a design, the confidence level 
regarding quality of verification must be quantified. The fundamental question 
is “How do I know if I have simulated or verified enough?” Verification 
coverage is a measure of confidence and it is expressed as a percentage of items 
verified out of all possible items [43]. An item can be of various forms: a line of 
code, parameters, functionality in a specification etc. Thus coverage metrics are 
divided into code coverage, parameter coverage, functional coverage etc. Code 
coverage provides insight into how well the code of an implemented design is 
verified by the stimuli. Functional coverage computes the amount of features 
and functions that are exercised in a design. Code coverage is also called 
implementation coverage, because it is based on the implementation of the 
design, whereas functional coverage is based on specification only. Therefore 
code coverage does not necessary provide implementation’s correctness with 
respect to its specification, because it assumes only current implementation of a 
design. However, using code coverage metrics designer sees the parts of a 
design that have not been exercised yet and can create input stimuli for these 
parts. To guarantee a good level of confidence different class of metrics must be 
used, so usually code and functional metrics are used in conjunction. 

Carter et al. in [14] propagate metric-driven design verification, where they 
state that metric-driven approach allows improving the predictability, 
productivity and quality of both implementation and engine execution. First, 
metrics are able to point out holes of uncovered areas in the design. Second, 
with automatically captured metrics it is possible to fully automate some 
processes and remove the human element.  

In this thesis, code coverage metrics were implemented based on HLDDs. 
Three metrics were implemented: statement, branch and toggle. Only these 
metrics are described in details below.  

Statement coverage calculates how many statements are executed during 
simulation among all possible statements in a code. Statement is syntactical 
structure of HDL specification. The statement coverage gives the knowledge 
that statement has been executed. 

Branch coverage reports the count of control flow transfers for HDL control 
statements. This means keeping track on which conditions the simulation 
encounters and which it does not. The limitation of this coverage is that 
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decisions can be implemented not only with a help of conditional constructs. 
Thus some decisions are not taken into account by branch coverage.   

Toggle coverage measures transitions between values of bits in registers, 
wires. Toggle coverage is the ratio of bits toggled from 0 to 1 and from 1 to 0 to 
the total number of bits in registers and wires. Toggle coverage is simple to 
implement and easy-to-understand. It is a general activity indicator, but gives a 
very coarse view of signal activity and associates no semantic meaning to 
recorded results.    

Code coverage can clearly improve the verification quality. They are easy to 
implement and to use, and give information of uncovered parts of the design. 
Also, these metrics are usually embedded into EDA (Electronic Design 
Automation) tools and straightforward to use during simulation. All these 
advantages have made code coverage an important feature of HDL simulation 
engine.   

2.4 Chapter summary  

The goal of this chapter was to provide background information required to 
understand the contributions of this thesis. The first part of this chapter gives an 
overview of HLDDs, proposed and developed at TUT (Tallinn University of 
Technology). Advantages of this model for representing digital designs for fault 
simulation purposes as well as for simulation-based verification purposes were 
described. 

The second part of this chapter described the role of testing of digital 
circuits. Then, basic concepts were given such as fault and defect. Also different 
fault models at different abstraction levels and their relation to real defects were 
described. Then, fault simulation principles were presented and classic fault 
simulation algorithms based on the widespread stuck-at fault model were 
explained.  

The third part of this chapter provided an overview of design verification 
issues. The main emphasis of this part is given to simulation-based verification. 
Then, basic knowledge of code coverage metrics was presented and the 
advantages of simulation-based verification were explained.       
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Chapter 3  
HLDD-BASED FAULT SIMULATION 

In this chapter, a new approach to fault simulation based on High-Level 
Decision Diagrams (HLDDs) is proposed, which is applicable directly at the 
Register-Transfer Level (RTL). The fault simulation algorithm is built on the 
RTL bit coverage fault model, which has proven to yield good correspondence 
with gate-level structural faults [29]. A new deductive fault simulation 
algorithm is described. An efficient data structure based on bitwise set 
operations is introduced in order to achieve a high speed of simulation. 
Experiments on RTL benchmark circuits are presented.   

3.1 Overview 

While several efficient algorithms for fault simulation of combinational circuits 
exist, the task of analyzing structural faults in sequential circuits remains a 
highly difficult issue. In order to contend the complexity the research 
community has turned towards developing methods at higher design abstraction 
levels. 

Existing fault simulation tools typically rely on gate-level algorithms. One of 
the earliest sequential fault simulators, PROOFS [57] combines the advantages 
of differential fault simulation and parallel fault simulation. HOPE [44], a 
parallel fault simulator, simulates 32 faults at a time. Faults with short 
propagation paths are excluded from parallel simulation, since most of the time 
the faulty circuit response would be identical to the correct one during the 
simulation of such faults. Also PARIS [31] is based on a parallel fault 
simulation model. Heuristics are used to minimize the number of events that 
must be tracked. LIFTING [8] is an open-source simulator able to perform logic 
and fault simulations for single/multiple stuck-at faults and single event upset 



 

62 

(SEU) on digital circuits described in Verilog. Despite of a wide range of 
methods, fault simulation for sequential circuits at the gate-level is slow for 
larger designs, in particular when long test sequences are considered. 

Functional fault simulation of VHDL designs has been proposed in [28][93]. 
This approach is fast but it lacks accuracy since there is no strict correlation 
between the functional fault model and actual structural faults in the circuit. In 
[45] an architectural-level fault simulation tool ARSIM is presented. The tool 
uses symbolic data to simultaneously process the fault effects for groups of 
faults in the module under simulation. However, ARSIM is capable of reporting 
only pessimistic fault simulation results because of the limitations of the 
symbolic algebra applied in fault propagation. This shortcoming has been 
contended in an improved symbolic approach by Sinanoglu and Orailoglu [70] 
by utilizing the rightmost faulty bit location information to enhance the 
method’s ability of propagating symbolic data. In [39], Kassab, Rajski and 
Tyszer, propose hierarchical functional fault simulation that provides high 
speed-up but relies on building blocks that have regular structures. Shen 
introduced a concurrent Register-Transfer Level (RTL) fault simulator VFSim 
[69], which is capable of simulating Verilog designs. However, comparison to 
the gate-level fault simulator HOPE [44] showed no speed-up in most cases. 

Deductive fault simulation algorithm was first introduced by Armstrong [3]. 
Some improvements of this algorithm for 2-value bit logic were worked out in 
[52][74]. This algorithm is developed for 2-value bit logic and different gate-
level fault simulators [15], [71], [91] were built based on this technique. In this 
thesis deductive fault simulation algorithm is reused for register-transfer level of 
design representation, where integer values are used to pass signal values. 

In [21] fast RTL fault simulator is presented. This simulator is based on 
Reduced Ordered Ternary Decision Diagrams ROTDD. For fault propagation it 
combines advantages of both bit-parallel and deductive techniques. In 
comparison with HOPE [44] proposed in [21] the method is faster, but there is 
no strict connection between the RTL fault model, applied in [21], and the gate-
level fault model.  

The paper [19] focuses on fault simulation at the RTL, and aims at 
exploiting the capabilities of VHDL simulators to compute faulty responses.  
Authors established rules for RTL code, which allow the RTL fault coverage to 
become more and more correlated to the gate-level fault coverage. The 
feasibility of this method has been confirmed by experiments with ITC’99 
benchmarks. However, these RTL faults are modeled only on all assignment 
targets of the executed statements that respect a defined set of rules.  
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In [73] fault simulation at RT level for digital circuits is proposed. The 
method is based on Verilog hardware description language, where fault-free 
circuit description is changed to faulty description. Commercial simulator is 
used to compare results. The fault model is based on an assumption that only 
interconnections are fault affected, thus these map to operators and variables in 
RTL. The RTL Fault Coverage obtained by the proposed fault modeling 
methodology has a close match to the Gate-Level Fault Coverage for the tested 
digital circuits. However, for each of the faults, a new faulty circuit is created in 
Verilog. This is a time-consuming task and authors of the paper do not provide 
time of fault simulation neither at RTL nor at gate level.   

Moreover, there exists acceleration of fault simulation even at TLM 
(Transaction-Level Modeling) level [7]. It is clear that many details (time, 
structure) are dropped, which allows fast design exploration. When TLM 
exploration is performed a RTL fault simulator is still required for more detailed 
design evaluation.  

A concept of hierarchical fault simulation using a deductive algorithm on 
High-Level Decision Diagram (HLDD) [83] models was introduced in [86]. 
The method assumed that gate-level descriptions of all the modules exist and 
faults were modeled in the circuits hierarchically at the register-transfer and 
logic levels. Another, RTL algorithm was proposed in [64], which is the first 
version of the algorithm presented in this thesis. However, experimental results 
showed that the method becomes prohibitively slow when circuits with large 
number of arithmetic operations are considered. An efficient data structure 
based on bitwise set operations is introduced in [63] in order to increase the 
speed of fault simulation. 

3.2 Deductive Fault Simulation on HLDDs 

Deductive fault simulation at RT-level based on HLDD models will be 
described in this subsection. This simulation algorithm and its implementation 
is the contribution of [63][64]. In Figure 2.4 an example of a small digital 
circuit and corresponding HLDD-based representation is depicted. This 
example circuit would be used to explain the deductive fault simulation 
algorithm. The main advantage and motivation of using HLDDs compared to 
the netlists of primitive functions is the increased efficiency of simulation and 
diagnostic modeling because of the direct and compact representation of cause-
effect relationships. 
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In this work we rely on the RTL bit coverage fault model, described in 
section 2.2.3. According to this fault model the faults are injected to every bit of 
every register in the RTL circuit. Single fault assumption is used, i.e. a fault is 
expected to be present at one of the register bits at the time. The bit is assumed 
to be permanently stuck to the value 0 or 1. This RTL bit coverage fault model 
has been proven to have a good correspondence with gate-level structural faults 
[29]. 

The central datastructure of the deductive fault simulation algorithm is a 
fault propagation record. A fault propagation record Ty is generated for all the 

variables yY that represent registers. 

Ty={p0, (p1, M1), …, (pk, Mk)},  

where p0 is the fault free value of the register variable y and pj is the faulty value 

corresponding to the faults mj,i Mj propagated to variable y. M1  …  Mk = 

M’ and M1  …  Mk = , where M’ M, and M is the set of all faults and M’ 
is the set of faults propagated to the register variable y. If two faults produce the 
same faulty value pj then they should be merged to the same fault group Mj. 

3.2.1 Algorithm Structure 

The algorithm processes test vectors one by one. The design under test is 
translated automatically into internal representation at High Level Decision 
Diagrams (HLDDs). Usually there is a set of diagrams rather than one diagram 
representing the circuit. Simulation and fault propagation of the DUT (Design 
Under Test) is done diagram by diagram, where diagrams are ordered according 
dependences between them. The fault insertion is done for all the bits in 
variables, which represent registers. The RTL bit coverage fault model (data bit 
is stuck-at-0 or stuck-at-1) is implemented by flipping the bits to the stuck-at-
value from correct one for every test vector. Then, propagation of the fault sets 
is done from the root of the diagram to the terminal nodes. For saving the fault 
information, the fault propagation record is used for every node of the diagrams.   
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General function call graph of the deductive fault simulation algorithm is 
presented in figure 3.1, pseudo-code of the algorithm is depicted in figure 3.2. 
As it has already been mentioned, the fault simulation on the HLDDs is 
performed vector by vector (function FaultSimulation). For each vector, all 
HLDD graphs are traversed one after another (function ProcessFaults). In every 
graph (HLDD), first, the fault free path is followed by processing the nodes 
along the main activated path of the HLDD recursively (function 
ProcessFaultFreePath) until the terminal node vT is reached (function 
ProcessFaultFreeTerminal). While following the main activated path for every 
node the set of possible faults out of fault free path is calculated. If this set is 
not empty the faulty path is processed (function ProcessFaultyPath) 
propagating the faults to the terminal nodes. This propagation is done 
recursively node by node until terminal node of the graph is reached. All the 
possible branches are taken to process the faulty paths. While processing the 
terminal nodes, new fault propagation record Ty for the HLDD gy is calculated 
(function ProcessFaultyTerminal). 

At the beginning of a new cycle (new test vector) new faults are injected 
according to the RTL bit coverage fault model. Thus, the set of faults to 
propagate to the next clock cycle consists of propagated faults and newly 
injected faults. 

Figure 3.1 Call graph of the deductive fault simulation algorithm 
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During the fault simulation, two sets of faults Mexcl and Mincl are collected for 
each graph. Mexcl (excluded faults) is the set of faults that can’t be propagated to 
the output of the fault-free path. Mincl (included faults) is the set of faults that are 
included into the fault propagation path. As there are usually many faulty paths 
Mincl is calculated separately for every faulty path. 

The set of functions depicted in the call graph of the fault simulation of the 
HLDD gy (fig. 3.1) is described in more details below. The preudo-code of the 
algorithm (fig. 3.2) is the reference to the following description. 

ProcessFaultFreePath. The fault-free path is simulated in accordance to the 
input test vector. For current HLDD gy the fault-free value of y=D(xv

T) is 
calculated, where vT is the terminal node of the main activated path. In order to 
follow the main activated path the call of processFaultFreePath function is 
done recursively. In this function current node is processed and successor node 
is found for recursive call.    

Following the main activated path for current node Mexcl(v) is calculated: 

 Mexcl(v) = Mexcl(v)’  Mv, where  

 Mv  is a set of faults in a current node v and  

 Mexcl(v)’  is a set of excluded faults collected along main activated 
path until current node v. 

Initially, Mexcl is empty set. The condition of reaching the node v in the fault-
free path during fault simulation is the absence of all the faults from Mexcl(v)’.  

Denote by Mincl(v) the set of faults consistent to the current faulty path from 
the initial node v0 up to the node v. For the node v for fault-free path we have 

 Mincl(v)=Mv – Mexcl(v)’ 

When processing the node in function ProcessFaultFreePath() first we call 
recursively the function itself with newly calculated Mexcl(v) while reaching the 
terminal node. Then function ProcessFaultyPath() is called if Mincl(v) is not 
empty.  

When reaching the terminal node of the fault-free path the terminal node is 
processed by ProcessFaultFreeTerminal(). 

ProcessFaultFreeTerminal. Fault simulation of a terminal node vT of the 
fault-free path lies in finding all the combinations of (pj, Mj), of the terminal 
node’s fault propagation record Txv

T. The set of propagated faults Mexcl(vT) is 
excluded from the Txv

T. This fault propagation record is assigned to the graph 
variable y (Ty= Txv

T). Also fault-free value of the graph is calculated.  
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Figure 3.2 Pseudo-code of fault simulation algorithm 

Continuation… 
 
ProcessFaultFreeTerminal(gz, v, Mincl){ 

Ty = Txv 
Remove faults that are not in Mincl from  
Tz  

} 
 
ProcessFaultyTerminal (g, v, Mincl){ 
 Mdiff = Mincl – {faults in Txv} 
      Minsec = Mincl ∩ {faults in Txv} 
     If (Mdiff  ≠ ) 

add new pair (faulty value, Mdiff)  
to Ty 

     End if 
    If(Minsec ≠ ) 

add pairs with faults Minsec from  
Txv to Ty  

    End if 
} 
 

Beginning… 
 
FaultSimulation(){ 
 for each vector vec 
 ProcessFaults(vec) 
   end for 
} 
 
ProcessFaults(vec){ 
 Mexcl= 
 for each graph gy 
  ProcessFaultFreePath(gy, v0, Mexcl) 
  In Ty assign the value of y to p0  
  All single bit flip faults of p0 are added  
  to Ty 
 end for  
} 
ProcessFaultFreePath(g, v, Mexcl){ 
      Mincl={faults in Txv} – Mexcl 
      Mexcl=Mexcl  {faults in Txv} 
      if vvT  

ProcessFaultFreePath(g, vc, Mexcl) 
//vc - successor  
if Mincl ≠  

          ProcessFaultyPath(g, v, Mincl,  
     True)  

 end if 
     else 
 ProcessFaultFreeTerminal(g, v, Mincl) 
     end if  
} 
ProcessFaultyPath(g, v, Mincl, 

      FlagFromFaultFree){ 
 If vvT      // if non-terminal 
   if(FlagFromFaultFree==False) 
   Mparam=Mincl – {faults in Txv} 
   ProcessFaultyPath(g, vxv, Mparam, 
      False)       
           end if     
  For each faulty response e=pxv,j of Txv 
   Mincl= Mincl ∩ Mxv,j 
   ProcessFaultyPath(g, ve, Mincl, False) 
  End for 
 Else // if terminal 
  ProcessFaultyTerminal(g, v, Mincl) 
 End if 
} 
…. 
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ProcessFaultyPath. Fault simulation along the faulty path of a non-terminal 
node v labeled by the variable xv with fault propagation record Txv = {p0, (p1, 
M1), …, (pk, Mk)} consists of the following: 

 For v, faulty responses are processed as follows. For each faulty 
response e=pi of Txv, Mincl(v) is calculated as follows  

Mincl(v)= Mincl(v)’ ∩ Mi, where  

 Mincl(v)’ is a set of included faults collected along the 
faulty path until the current node v. 

 Mi is a set of faults which corresponds to the faulty 
value pi 

According to the faulty response value pi the new successor node is 
found and the function ProcessFaultyPath() is called recursively 
with Mincl(v) and the successor node of v with edge label equal to pi. 

 If v does not belong to the fault-free path then the non-faulty 
response p0 of Txv is found and Mincl(v) is calculated as follows 

 Mincl(v)=Mincl(v)’ − Mi  

The function ProcessFaultyPath() is called recursively with Mincl(v) 
and the successor node of v with edge label equal to p0.   

When reaching the terminal node of the faulty path the terminal node is 
processed by ProcessFaultyTerminal(). 

ProcessFaultyTerminal. When reaching the terminal node v of a faulty path 
the difference of faults Mdiff is calculated by subtracting all the faults in Txv 
(propagation record of terminal node v) from Mincl(v)’. Then, if Mdiff is not empty, 
a new pair (value p0 of terminal node v, Mdiff) is added to the fault propagation 
record Ty (y is a variable holding the result of graph gy).   

Also, an intersection of faults Minsec is calculated.  

Minsec = Mincl(v)’ ∩ all faults in Txv, 

Only the pairs (faulty value pi of the terminal node v, Minsec,i) corresponding 

to faults Minsec (Minsec,i  Minsec) are added from fault propagation record Txv to 
the fault propagation record Ty.  

If a terminal node v is labeled by a function then faulty values of function 
parameters are taken in order to calculate function result. Parameters’ faulty 
values correspond to a fault from the set of propagated faults to the variables 
corresponding to the parameters. If parameter’s fault propagation record does 
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not contain the current propagated fault, then the fault-free value of this 
parameter is taken. Function result is a new faulty value and pair (function 
faulty value, current propagated fault) is added to fault propagation record Ty (y 
is a variable holding the result of graph gy).    

As a result of the fault simulation we create a fault propagation record for 
the variable y: Ty = {p0, (p1, M1), …, (pk, Mk)}. All the pairs (pj,Mj) where pj = p0  
are eliminated since the faults Mj are self-masked at this point. All the groups of 
pairs {(pi,Mi), (p,j,Mj)} where pi = pj are merged into a single pair (pi,Mi), so that 

Mi =  Mi   Mj. 

3.2.2 Example of deductive fault simulation on HLDD  

Figure 2.4 (see part 2.1.2) presented a HLDD gR2 . Consider a fragment of this 
HLDD in Figure 3.3 with a set of fault propagation records:  

TSEL3 = {3, 0 (f3,f4), 1 (f1,f2,f5)},  

TSEL2  = {0, 1 (f3,f5)},  

TSEL1  = {1, 0 (f4,f6)},  

TR2  = {7, 3 (f4,f5,f7), 4 (f1,f3,f9)},  

TR1  = {2, 4 (f3,f7), 6 (f2,f8), 9 (f4,f5)},  

TIN  = {4, 5 (f6,f7), 8 (f2), 10 (f1,f3,f4)}.  

All the paths traced during the fault simulation are highlighted and marked 
by details of simulation in Fig.3.3. The fault-free paths are shown by bold lines 
in the Figure. The edges on paths in Fig.3.3 are labeled by pairs {e,(M)}, where 
e is the value of the node variable when leaving the node at this direction, and 
M is a subset of faults: Mexcl(v) for the successor of node v on the fault-free path, 
and Mincl(v) for the successor of node v on the faulty paths. Mexcl(v) is marked 
with line above the fault IDs. The result of function processTerminal  (either 
faulty-free of faulty) is depicted in the grey boxes attached to the terminal node. 

 Since Mexcl(SEL2) = {f1,f2,f3,f4,f5} includes both faults of SEL2, the faults f3 
and f5, no faulty paths are simulated from the node SEL2:  

 for the value SEL2 = 1: Mincl(SEL2) = (MSEL2 – Mexcl’(SEL2)) =({f3,f5} 

– {f1,f2,f3,f4,f5}) = .  



 

70 

From all the faults propagated to R2, only the faults f7, f8 and f9 are simulated 
at the node R1*R2. Such as node R1*R2 is a function, then for fault f7 faulty 
values of R1 = 4 and R2 = 3 are taken and result of the function is calculated 
{12(f7)}. The same calculations are done for other propagated faults f8 and f9.  

At the terminal node IN, only the faults f1, f2, f5 are simulated, since only they 
are consistent to the condition of leaving the node SEL3 towards this direction. 
For terminal node IN on the faulty path we have the following calculations: 

 Minsec = Mincl(IN)’ ∩ all faults in TIN = {f1,f2,f5}∩{f1,f2,f3,f4,f6,f7} = {f1,f2}. 
Then from TIN, faulty values consistent to fault f1 and f2 are found 
{10(f1), 8(f2)} and are added to the fault propagation record TR2. 

 Mdiff = Mincl(IN)’  - all the faults in TIN = {f1,f2,f5} – {f1,f2,f3,f4,f6,f7} = 
{f5}. Then fault-free value of terminal node IN is found and pair 
{4(f5)} is added to the fault propagation record TR2. 

After fault simulation of all the faults that reached terminal nodes, we 
compose the final result of TR2 as follows: the fault f3 propagated to the node 
IN+R2 is self-masked because the value IN+R2 = 14 calculated for the fault f3 is 
equal to the fault-free value calculated at the node R1*R2. The faults f2 and f9 
propagated to different terminal nodes are merged into the same group because 
they produce the same new value 8 for R2. Also, the faults f4 and f7 are merged 
into the same group. The final value of the fault propagation record for R2 is:  

 TR2 = {14, 4(f5), 8(f2,f9), 10(f1), 12(f4,f7), 42(f8)}. 

1 (f3) 

… 

… 

… 

1 

2 

1 (f1,f2,f5) 

0 (f4) 0 (f3,f4) 

SEL2 

IN 

R1+R2 SEL1 SEL3 

R1*R2 

IN+R2 

R2 

14 () 
4(f7) * 3(f7)=12(f7) 

6(f8) * 7()=42(f8) 

2() * 4(f9)=8(f9) 

10(f1) 
8(f2) 
4(f5) 

10(f3) + 4(f3)=14(f3) 

9(f4) + 3(f4)= 12(f4)

3 (f1,f2,f3,f4,f5) 0 (f1,f2,f3,f4,f5) 

Figure 3.3 Example of deductive fault simulation on HLDD 
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3.2.3 Internal Data Representation 

The core part of any deductive fault simulation algorithm is the set operations 
on faults. In order to perform calculations with fault sets during propagation 
more efficiently, a dedicated representation of the fault propagation record was 
developed. The following operations with fault sets were carried out: difference, 
intersection, union. To achieve high speed, bitwise set operations were 
implemented. For that, fault data were stored in a specific way. In particular, for 
every variable two arrays exist: FaultOccurences array and FaultyValues array 
(Figure 3.4).  

For every variable in the circuit, all propagated fault IDs are stored in an 
array FaultOccurences (binary representation of data). In addition, faulty values 
corresponding to these fault IDs are stored in an array FaultyValues (decimal 
representation of data) to the respective positions.  

The array FaultOccurences represents the presence of faults in a variable. In 
order to reduce simulation time the width W of processor data is fully utilized. If 
computer has a 32-bit architecture (W=32) then set operation of 32 faults is 
performed simultaneously. Every bit of array FaultOccurences denotes whether 
the fault is propagated to variable v or not (‘1’ denotes propagated, ‘0’ – not 

FaultOccurences array: 
(binary data representation) 

[0] 

[1] 

 … 

… 

[m] 

1 0 1 ……1 0 

0 1 0 ……1 0 

1 0 …………0 

… … ……………

… … ……………

W – CPU data word size 

N – number of faults 

m =  ┐N/W┌ 

[0] 

[1] 

[2] 

[3] 

… 

[N] 

4 

3 

273 

8 

… 

999 

FaultyValues array: 

(decimal data representation) 

 Figure 3.4 Data structures for storing propagated faults 
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propagated). Index i represents the bit index in an array and denotes the fault 
ID. If the number of faults is more than W then more than one word is used in 
the array FaultOccurences. If N is the number of faults in a fault list then m is 
the number of words in FaultOccurences array.  

m= ┐N/W┌  

Another array FaultyValues is used to store the faulty values corresponding 
to the propagated faults for a variable v. This array is linked to array 
FaultOccurences and has length N (number of faults in the fault list). Word in 
FaultyValues array store faulty values propagated to the variable v. Word’s 
index i represent the faulty value of the fault with ID = i. If the i-th bit in the 
FaultOccurences array is ‘1’ then i-th word in the FaultyValues array stores the 
corresponding faulty value of the fault with ID = i. Otherwise, if the i-th bit in 
the FaultOccurences array is ‘0’ then value of i-th element of FaultyValues 
array is out of our interest. For example, in Fig. 3.4 for some variable v there 
exist faults with ID=0, 3, ..., 33, 35,… and the corresponding faulty values are 
4, 8, ... . Note that value 273 in array FaultyValues at position i=2 is not used. 
Thus, this structure usually requires more storage than is needed, but it is of 
fixed size.  

The proposed data structure for representing fault lists proved extremely 
efficient. Complex set operations with large fault lists could be performed in 
very short run times. For example, the set intersection operator is reduced to just 
performing bitwise AND operations on the FaultOccurences array, while the 
union operator is just represented by bitwise OR, etc. Experiments performed 
on a set of sequential benchmarks prove the efficiency of this approach. 

3.2.4 Analysis of the algorithm 

To evaluate the algorithm’s complexity, it should be noted that every test vector 
is analyzed independently. The number of test vectors depends on the test 
strategy that is not covered in this section. In the deductive fault simulation 
algorithm every node is traversed once per test vector. 

Let n be the number of nodes in the graphs (High-Level Decision Diagrams). 
Let N be the number of faults in the circuit and m be the number of words 
representing the fault list m= ┐N/W┌ (see also Fig. 3.4). 

For every node it is required to perform operations with all the faults in the 
fault list, because a fault in any other variable (node) may affect the node under 
analysis. As a rule, the number of required operations is m*n, because it is 
possible to analyze W faults at once using bitwise set operations.  
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In the worst case, Nmax=n*W because every variable (node) requires an entire 
processor word, i.e., W faults must be inserted to every node. Thus, in the worst 
case, m=n. Then the algorithm’s time complexity is O(n2).    

In general, to store the information about faults  

Memory size = (1+m+N)*n+2m [processor words] is required, where 

 1 processor word is to store fault free value for one node; 

 m processor words is to store fault occurrences for one node; 

 N processor words is to store faulty values for one node; 

 n is number of nodes, for every node we need to have storage of the 
size (1+m+N) processor words; 

 2m is to store propagated faults during the work of the algorithm one 
m is for Mexcl and further m is for Mincl;  

In the worst case, when m=n, then 

Memory size = (1+n+W*n)*n + 2n = (3+n+W*n)*n = (W+1) n2 + 3n.  

Thus, the overall memory complexity is O(n2).  

3.3 Experimental results 

Comparative experiments between high-level fault simulation based on the 
deductive algorithm, which was presented in this chapter, and a gate-level fault 
simulation tool from Turbo Tester [79] were carried out. Four circuits: sosq, 
gcd16, diffeq, mult8x8 and one processor circuit risc were chosen for 
experiments. The experiments were run on Intel Core 2 CPU, 1.83 GHz, 2 GB 
of RAM, Windows XP. 

In Table 2 the results of experiments are shown. The column ‘vectors’ 
reports the number of test vectors simulated. Column ‘fault coverage’ shows the 
fault coverage achieved according to the RTL bit coverage fault model. The 
following two columns document the run times of the proposed deductive 
algorithm and the Turbo Tester fault simulator, respectively. The last column 
presents the ratio indicating the speed-up of the proposed RTL fault simulator 
with respect to the gate-level approach. As it can be seen from the table, the 
speed-up tends to increase steadily with the run times reaching to about two 
orders of magnitude with the diffeq example. 
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Table 2 Fault simulation results 

circuit Vectors fault 
coverage 
[%] 

time [s] time ratio 
(gate/RTL) 
 

RTL gate-
level 

gcd16 4000 100 3.28 29.23 8.91 
mult8x8 4000 71.80 11.38 66.14 5.81 
sosq 4970 78.15 12.58 66.36 5.28 
risc 4000 100 18.19 366.3 20.14 
diffeq 10000 100 37.02 3339.9 90.23 

 

The method is based on the RTL bit coverage fault model, which has been 
proven to have a good correspondence with gate-level structural faults (see Table 
2). Experiments on chosen benchmark circuits were carried out showing the 
feasibility of the new method for RTL fault simulation on the system model of 
high-level decision diagrams. Efficient data structures were implemented to speed 
up set operations in the deductive fault simulation algorithm. Experiments on 
RTL benchmark circuits show that up to two orders of magnitude shorter run-
times are achieved with the method in comparison to gate-level fault simulation. 

3.4 Chapter summary 

The goal of this chapter was to present one of the contributions of this thesis, 
namely the RTL-based deductive fault simulation algorithm on HLDDs. The 
first part of this chapter gives an overview of fault simulation. 

The second part of this chapter gives an overview of the deductive fault 
simulation algorithm on HLDDs. The proposed fault simulation algorithm uses 
the RTL bit coverage fault model. At the beginning, the general structure of the 
algorithm was presented, where a dedicated data structure fault propagation 
record is used throughout the algorithm. Furthermore, pseudo-code with step-
by-step description was provided. Propagation of faults with the help of the 
proposed algorithm was shown on a small example of HLDD. Efficient internal 
data representation, which allows using bitwise set operations in order to 
achieve a high speed of simulation, was introduced. Also, analysis of the 
algorithm complexity was provided.   

The third part of this chapter provided the experimental results, which were 
carried out on RTL benchmarks circuits. Experiments show that up to two 
orders of magnitude shorter run-times were achieved with the method in 
comparison to state-of-the-art gate-level simulation. 
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Chapter 4  
HLDD-BASED CODE COVERAGE 

In this chapter a method and a tool [59] for fast analysis of classical code 
coverage metrics, such as statement, branch and toggle coverage, are presented. 
High-Level Decision Diagrams (HLDD) model for efficient code coverage 
analysis is introduced and it is shown, how those classical coverage metrics map 
to HLDD constructs. Also, a set of HLDD manipulations [54] is proposed in 
order to generate diagrams that would allow more stringent code coverage 
measurement without sacrificing performance, i.e., computation time and 
memory requirements. The manipulation techniques include generation of 
HLDD-trees from HDL descriptions and two types of HLDD collapsing 
methods. Experiments on a set of ITC’99 benchmarks are presented.   

4.1 Overview 

With the increase in size and complexity of modern integrated circuits, it has 
become imperative to address critical verification issues in the design cycle. The 
process of verifying correctness of designs consumes between 60% and 80% of 
design effort [35]. Ensuring functional correctness is the most difficult part of 
designing a hardware system [76]. One possible way to verify the correctness of 
a design is by generating different test cases. Due to the fact that it is 
impractical to verify exhaustively all possible inputs and states of a design, the 
confidence level regarding the quality of the design must be quantified to 
control the verification effort. The fundamental question is: How do I know if I 
have verified or simulated enough? Verification coverage is a measure of 
confidence and it is expressed as a percentage of items verified out of all 
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possible items. Different definitions of items give rise to different coverage 
measures or coverage metrics.  

Various coverage metrics exist such as code coverage, parameter coverage, 
and functional coverage. In this work, only code coverage will be used, which 
provides insight into how thoroughly the code of a design is exercised by a suite 
of simulations. The main disadvantage of code coverage metrics lies in the fact 
that they only measure the quality of the test case in stimulating the 
implementation and do not necessarily prove its correctness with respect to the 
specification. On the other hand, code coverage analysis is a well-defined, well-
scalable procedure and, thus, applicable to large designs.  

Following Miller and Maloney [53], a large variety of code coverage metrics 
have been proposed, including statement coverage, block coverage, path 
coverage, branch coverage, expression coverage, transition coverage, sequence 
coverage, toggle coverage, etc. [43][76]. The statement coverage metric 
measures the percentage of code instructions exercised with respect to total 
instructions contained in the code by the program stimuli. Toggle coverage 
shows the percentage of bits toggling in the nodes in the design, i.e., how many 
bits change their state from 0 to 1 or vice versa. In the case of branch coverage, 
we measure the ratio of branches in the control flow graph of the code that are 
traversed under the set of stimuli. Path coverage measures the percentage of 
paths in the control flow graph is exercised by the stimuli. A potential goal of 
software testing is to have 100 % path coverage that implies branch and 
statement coverage. However, full path coverage is a very stringent requirement 
as the number of paths in a program is exponentially related to program size.  

Current work is motivated by our previous encouraging research results 
obtained on HLDD based simulation [85] and test pattern generation [60].  

4.2 Coverage metrics on HLDD 

In order to analyze the quality of verification of hardware designs translated to 
HLDDs, three traditional coverage metrics were chosen and built in to the 
HLDD based simulation tool. These include statement coverage, branch 
coverage and toggle coverage. As it was mentioned above, the statement 
coverage measures the number of times every instruction is exercised by the 
program stimuli. Toggle coverage shows whether and how many times nodes in 
the design toggle, i.e. how many bits change their state from 0 to 1 or vice 
versa. In the case of branch coverage, we measure the number of times each 
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branch in the control flow graph of the code is taken or not taken under the set 
of program stimuli. 

4.2.1 Simulation algorithm 

The basis for code coverage analysis in this work is a simulator engine relying 
on HLDD models. An algorithm has been implemented supporting both 
Register-Transfer Level and behavioral design abstraction levels. The 
description of the simulation algorithm is presented in subsection 2.1.2.3. 

Some metrics were chosen and built into simulation engine in order to 
analyze the quality of verification of simulated design [59]. As the simulation is 
based on HLDDs, the possible structures to measure are nodes and edges. 
Therefore, we have built the node coverage, the edge coverage and the toggle 
coverage mechanism into the simulation engine. Node coverage measures, how 
many nodes are traversed during simulation against all nodes in the HLDDs. 
Edge coverage shows how many edges are traversed during simulation against 
all possible edges in the HLDDs. Toggle coverage presents how many bits are 
toggled from 0 to 1 and backwards in the variables labeling the nodes. The 

for each diagram gy in the model 
vcurrent = v0 
Let xcurrent be the variable labeling vcurrent  
while vcurrent is not a terminal node 
      vcurrent.setFlag(Traversed); //set flag for node coverage 
    if  is xcurrent clocked or its DD is ranked after gy then 
       Value = previous time-step value of xcurrent  
  else 

       Value = present time-step value of xcurrent 
    end if 

vnext  Γ(vcurrent), where eactive =( vcurrent, vnext) /\ c = Value                        
eactive.setFlag(Traversed);//set flag for edge coverage 

    vcurrent = vnext 
 end while 

  if xcurrent is a function then calculate a function; 
 Assign Value xcurrent to the DD variable y  
 y.calculateCurrentToggleCoverage();//calculate current toggle coverage     
      //for variable y                     
end for 

Figure 4.1 Pseudo-code of simulation algorithm for code coverage analysis 
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amount of code, which allows measuring this coverage is quite small. This code 
is highlighted with gray colors at the figure 4.1. Flag “traversed” is put to node 
or edge separately if it is traversed. A simple method 
calculateCurrentToggleCoverage() is used to calculate the toggle coverage at 
every iteration. Actual calculation of coverage is done after simulation process 
while generating report. While simulating the design, it is possible to mark with 
a program flag whether code coverage would be included into the simulation or 
not. As the overhead in data processing during simulation with code coverage 
analysis is small, the time overhead for simulation is also small (see 
experimental result part 4.4). 

4.2.2 Mapping standard coverage metrics on HLDDs 

Standard coverage metrics such as statement coverage and branch coverage can 
be mapped into metrics used in HLDDs: node coverage and edge coverage. 
Consider the example in figure 4.2. This is a small part of b04 from ITC99 
benchmarks [34].  The part of the code is represented in VHDL and 
corresponding generated HLDDs are shown for variables state and RMAX (data 
register).  

The statement coverage maps directly to the node coverage in HLDD 
representation, i.e. ratio of nodes vcurrent traversed during the HLDD simulation 

 

Figure 4.2 b04 example: VHDL vs. HLDDs for variables “state” and “RMAX” 
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to the total number of nodes in HLDDs presenting a circuit. For example, the 
statement “RMAX := DATA_IN” is represented by the terminal node 
“DATA_IN” surrounded by bold circle in the corresponding HLDD (see fig. 
4.2). Covering all nodes in the HLDD model corresponds to covering all 
statements in the respective HDL. However, it can be noticed that usually total 
number of nodes is bigger than total number of statements. This is due to the 
fact that in HLDDs diagrams are generated to each data variable separately. 
Thus in the example (fig. 4.2) statement “case state is” is represented twice by 
the node “state”  in diagram for variable state and in diagram for variable 
RMAX. The same holds for statement “if RESET =’1’ then” is represented by 
node “reset”.    

Similar to the statement coverage, branch coverage has also very clear 
representation in HLDD simulation. The ratio of every edge eactive activated in 
the simulation algorithm to total number of edges in HLDDs, i.e. edge 
coverage, constitutes to the HLDD branch coverage. For example, the branch 
coverage item corresponding to “DATA_IN > RMAX = true” in the VHDL 
code of the b04 design maps to the edge e = (DATA_IN>RMAX, DATA_IN) 
denoted by a bold arrow in the HLDD representing variable RMAX in Figure 
4.2. Covering all edges in the HLDD model corresponds to covering all 
branches in the respective HDL. However, it can be noticed that usually total 
number of edges is bigger than total number of branches. This is due to the 
same fact that in HLDDs, diagrams are generated to each data variable 
separately.  

HLDD toggle coverage is calculated similarly to traditional HDL toggle 
coverage. The information about toggling the bits for every variable in the 
HLDD model is collected.  

4.3 HLDD manipulations for code coverage  

The main contribution of this part is HLDD manipulation technique allowing 
efficient code coverage analysis [54]. In fact, if HLDD is generated for each 
output variable and the generation process is terminated at the primary input 
signals then code coverage analysis for the diagram will be equivalent to the 
path coverage metric. However, enumerating all the paths through a design is 
infeasible and it is easy to see that the corresponding HLDD may be of 
exponential size. 

Therefore, another approach is adopted that differs from the traditional one 
of generating a diagram for each primary output. When representing systems by 
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decision diagram models, a network of HLDD-s is implemented where each 
internal HDL variable has its corresponding HLDD. During the simulation in 
HLDD systems, the values of some variables labeling the nodes of a HLDD are 
calculated by other HLDD-s of the system. Such partitioning helps avoiding the 
node explosion problem of DD-s and keeps the size requirements for resulting 
HLDD systems acceptable. 

The method proposed for generating reduced HLDDs and minimized 
reduced HLDDs suitable for code coverage analysis is similar to BDD reduction 
rules [61] and it consists of the following steps: 

1. Generate a HLDD tree for each system variable 

2. Follow the reduction rules: 

2.1. Eliminate all redundant nodes whose all edges point to the equivalent 
sub-graphs 

2.2. Share all equivalent sub-graphs 

Figure 4.3 a) HLDD tree, b) reduced HLDD and c) minimized reduced HLDD 
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The above steps are explained by an example presented in Fig. 4.3, which 
depicts HLDD manipulations for the ‘state’ variable of the b04 design presented 
in Fig. 4.2. We distinguish three types of diagrams: HLDD tree, reduced HLDD 
and minimized reduced HLDD. All these types are depicted in Fig. 4.3 and 
described below.  

As the first step, a HLDD tree for variable v is generated by traversing the 
full control flow graph of the design and collecting the values assigned to v at 
each control step. If the value of v does not change at current control step then a 
terminal node with the present value of the variable will be created. Fig. 4.3a 
shows the HLDD tree generated for the variable state in b04. 

Then, the first reduction rule is applied to eliminate nodes for which all 
successor nodes (in general case, succeeding sub-graphs) are identical. As a 
result a reduced HLDD is obtained (Fig. 4.3b).  

Finally, we create a minimized reduced HLDD by uniting identical terminal 
nodes (Fig. 4.3c). In general case, uniting identical sub-graphs, which is 
application of the second reduction rule.  

HLDD generation experiments on a set of ITC99 benchmarks [34] show that 
around 45-80% of nodes are removed by the reduction step from the initial 
HLDD tree. Further 40-60% of nodes will be eliminated by the minimization 
step. 

According to experimental results presented below, we propose reduced 
HLDD-s as a suitable model for code coverage analysis because it provides for 
more stringent coverage metrics than minimized HLDD-s. At the same time it is 
a more compact representation than full HLDD trees. Furthermore, in terms of 
speed of simulation reduced HLDD offers equal performance when compared to 
the minimized model. This is because of the fact that by both models the 
number of edges to be traversed is exactly the same. However, in full trees the 
number of diagram edges would be considerably higher. 

4.4 Experimental results 

In this section, experimental results [54],[59] for code coverage analysis on 
HLDDs are presented. First, comparative experiments between the HLDD-
based code coverage analysis tool implemented in this thesis and a popular 
HDL commercial simulation tool were carried out.  Experiments were run on a 
set of circuits from the ITC99 benchmark family [34] and the Greatest Common 
Divisor (GCD) example. 
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Table 3 shows the comparison between traditional code coverage assessment 
(statement, branch and toggle coverage) carried out by a state-of-the-art 
commercial HDL simulator and by the HLDD-based simulator (implementing 
node, edge, toggle coverage, respectively). The code has been exercised using 
random set of stimuli of different length. The experiments were run on AMD 
Athlon 64 Processor 3000+, 1.80 GHz, 2.00GB of RAM, Windows XP. 

Table 3 coverage measure experiments on different simulators 

 

While there is no definite advantage of the speed of basic logic simulation of 
benchmarks to either of the tools it should be noted that the overhead of 
coverage checking in Modelsim is much higher than in the case of HLDDs (See 
columns (5) and (8)). When HLDDs have coverage calculation overhead for 
10000 patterns in a 1 to 4 % range, the commercial simulator uses 28 up to 78 
% extra time.  

Second, experiments with different HLDD manipulations were carried out. 
Table 4 presents the characteristics of the different HLDD representations 
introduced in previous sub-chapter. The columns tree, red. and min show the 
number of nodes/edges in HLDD tree, reduced HLDD and minimized reduced 
HLDD models, respectively. From the Table 4, it can be seen that around 45-80 
% of nodes are removed by the reduction step from the initial HLDD tree. 
Further 40-60 % of nodes will be eliminated by the minimization step. 

Desi
gn 
(1) 

Test 
length 

(2) 

Commercial HDL simulator HLDD simulator 

simulation time, s ratio 
(4)/(3) 

(5) 

simulation time, s ratio 
(7)/(6) 

(8) 
w/o 

coverage 
(3) 

w 
coverage 

(4) 

w/o 
coverage 

(6) 

w 
coverage 

(7) 

b00 
5000 0.0137 0.0173 1.263 0.046 0.048 1.043 

10000 0.0243 0.0311 1.280 0.099 0.100 1.010 

b04 
5000 0.0131 0.0166 1.267 0.051 0.053 1.039 

10000 0.0227 0.0300 1.322 0.106 0.107 1.009 

b09 
5000 0.0151 0.0262 1.735 0.010 0.012 1.200 

10000 0.0270 0.0483 1.789 0.023 0.024 1.043 

GCD 
5000 0.0135 0.0178 1.319 0.015 0.016 1.067 

10000 0.0240 0.0316 1.317 0.031 0.032 1.032 
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Table 5 presents code coverage analysis comparing statement coverage and 
branch coverage assessment results on reduced HLDD-s (red.), on minimized 
reduced HLDD-s (min) and on a well-known commercial tool using the same 
set of input stimuli for all three models. As it can be seen from the experiments, 
the reduced HLDD model always achieves the best (i.e. most stringent results) 
of all three. The minimized reduced HLDD has the poorest outcome for node 
coverage and traditional HDL simulator is the weakest for measuring branch 
coverage in most cases. 

 

  

Table 5 Comparison of code coverage analysis results 

Design 
Number of nodes Number of edges 

tree red. min red. min 

b01 267 57 30 52 52 

b02 48 26 16 24 24 

b06 440 116 47 83 83 

b09 125 69 44 62 62 

Table 4 Characteristics of different HLDD manipulations 

Design 
Stimuli, 
(vectors)

Node coverage, (%) Edge coverage, (%) 

red. HLDD min. HLDD VHDL red. HLDD min. HLDD VHDL 

b01 
14 86.0 100 93.8 74.2 84.6 88.9 

23 96.5 100 100 90.3 100 100 

b02 
10 92.3 100 96.3 91.7 91.7 93.8 

14 100 100 100 100 100 100 

b06 
11 80.2 100 85.5 79.3 89.2 87.5 

52 98.3 100 100 98.2 100 100 

b09 
23 87.0 100 100 85.9 87.1 100 

33 100 100 100 100 100 100 
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4.5 Chapter summary 

The goal of this chapter was to present one of the contributions of this thesis, 
namely code coverage analysis based on HLDDs. First, a set of code coverage 
metrics were built into the HLDD-based simulator engine. Then, manipulations 
on HLDDs were done in order to find the best way to represent the circuit for 
code coverage analysis. 

The first part of this chapter presented a new approach to analyzing 
validation code coverage metrics using High-Level Decision Diagrams. A 
technique was proposed, where HLDD-based simulation was extended to 
support code coverage analysis. It was shown how classical code coverage 
metrics can be mapped to HLDD constructs. Experiments on ITC99 benchmark 
circuits indicated the feasibility of the proposed approach.  

The second part of this chapter presented a set of straight-forward 
manipulations on High-Level Decision Diagrams to support code coverage 
analysis. Experiments on ITC99 benchmark circuits showed that the reduced 
HLDD model proposed in this thesis offers higher accuracy in statement and 
branch coverage analysis than traditional models. The gain in accuracy is 
achieved only with a slight increase in memory requirements. The simulation 
times for all three models are nearly identical. 
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Chapter 5  
HLDD-BASED OBSERVABILITY 

COVERAGE 

In this chapter, the observability coverage metric based on the toggle coverage 
metric is presented. The description of this metric is provided. Propagation of 
bugs to the outputs for this observability coverage metric is based on the 
deductive RTL fault simulation algorithm. The integration of this metric with 
developed methods in the framework of this thesis is provided. Results of 
experiments on chosen set of benchmarks are also presented.   

5.1 Overview 

Verification of the HDL designs is not a trivial task. Usually it can be stated that 
this process is somewhat subjective. In order to make it more objective, an 
automated process for test vector generation and test vector analysis must be 
created. The end of the verification process is seen, when a certain degree of 
confidence is achieved with the help of coverage metrics and it is proved that 
the product is free of significant errors.  

The most common RTL coverage metrics are adopted from the software 
testing metrics, such as statement coverage, branch coverage, and condition 
coverage [5]. However, in hardware description languages these coverage 
metrics have got a little bit different content. This is because software is 
different from hardware. First, hardware is mostly concurrent in comparison 
with software that dramatically degrades the path coverage metric widely used 
in software. Also, at description levels higher than gate-level there usually 
exists combination of behavioral and structural description styles that prevents 
the use of techniques suitable for control and data-oriented circuits only. Timing 
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is also not considered in software. Moreover, software metrics only consider 
reachability of conditions that corresponds to fault controllability. They do not 
explicitly check weather erroneous effects propagate to the observation points. 
Bugs may remain undetected even if they are activated during the simulation. 
Therefore, an observability measure is required and the above mentioned 
metrics may overestimate the validation extent. 

Keeping track of covered lines of code does not generally reflect if the 
respective items influence the primary outputs of the system. The quality of 
validation is low when only code coverage items corresponding to the internal 
lines of the system are exercised but not propagated to the system outputs. 
Furthermore, while the general function of the system is specified at the 
outputs, the internal signals may be difficult for the designer or verification 
engineer to comprehend and verify.  

In testability arena at the gate-level, traditional observability analysis is 
based on the well-known stuck-at-fault model [10],[32],[68]. At RTL Fallah et 
al. [26] propose observation coverage in their method called OCCOM, where 
simplified fault grading is carried out in order to assess, which code items have 
been covered and propagated to an observable output. They show that 100 % 
statement coverage corresponds to 60-80 % observable coverage in the worst 
case. However, the OCCOM method [26] and its recent improvements [25],[27] 
are based on representing the effect of an error by a tag that can propagate 
through the circuit according to a set of rules similar to the D calculus. The 
main problem of the method is that it over-simplifies the fault-effect 
propagation. In this work, we propose an alternative approach, where 
calculation on HLDDs is used for observability analysis. 

The OCCOM method [26] is the first code coverage metric that considers 
the essential observability issue in RTL designs. Based on this approach 
different applications were worked out. One of the most widespread is ATPG 
(Automatic Test Pattern Generator) [18][95]. In [18] observability coverage 
metric is used as the basis for a fitness function of ATPG. Special tags are 
attached to internal signals as in OCCOM, simulation is done and propagation 
of tags is observed in the outputs. The tags used in [18] have coarse granularity. 
In addition, a commercial simulator is used to watch the effect of propagation. 
Moreover, different modifications of OCCOM were worked out and compared 
with fault coverage at gate-level. In [95], the OCCOM method is improved by 
adding U-sign to more accurately tag the propagation effect. Based on the 
observability coverage metric test vectors are generated and it is shown that tags 
propagation is reasonable for ATPG, because tags coverage helps to generate 
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efficient test vectors set. These works prove that observability coverage metric 
is very useful and essential in verification. 

The OCCOM method was commercialized by Synopsys Inc. [75] and 
became Observability-Based Coverage (OBC), a part of the VCS™ simulator. 
The official definition of OBC is "stimulation of a line whose effect can be 
subsequently observed at a user-specified point." In essence, OBC will report 
that a line is not covered if it could be removed from the source code without 
impacting the simulation. Tensilica [77] reports: “Because OBC provides a 
more accurate measurement of the completeness of verification stimulus on the 
design code, it allows us to produce higher quality designs compared to 
traditional coverage tools”[65]. OBC appears to have been discontinued as of 
VCS™ simulator 2006.06 release, just at about the time when Synopsys Inc. 
received a patent for the technique [88].  

Dynamic analysis, like the techniques proposed in [36],[50],[96] can 
determine how thoroughly the test stimuli examine design code at RTL and 
subsequently propagate potential design errors to the outputs. Probabilistic 
observability measure and its efficient computation algorithm were developed 
in [37]. For every variable in the design it is possible to find statistically 
probabilistic value of observability calculated by special rules. The threshold 
value is set in order to report variables with low propagation probability. The 
method takes time for calculations in comparison with easier metrics.   

In [48] observability-enhanced code coverage metric is developed which 
shows covered only when there is some degree of confidence that any error 
were at least propagated to the checker and ideally detected. This work 
summarizes previous works [46][47][49]. In [46] tags are injected into compiled 
C code, which represent high-level circuit description, in order to observe the 
propagation of the tags on the outputs. A mutation coverage tool [49] was 
developed for C++/SystemC designs, which supports previous solutions. Also 
analytical technique, Coverage Discounting, was developed that uses fault 
insertion to add checker sensitivity to existing functional coverpoints [47]. This 
is good complex solution for high-level design descriptions.   

The RTL fault grading presented in [51] injects faults only into input and 
internal variables. The injection is done by modification of the original code and 
then fault simulation is performed. Only single stuck-at-fault is injected per 
RTL variable and simulation is done twice for optimistic (without taking into 
account fan-outs) and pessimistic (with taking into account fan-out branch of 
RTL variable), then average is calculated. Similar approach is supported also by 
the method proposed in this thesis as when constructing HLDDs, one variable 
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could be represented by many nodes, depending on its logical connection with 
other data. Thus, every node would be processed separately, which is similar to 
injection of a fault to each fan-out of a variable. 

Validation Vector Grade (VVG) described in [78] is an observability-based 
validation metric, which can be used for early testability analysis at the RT 
level. The method is very well examined and proven based on Verilog code 
modification for fault injection. Fault simulation is done using Verifault-XL.  

Our approach is based on HLDDs. The code coverage analysis described in 
previous chapter is done on the same design representation observability 
coverage that is going to be presented here is based on the same structure.   

5.2 HLDD-based observability coverage 

As it has already been stated above, commonly used code coverage metrics only 
point controllability of certain items of the RTL design from primary inputs 
while ignoring their observability at outputs or observation points. A metric, 
which takes into account observability, gives more information to verification 
engineer and allows detection of testability problems at early stage of a design 
cycle.  

In previous chapter of this thesis common code coverage metrics were built 
into our simulation engine. In this chapter new observability-based metric is 
presented, this metric is built into the same simulation system working on 
HLDD design representation. The metric extends possibilities of code coverage 
analysis presented in chapter 4. The algorithm for observability coverage metric 
is based on the RTL fault simulation algorithm presented in chapter 3. Thus, 
approach presented in this part unites ideas presented in two previous chapters 
and extends them to a new observability coverage metric.   

HLDD-based observability coverage metric shows the percentage of bugs 
inserted into a RTL design represented by HLDD and observed at the 
outputs/observation points with respect to total number of inserted bugs in the 
design simulated by stimuli. The bug can have different meanings. In our case, 
we have examined bugs, which is inverted bit of a variable. This is very similar 
to our fault simulation at RTL. Actually, the same algorithm of fault simulation 
at RTL proposed in chapter 3 is used for our observability coverage metric. This 
way effectiveness of verification and proposed/generated test vectors can be 
evaluated directly at RTL. Analysis of not observed bugs can help to improve 
test vectors set and/or even circuit design.   
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5.2.1 Integration into a tool 

The observability coverage metric is built into the HLDD-based framework tool 
created in this thesis, which is based on HLDD fast simulation. This tool 
supports the following applications: RTL fault simulation (described in chapter 
3), code coverage analysis at RTL (described in chapter 4) and observability 
coverage metric (topic of current chapter). Last application actually combines 
both algorithms presented in chapters 3 and 4. The general view of the 
algorithms/methods used in the tool is presented in the figure 5.1. Developed 
methods and tasks are colored in grey. In this figure one can see that code 
coverage analysis is one of the verification tasks, where observability coverage 
is part of a code coverage analysis. As can be seen from the picture 5.1 only 2 
algorithms are core of the tool, both based on HLDD design representation. 
These algorithms are HLDD-based simulation and RTL deductive fault 
simulation. HLDD-based simulation initially is applied for code coverage 
analysis. RTL deductive fault simulation algorithm is used for RTL fault 
simulation. Adding observability coverage metric application requires to 
process toggle coverage data received from code coverage analysis results. This 
toggle coverage data is inverted into bugs and RTL deductive fault simulation 
algorithm is used for the propagation of inserted bugs and for observing them 
on the outputs/observation points. Thus, new application “observability 
coverage metric” unites all the work presented above.   
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Instead of inserting the tags as in OCCOM method [26] for observability, 
bugs represented by inverted bits, are inserted. First, our bugs have finer 
granularity in comparison with tags, which represent difference of variable 
value. Also, algorithm used for bug propagation is the same as for fault 
simulation without simplifications, and this algorithm is fast due to HLDD 
design representation. In general observability coverage is compared with 
statement and branch coverage (based on most papers presented in the 
overview). From our point of view, to achieve 100% of statement coverage is 
considerably easy in comparison with other code coverage metrics. To change 
one statement is possible by many ways, further propagating the change 
(tag/bug). Thus, this is one-to-many relation and comparison of statement 

… 
Assertion-based 
verification 

BIST ATPG 

Gate-level 
Fault 

Simulation 

Test 

Verification 

Methods: Tasks: 

Model 
checking 

HLDD-based 
simulation 

RTL Deductive 
Fault Simulation 

Algorithm on 
HLDDs 

RTL Fault 
Simulation

Code coverage 
analysis 

Observability 
coverage

Figure 5.1 Developed methods & tasks in general verification and test steps 



 

91 

coverage and observability coverage is not exact. Toggle coverage actually 
includes statement coverage, because if at least one bit of a variable is toggled 
then the statement containing this variable is covered as well. But when toggle 
coverage metric and observability coverage metric are taken then we have one-
to-one mapping of items to cover. Therefore, it was decided to compare 
observability coverage metric with toggle coverage metric trying to reach the 
condition when statement and branch coverage reach 100%. Taking toggle 
coverage results after HLDD-based design simulation under stimuli, this 
information is given to deductive fault simulation algorithm in order to find 
observability at outputs of toggled bits. As statements consist of variables the 
observability coverage metric built into our tool can also be analyzed to show 
statement observability coverage.  

The main steps for observability coverage analysis are: 

 Simulate design under stimuli to obtain code coverage results; 

 Translate toggle coverage results into bugs; 

 Insert bugs (faults) into design and run deductive fault simulation 
algorithm under the same stimuli; 

 Analyze propagated bugs to the outputs, calculate observability 
coverage in percentage; 

 Show unobservable bugs; 

As the deductive fault simulation algorithm allows analysis of all faults in 
parallel, all observability coverage items are also analyzed simultaneously. 

5.2.2 Simulation results  

In this section experimental results for observability coverage analysis on 
HLDDs are presented. Comparative experiments between the code coverage 
analysis (in particular node coverage, edge coverage and toggle coverage) based 
on the HLDD simulation algorithm, presented in chapter 4, and observability 
coverage analysis based on HLDD deductive fault simulation algorithm, 
presented in this chapter, are carried out.  For experiments the following circuits 
were chosen: sosq, gcd16, diffeq, risc. The Greatest Common Divisor (gcd16) 
and the Differential Equation (diffeq) are examples from the HLSynth92 
academic benchmarks suite [33]. The design risc is a processor example from a 
FUTEG research project. The test stimuli for the academic benchmarks were 
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generated by a hierarchical test pattern generator Decider [60]. The experiments 
were run on Intel Core 2 CPU, 1.83 GHz, 2 GB of RAM, Windows XP. 

      In Table 6 the results of experiments are shown.  All coverage metrics for 
the benchmark were measured under the same set of test stimuli. Columns show 
node coverage, edge coverage, toggle coverage and observability coverage in 
percentage.  

Table 6 Comparative experimental results for observability coverage analysis 

 

As it can be seen from the table, observability coverage is less than toggle 
coverage for 2 circuits (sosq and diffeq), i. e. some bugs are non-observable at 
the outputs. For sosq circuit there are 2% of non-observable bugs and for diffeq 
the percentage is almost 10. Other circuits are fully covered. These results show 
that with observability coverage metric it is possible to get more information 
about the quality of the stimuli and draw attention to the places in circuits where 
bugs are non-observable.    

5.3 Observability coverage metric discussion  

The observability coverage metric can be used for testability property analysis 
at RTL stage of design cycle. If observability coverage is less than 100% it is 
due to at least one of the following reasons:  

 Insufficient simulation test vectors set; 

 Poor observability of internal nodes.  

In the first case better stimuli test suite should be worked out. In the second 
case the designer should modify the circuit design for better testability. 
Therefore, the observability coverage metric can be a good indicator for RTL 

Circuit Node 
coverage 

Edge 
coverage 

Toggle 
coverage 

Observability 
coverage 

Sosq 100% 100% 56.3 % 54.3 % 

Gcd16 100% 100% 100 % 100 % 

diffeq 100% 100% 100 % 90.4 % 

RISC 100% 100% 100 % 100 % 
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testability as well as a good predicator for gate-level fault coverage (because 
observability coverage item is closely related to stuck-at-fault model). 

Even though a block of code is fully exercised by usual code coverage 
metrics, the verification effort may be meaningless unless results of the 
activated items propagate to the outputs. The observability coverage metric 
allows observing changes of all internal RTL variables at the outputs.  Thus 
problem of propagation is solved. 

Assume that a certain observability coverage is obtained for RTL circuit 
design. Assume that some items are not propagated to the outputs.  By 
controlling non-propagated items one by one with the same suite of stimuli it is 
possible to determine blocking statement(s) (or statement(s) which mask the 
bug). The values of the variables in the blocking statement(s) should be changed 
in order to propagate bug further. The designer should find the legal test suite to 
change blocking statement(s) variable values. If designer is unable to come up 
with such test stimuli, then the circuit design may have redundancy or there is a 
design error. 

Designs become bigger and more complicated, thus self-checking 
verification environments are very welcome. Verification suites consist of input 
stimuli and expected outputs to these stimuli. Self-checking verification 
environment allows monitoring outputs/observation points during the 
simulation and report any difference from expected results. The observability 
coverage metric provides self-checking verification environment to detect 
design bugs.  

Observability coverage metric allows giving indication of whether certain 
logic is functionally used during simulation. For example, enable signal of a 
counter should be reported covered only if it is properly exercised in a 
functional way. If counter is in a reset state and the enable signal is toggled, it 
would not be observed at the counter outputs, thus it would not be covered by 
the observability coverage metric. 

It is also possible to build a diagnosis table, which is filled with results of the 
observability coverage metric. This is similar to building diagnosis tables at the 
gate-level. Observability coverage metric item has good correspondence to the 
stuck-at-fault model, but it is applied to the designs at RTL, thus diagnosis at 
this level can be done for searching errors in the design.   

For a good coverage metric it has to be easy to write, easy to understand, 
cheap to implement and have a good ability to track the types of errors most 
likely to happen. The stuck-at-fault model conforms to all these requirements 
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and that’s why is suitable for fault modeling. Observability coverage metric is 
very similar to the stuck-at-fault model and conforms to all the above listed 
requirements, thus we can derive that it is a suitable coverage metric. Every 
time a design is changed, all test cases must be rerun and coverage metric must 
be recalculated.  

It would be beneficial to combine functional coverage and observability 
coverage. If some bugs of a design are not covered according to observability 
coverage, i.e. erroneous value of a bug is not propagated to the outputs, specific 
functional test suite can be specified for this bug. Also, if functional coverage 
gives positive feedback and observability coverage negative, then total report: 
“is not covered”. The bug is not propagated to the outputs and better test suite 
must be worked out.    

5.4 Chapter summary 

In this chapter observability coverage metric was presented. The objects for this 
metric are RTL designs represented by HLDDs. The metric allows measuring 
not only activated bugs of the design but also the propagation of these bugs to 
the observable outputs. The observability coverage metric allows making better 
analysis of the test stimuli and design itself.  

The observability coverage metric was built into the HLDD-based 
simulation engine using for propagation RTL deductive fault simulation 
algorithm presented in chapter 3 and for bugs insertion the toggle coverage 
analysis presented in chapter 4. Experiments were carried out on RTL 
benchmark circuits showing that the observability coverage metric gives 
information of non-propagated bugs in the design under the test stimuli. An 
analysis of observability coverage metric was presented as well its usefulness 
was discussed. 

  



 

95 

Chapter 6 
CONCLUSIONS AND 

FUTURE WORK 

This chapter summarizes the thesis and discusses possible directions for future 
research.  

6.1 Conclusions 

This thesis presents several approaches targeting RTL fault simulation and RTL 
code coverage analysis. All approaches exploit advantages of high-level 
decision diagrams representation model.  

A deductive fault simulation algorithm based on HLDDs for RTL designs 
was proposed in this thesis. The initial deductive fault simulation algorithm, 
proposed by Armstrong for gate-level designs, was brought to RTL where not 
only bits are taken into account when making a decision for fault lists 
propagation, but also variables and arithmetic operations. The algorithm was 
successfully implemented into a tool using HLDD-based simulation engine. 
Analysis of algorithm characteristics is provided, which shows its quite good 
properties. The algorithm complexity depending on a number of graphs nodes is 
O(n2). For fault simulation, the RTL bit coverage fault model is applied, which 
has proven by the set of experiments to provide a good correspondence with 
gate-level structural faults [29].  

An efficient data structure was proposed and implemented to speed up set 
operations in the deductive fault simulation algorithm at RTL. The faults are 
coded with bits the way that it would be possible to make fast bitwise set 
operations with fault lists. As a result, the speed of RTL fault simulation was 
increased. 
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Experiments for fault simulation algorithm were carried out on RTL 
benchmark circuits and show feasibility of proposed approaches. Up to two 
orders of magnitude shorter run-times were achieved with the method in 
comparison to state-of-the-art gate-level fault simulation. 

Fast HLDD-based simulation was extended to support code coverage 
analysis, such as node coverage, edge coverage, toggle coverage.  A method of 
mapping traditional code coverage metrics to High-Level Decision Diagrams 
was described. Experiments on ITC99 benchmark circuits indicate the 
feasibility of the proposed approach. The time overhead of coverage checking in 
a commercial simulator was much higher than in the case of HLDDs. When 
HLDDs had coverage calculation overhead in a 1 to 4 % range, the commercial 
simulator used 28 up to 78 % extra time.  

Manipulations on High-Level Decision Diagrams were developed to find the 
best representation of HLDDs for code coverage analysis. Experiments on 
ITC99 benchmark circuits showed that the reduced HLDD model proposed in 
this thesis offered higher accuracy in statement and branch coverage analysis 
than traditional models. The gain in accuracy was achieved only with a slight 
increase in memory requirements. The simulation times for all three models 
were nearly identical. 

An observability coverage metric based on the bit coverage fault model was 
proposed, which take into account not only controllability of the internal point 
of the design, but also observability at the outputs. Observability coverage 
metric was built into the tool, based on HLDD-based simulation engine, where 
for bugs propagation, RTL deductive fault simulation algorithm developed in 
this thesis is used. Bugs were inserted relying on the toggle coverage metric, i.e. 
toggled bit was inverted into a bug and the bug was propagated to the output. 
Experiments were carried out on RTL benchmark circuits and shown that the 
observability coverage metric allows finding bugs which are activated but not 
propagated to the outputs under test stimuli. For circuits sosq and diffeq, the 
percentage of unobservable bugs was 2 and 10, respectively. 

6.2 Future work 

Experiments presented in this thesis are carried out on RTL benchmark circuits 
of relatively small size. It would be very beneficial to make experiments on the 
circuits of bigger sizes, especially on some industrial benchmarks. This would 
need to investigate the scalability of the proposed techniques.  
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Deductive fault simulation algorithm implementation uses a lot of recursive 
functions. The benchmark circuits have been examined by this algorithm did not 
demand additional management of resources. However, for bigger circuits the 
memory requirements certainly need investigation. 

The tool presented in the framework of this thesis could be further 
developed.  

It would be beneficial to include other coverage metrics into the presented 
tool. One of the comprehensive metrics could be a metric that takes into account 
not only controllability and observability of the item, but also insertion of 
checkers to the observable points. This technique provides a measure of the 
quality of verification allowing detection of functional errors. This would be 
one of the possibilities to combine structural and functional verification.   
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â')!��_!a���
̂ !*̂#!_"
 b!"_$
_[ 
_�"&
a]
����c"!�̀
"_*#̂_#*��
]�#�_"
!�
" d# �_!��
̂!*̂#!_"
* '�!�"
�
[!̀[�c
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ABSTRACT: Previous works have shown that High-Level 

Decision Diagrams (HLDD-s) are suitable for system repre-
sentation for analyzing code coverage metrics. This is due to 
the fact that HLDD models implicitly represent classical code 
coverage items, such as statement and branch coverage. How-
ever, research on the properties of HLDD-s, which contribute 
to the accuracy of coverage assessment, is missing. Current 
paper proposes a set of HLDD manipulations in order to gen-
erate diagrams that would allow more stringent code coverage 
measurement without sacrificing performance, i.e., computa-
tion time and memory requirements. The techniques include 
generation of HLDD-trees from Hardware Description Lan-
guage (HDL) descriptions and two types of HLDD collapsing 
methods, which are a generalization of the BDD reduction 
rules. Experiments on ITC99 benchmark circuits show that the 
code coverage assessment based on the proposed HLDD ma-
nipulation is more stringent than what can be achieved with 
classical methods. At the same time, the model is well scalable 
because HLDD generation is terminated in the HDL variables.  
 
1 Introduction 
 
With the increase in size and complexity of modern inte-
grated circuits, it has become imperative to address criti-
cal verification issues in the design cycle. The process of 
verifying correctness of designs consumes between 60% 
and 80% of design effort [1]. Ensuring functional cor-
rectness is the most difficult part of designing a hardware 
system [2]. One possible way to verify the correctness of 
a design is by generating different test cases. Due to the 
fact that it is impractical to verify exhaustively all possi-
ble inputs and states of a design, the confidence level re-
garding the quality of the design must be quantified to 
control the verification effort. The fundamental question 
is: How do I know if I have verified or simulated enough? 
Verification coverage is a measure of confidence and it is 
expressed as a percentage of items verified out of all pos-
sible items. Different definitions of items give rise to dif-
ferent coverage measures or coverage metrics. 

Various coverage metrics exist such as code coverage, 
parameter coverage, and functional coverage. In this pa-
per, only code coverage would be used, which provides 
insight into how thoroughly the code of a design is exer-
cised by a suite of simulations. The main disadvantage of 
code coverage metrics lies in the fact that they only 
measure the quality of the test case in stimulating the im-
plementation and do not necessarily prove its correctness 
with respect to the specification. On the other hand, code 
coverage analysis is a well-defined, well-scalable proce-

dure and, thus, applicable to large designs.  
Following Miller and Maloney [3], a large variety of 

code coverage metrics have been proposed, including 
statement coverage, block coverage, path coverage, 
branch coverage, expression coverage, transition coverage, 
sequence coverage, toggle coverage, etc. [2][4]. The 
statement coverage metric measures the percentage of 
code instructions exercised with respect to total instruc-
tions contained in the code by the program stimuli. Toggle 
coverage shows the percentage of bits toggling in the 
nodes in the design, i.e., how many bits change their state 
from 0 to 1 or vice versa. In the case of branch coverage, 
we measure the ratio of branches in the control flow 
graph of the code that are traversed under the set of stim-
uli. Path coverage measures the percentage of paths in the 
control flow graph is exercised by the stimuli. A potential 
goal of software testing is to have 100 % path coverage 
that implies branch and statement coverage. However, full 
path coverage is a very stringent requirement as the num-
ber of paths in a program may be exponentially related to 
program size. 

Current work is motivated by our previous encouraging 
research results obtained on HLDD based simulation [5] 
and test pattern generation [6]. The authors’ work in [7] 
was the first attempt to use HLDD models in validation 
and code coverage analysis. In [7] we also introduced 
HLDD model for efficient code coverage analysis and 
showed how classical coverage metrics map to HLDD 
constructs. Additionally, we envisioned an algorithm that 
applied HLDD-s in observability coverage analysis, thus, 
replacing the classical D-calculus based methods (see, e.g., 
[8]).  

However, research on the properties of HLDD-s, which 
contribute to the accuracy of coverage assessment, is 
missing. The paper proposes a set of HLDD manipula-
tions in order to generate diagrams that would allow more 
stringent code coverage measurement without sacrificing 
performance, i.e., computation time and memory re-
quirements. The manipulation techniques include genera-
tion of HLDD-trees from HDL descriptions and two types 
of HLDD collapsing methods. Experiments presented in 
Section 5 show that the code coverage assessment based 
on the proposed HLDD manipulation is more stringent 
than what can be achieved with classical methods. The 
model is well scalable because HLDD generation is ter-
minated in the HDL variables. 
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2 High-Level Decision Diagrams 
 
Definition: A HLDD representing a discrete function 
y=f(x) is a directed acyclic labeled graph that can be de-
fined as a quadruple G=(M,E,X,D), where M is a finite set 
of vertices (referred to as nodes), E is a finite set of edges, 
X is a function which defines the variables labeling the 
nodes and the variable domains, and D is a function on E. 
The function X(mi) returns is the variable letter xi, which 
is labeling node mi. Each node of a HLDD is labeled by a 
variable. In special cases, nodes can be labeled by con-
stants or algebraic expressions. An edge e∈E of a HLDD 
is an ordered pair e=(m1,m2)∈E2, where E2 is the set of all 
the possible ordered pairs in set E. D is a function on E 
representing the activating conditions of the edges for the 
simulating procedures. The value of D(e) is a subset of 
the domain of the variable xi denoted by Xi, where 
e=(mi,mj). It is required that Pmi={D(e) | e=(mi,mj)∈E } 
is a partition of the set Xi. HLDD has only one starting 
node (root node), for which there are no preceding nodes. 
The nodes, for which successor nodes are missing, are 
referred to as terminal nodes.  

Modeling digital systems by HLDD-s: In HLDD 
models representing digital systems, the non-terminal 
nodes correspond to conditions or to control signals and 
the terminal nodes represent operations (functional units). 
Register transfers and constant assignments are treated as 
special cases of operations. When representing systems by 
decision diagram models, in general case, a network of 
HLDDs rather than a single HLDD is required. During the 
simulation in HLDD systems, the values of some vari-
ables labeling the nodes of a HLDD are calculated by 
other HLDDs of the system. Fig. 1 presents an example of 
an HLDD for two variables, state and RMAX in the 
ITC99 benchmark b04. 

 
 
 

3 Code Coverage Analysis on HLDD-s 
 
Simulation at RTL and behavioral levels. The basis for 
code coverage analysis in this paper is a simulator engine 
relying on HLDD models. We have implemented an algo-
rithm supporting both Register- Transfer Level (RTL) and 
behavioral design abstraction levels. In the RTL style, the 
algorithm takes the previous time step value of variable xj 
labeling a node mi if xj represents a clocked variable in the 
corresponding HDL. Otherwise, the present value of xj 
will be used.  

In the case of behavioral HDL coding style, HLDD-s 
are generated and ranked in a specific order to ensure 
causality. For variables xj labeling HLDD nodes the pre-
vious time step value is used if the HLDD diagram calcu-
lating xj is ranked after current decision diagram. Other-
wise, the present time step value will be used. 

Algorithm 1 presents the HLDD based simulation en-
gine for RTL, behavioral, and mixed HDL description 
styles. 

 
Algorithm 1. RTL/behavioral simulation on HLDDs 

 
For each diagram G in the model 
 mCurrent = m0 
 Let xCurrent be the variable labeling mCurrent  
 While mCurrent is not a terminal node 

If  is xCurrent clocked or its DD is ranked after G 
then 

   Value = previous time-step value of xCurrent 
  Else 
   Value = present time-step value of xCurrent 
  End if 
  If Value ∈ D(eactive), eactive =( mCurrent, mNext) then 
   mCurrent = mNext 
  End if 
 End while 
 Assign xCurrent to the DD variable xG  
End for 

Fig. 1. b04 example: HLDDs for variables state and RMAX 



Mapping coverage metrics to HLDD. In order to ana-
lyze quality of verification of hardware designs translated 
to HLDD-s, three traditional coverage metrics were cho-
sen and built in to the HLDD based simulation tool. These 
include statement coverage, branch coverage, and toggle 
coverage. As it was mentioned above, the statement cov-
erage measures the number of times every instruction is 
exercised by the program stimuli. Toggle coverage shows 
whether and how many times nodes in the design toggle, 
i.e., how many bits change their state from 0 to 1 or vice 
versa. In the case of branch coverage, we measure the 
number of times each branch in the control flow graph of 
the code is taken or not taken under the set of program 
stimuli. 

The statement coverage maps directly to the ratio of 
nodes mCurrent traversed during the HLDD simulation pre-
sented in Algorithm 1. As an example, Fig. 1 depicts 
HLDD representations of state and data register variables 
of a VHDL design. Covering all nodes in the HLDD 
model corresponds to covering all statements in the re-
spective HDL. However, the opposite is not true. HLDD 
node coverage is slightly more stringent that HDL state-
ment coverage. This is due to the fact that in HLDD-s 
diagrams are generated to each data variable separately. 
Such partition on variables includes an additional context 
to statement coverage.  

Similar to the statement coverage, branch coverage has 
also very clear representation in HLDD simulation. The 
ratio of every edge eactive activated in the simulation proc-
ess of Algorithm 1 constitutes to HLDD branch coverage. 
For example, the branch coverage item corresponding to 
DATA_IN > RMAX = true in the VHDL code of the b04 
design maps to the edge denoted by a bold arrow in the 
HLDD in Fig. 1. The statement RMAX := DATA_IN is 
represented by the terminal node surrounded by bold cir-
cle in the corresponding HLDD. 

 
4 HLDD manipulations for code coverage  
 
The main contribution of this paper is the new HLDD 
manipulation technique allowing efficient code coverage 
analysis. In fact, if HLDD is generated for each output 
variable and the generation process is terminated at the 
primary input signals then code coverage analysis for the 
diagram will be equivalent to the path coverage metric. 
However, as it was mentioned above, enumerating all the 
paths through a design is infeasible and it is easy to see 
that the corresponding HLDD may be of exponential size. 

Therefore, another approach is adopted in this paper 
that differs from the traditional one of generating a dia-
gram for each primary output. When representing systems 
by decision diagram models, a network of HLDD-s is 
implemented where each internal HDL variable has its 
corresponding HLDD. During the simulation in HLDD 
systems, the values of some variables labeling the nodes 
of a HLDD are calculated by other HLDD-s of the system. 
Such partitioning helps avoiding the node explosion 
problem of DD-s and keeps the size requirements for re-

sulting HLDD systems acceptable.  
The method proposed for generating HLDDs suitable 

for code coverage analysis is similar to BDD reduction 
rules [9] and it consists of the following steps: 

1. Generate a HLDD tree for each system variable 
2. Reduce nodes with identical succeeding subgraphs 
3. Unite identical terminal nodes 
The above steps are explained by an example presented 

in Fig. 2, which depicts HLDD manipulations for the 
‘state’ variable of the b04 design presented in Fig. 1. As 
the first step, a HLDD tree for variable v is generated by 
traversing the full control flow graph of the design and 
collecting the values assigned to v at each control step. If 
the value of v does not change at current control step then 
terminal node with the present value of variable will be 
created. Fig. 2a shows the HLDD generated for the vari-
able state in b04.   

Then, reduction rules are applied to eliminate nodes for 
which all successor nodes (in general case, succeeding 
subgraphs) are identical. As a result a reduced HLDD is 
obtained (Fig. 2b). Finally, we create a minimized re-
duced HLDD by uniting identical terminal nodes (Fig. 2b). 
HLDD generation experiments on a set of ITC99 bench-
marks show that around 45-80% of nodes are removed by 
the reduction step from the initial HLDD tree. Further 
40-60% of nodes will be eliminated by the minimization 
step. 

In this paper, we propose reduced HLDD-s as a suit-
able model for code coverage analysis because it provides 
for more stringent coverage metrics than minimized 
HLDD-s. At the same time it is a more compact represen-
tation than full HLDD trees. Furthermore, in terms of 
speed of simulation reduced HLDD offers equal per-
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formance when compared to the minimized model. This is 
because of the fact that by both models the number of 
edges to be traversed is exactly the same. However, in full 
trees the number of diagram edges would be considerably 
higher. 
 
5 Experimental results 
 
Comparative experiments between the HLDD-based code 
coverage analysis tool implemented in this paper and a 
popular HDL commercial simulation tool were carried out 
on circuits belonging to the ITC99 benchmark family. 
While there was no definite advantage of the speed of 
basic logic simulation of benchmarks to either of the tools, 
the overhead of coverage checking in the popular com-
mercial tool is much higher than in the case of HLDD-s. 
When HLDD-s have penalty for coverage calculation 
time in a 1% to 4% range, the commercial simulator uses 
from 28% up to 78% extra time for coverage assessment 
(see Table 1).  

Table 2 presents the characteristics of the different 
HLDD representations introduced in Section 4. The col-
umns min, red. and tree show the number of nodes/edges 
in minimized HLDD, reduced HLDD and HLDD tree 
models, respectively. From the Table, it can be seen that 
around 45-80 % of nodes are removed by the reduction 
step from the initial HLDD tree. Further 40-60 % of 
nodes will be eliminated by the minimization step. 

Table 3 compares code coverage analysis comparing 
statement coverage and branch coverage assessment re-
sults on reduced HLDD-s (red.), on minimized HLDD-s 
(min) and on a well-known commercial tool using the 
same set of input stimuli for all three models. As it can be 
seen from the experiments, the reduced HLDD model 
always achieves the best (i.e. most stringent results) of all 
three. The minimized HLDD has the poorest outcome for 
statement coverage and traditional HDL simulator is the 
weakest for measuring branch coverage in most cases.  

 
6 Conclusions 

 
The paper presented a set of straight-forward manipula-
tions on High-Level Decision Diagrams to support valida-
tion code coverage analysis. Experiments on ITC99 
benchmark circuits showed that the reduced HLDD model 
proposed in this work offers higher accuracy in statement 
and branch coverage analysis than traditional models. The 
gain in accuracy is achieved only with a slight increase in 
memory requirements. The simulation times for all three 
models are nearly identical. 
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Table 1. Coverage analysis penalty: traditional vs HLDD [7] 

 

Table 2. Characteristics of different HLDD manipulations 

 

Table 3. Comparison of code coverage analysis results 

Overhead time of analysis, %  
design 

 
Commercial HDL 

simulator HLDD simulator 

b00 28.0 1.0 
b04 32.2 0.9 
b09 78.9 4.3 

GCD 31.7 3.2 

# of nodes # of edges 
Design 

min red. Tree min red. 
b01 30 57 267 52 62 
b02 16 26 48 24 24 
b06 47 116 440 83 111 
b09 44 69 125 62 64 

Statement 
coverage, % 

Branch 
coverage, % Design 

Test 
len. 

red. min HDL red. min HDL 

14 86.0 100 93.8 74.2 84.6 88.9 b01 
23 96.5 100 100 90.3 100 100 
10 92.3 100 96.3 91.7 91.7 93.8 

b02 
14 100 100 100 100 100 100 
11 80.2 100 85.5 79.3 89.2 87.5 

b06 
52 98.3 100 100 98.2 100 100 
23 87.0 100 100 85.9 87.1 100 

b09 
33 100 100 100 100 100 100 
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