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Introduction

Power systems have experienced substantial transformations in recent years, primarily
driven by government policies aimed at reducing greenhouse gas emissions and promoting
renewable energy sources. To achieve ambitious climate targets, renewables are expected
to supply up to 90% of electricity by 2050, with wind and photovoltaic sources projected to
account for approximately 63% of total electricity generation [1]. At the same time, power
systems are increasingly interconnected. For example, Europe’s cross-border transmission
capacity is projected to grow by 35 GW by 2025, with an additional 93 GW anticipated
by 2040 [2]. To enable long-distance transmission and renewable interconnections, High-
Voltage Direct Current (HVDC) technology has emerged as a key solution, offering improved
operational flexibility compared to traditional Alternating Current (AC) connections.

A common consequence of these trends is the increased reliance on power electronic
converters. However, the integration of these devices introduces complex stability issues.
Despite extensive stability studies during planning and commissioning phases, several
unexpected instability events have occurred. Notably, in 2017, ERCOT observed Subsyn-
chronous Oscillation (SSO) events involving wind farms that had previously undergone
stability analyses and employed damping controls, yet these measures failed to adequately
predict and mitigate instability risks. Similarly, in 2019, the Australian Energy Market Oper-
ator (AEMO) identified persistent voltage oscillations at multiple solar farms, leading to
prolonged generation curtailment and delayed project commissioning.

One significant reason for these undetected instability risks is the inherent complexity
and limited understanding of power electronic device interactions within the system. Tradi-
tional Root Mean Square (RMS) modelling assumes near steady-state operating conditions,
significantly simplifying the dynamic representation of power electronic converters and
their interactions. This simplification can result in inadequate representation of dynamic
phenomena, particularly oscillatory behaviours distant from steady-state frequencies, po-
tentially leading to inaccurate stability assessments.

Conversely, Electromagnetic Transients (EMT) simulations provide higher accuracy in
capturing dynamic phenomena. However, EMT simulations pose challenges related to
computational complexity and the requirement for detailed component models, which are
often unavailable due to proprietary constraints or incomplete information from manufac-
turers. For instance, after a sub-synchronous incident involving wind farms in 2009, ERCOT
lacked sufficient EMT models to predict and mitigate instability events effectively.

Thus, a critical challenge emerges: identifying the minimum modelling details required
for an accurate stability assessment while accounting for the unique dynamic behaviour
introduced by converters. Understanding these requirements is essential to ensure that
Transmission System Operators (TSOs) and other stakeholders can request appropriate
models in various studies, thereby ensuring system reliability and operational security. This
thesis addresses that challenge, aiming to establish a clear and systematic framework to
determine the minimal necessary model complexity for accurate stability assessments in
converter-dominated power systems.

Main Objectives of the Thesis

To address the modelling and stability assessment challenges introduced by the increasing
penetration of power electronic converters in modern power systems, this thesis sets out
to achieve the following objectives:

¢ Investigate the modelling and simulation methodologies for converter-dominated
power systems, as well as their limitations.
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Develop methodologies to simplify power system models in order to enhance com-
putational efficiency without compromising dynamic stability accuracy.

Create and implement software tools to help determine the necessary level of
accuracy for modelling various power system components.

¢ Validate the effectiveness of proposed methodologies through case studies demon-

strating computational efficiency improvements and model accuracy.

Contribution of the Thesis

This thesis presents a novel, automated, and physics-preserving Model Order Reduction
(MOR) framework designed to address the increasing complexity of stability analysis in
converter-dominated power systems. The contributions are grouped below under theoret-
ical and practical aspects.

Theoretical Novelty

Review of emerging stability challenges in converter-dominated networks, including
a comparison of modelling frameworks and a summary of the different models
available for representing various power system components.

Development of a methodology based on controllability and observability Gramians
to quantify the contribution of individual states to system dynamics.

Extension of Gramian-based MOR theory that preserves the physical interpretabil-
ity of reduced-order models without requiring coordinate transformation, thereby
making the results intuitive and directly applicable.

Extension of the newly developed participation coefficient through the introduction
of frequency-limited Gramians, enabling the quantification of each state’s contribu-
tion within specific frequency ranges.

Introduction of a frequency-specific model reduction technique that effectively
isolates relevant dynamic behaviour across distinct frequency ranges.

Practical Originality

Development of an automated model reduction framework for identifying the mini-
mal model complexity required for stability studies.

Creation of a user-friendly software tool based on MATLAB/Simulink that integrates
the proposed MOR algorithms and provides a visual summary of model reduction
outcomes.

Demonstration of the tool’s effectiveness through case studies, confirming its ability
to identify critical system components and reduce the computational burden.

Thesis Outline

The thesis is organised as follows: Chapter 1 introduces the stability challenges encoun-
tered in modern power systems increasingly dominated by power electronic converters. It
reviews newly emerging stability issues, summarises the various models available for repre-
senting different power system components, and evaluates existing modelling frameworks,
highlighting their strengths and limitations when applied to stability analysis. The chapter

12



concludes by presenting MOR as a valuable technique for determining the appropriate
level of detail needed in models for different types of studies.

Chapter 2 presents the theoretical foundations of MOR, focusing particularly on the
balanced truncation method. It explores fundamental concepts such as controllability,
observability, and minimal realisation. The chapter then introduces the balanced truncation
method and presents a case study to demonstrate its advantages and limitations. A notable
limitation identified is the lack of physical interpretability of the method, which makes it
difficult to understand which parts of the model are most relevant to the study.

Chapter 3 addresses this limitation by adapting the balanced truncation method. It
proposes two novel physics-preserving MOR methodologies specifically developed for
converter-dominated systems: the event-based and frequency-limited approaches. This
chapter details their algorithms, provides physical interpretations, and demonstrates their
effectiveness through a case study.

Finally, Chapter 4 introduces a practical MATLAB/Simulink-based software tool that
implements one of the MOR methodologies described in Chapter 3. The chapter presents
detailed validation of the tool’s functionality and efficacy through case studies involving a
converter-dominated 9-bus system and a modified 39-bus system, highlighting practical
applications and benefits.

13



1 Dynamic Modelling of Converter-Dominated Power Systems

This chapter examines how the increasing penetration of power-electronic converters is
reshaping modern power systems and challenging the classical rotor-angle, frequency,
and voltage stability classifications. It introduces the newly recognised converter-driven
and resonance stability categories, then reviews the most widely adopted models for
generators, transmission lines, loads, and converters, highlighting the assumptions and
simplifications that influence accuracy in dynamic studies. Next, the chapter reviews the
simulation tools currently used for stability assessment, comparing their capabilities and
inherent limitations. It concludes by introducing Model Order Reduction (MOR) techniques
applied to power systems, which have the potential to serve as tools for determining the
appropriate level of detail required in models for different types of studies. The content of
this chapter is partially based on the results presented in Publications | and IlI.

1.1 Stability Challenges in Converter-Dominated Grids

Power systems are currently transitioning from traditional generation, which mainly relies
on synchronous machines, to systems that incorporate a high number of power electronic
devices. This shift is primarily driven by the use of renewable energy sources and HVDC
transmission. The dynamic behaviour of these devices, characterised by fast-acting control
systems and limited short-circuit capability, sets them apart from the devices comprising the
traditional grid. This new dynamic behaviour presents both challenges and opportunities.

One significant challenge involves changes in system stability. New system conditions
can push converters into unstable operation and increase the potential for interactions be-
tween converters and other grid components. These stability issues have been documented
in the literature and observed in existing grids. Such problems can result in equipment
damage, brownouts (a condition where the system voltage is decreased to reduce the load
and potentially avoid further disruption to the system), or even blackouts in severe cases.
To address these challenges, significant research efforts are underway to understand their
causes and how to best study them. These concerns have motivated a recent review [3] of
the widely accepted stability classification published in 2004 by the IEEE/CIGRE Joint Task
Force on Stability Terms and Definitions [4]. The newly proposed classification, illustrated in
Figure 1, features two additional categories of stability issues primarily observed in systems
with a high penetration of converters, namely, converter-driven stability and resonance

stability.
Power system
stability

Resonance Converter-driven Rotor angle Frequency Voltage
stability stability stability stability stability

. : Slow Fast Small . Large Small
| Electrical Torsional | i eraction| |interaction| |disturbance| | Transient disturbance | | disturbance
|
[ ]
[short term| [short term| [ Long term | |short term| ILong term|
1
Additional categories for systems with Stability classification from IEEE/CIGRE Join Task Force
high penetration of converters (2020) on Stability Terms and Definitions (2004)

Figure 1: Power system stability classification [3, 4].

Table 1 offers a more detailed view of the new stability categories, including the fre-
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quency range of oscillations, the instability phenomena involved in each category, and
examples of practical scenarios where they may occur. It can be observed that these new
stability issues impact most converter-based systems such as Wind Farms (WFs), Photo-
voltaics (PVs), and HVDC. The remainder of this section explores the various oscillation
phenomena involved. Given the recent emergence of some stability issues, the terminology
used to describe different phenomena in the literature is not always consistent. Various
terms may be applied to the same phenomena, and different interpretations exist in their
classification. In addition to the aforementioned stability reclassification effort, other on-
going initiatives aim to reclassify different phenomena [5]. The following discussion tries
to align with recent developments in terminology while still mentioning industry-accepted

terms.

Table 1: Instability phenomena and examples resulting from the new stability categories.

Category Subcategory

Phenomenon

Example

Slow interaction
(<10 Hz)

Instability due to
power transfer
limits

Instability in weak

WEF limited voltage support
due to current limits [6]

Phase-Locked Loop (PLL)
losing synchronism during

. grids
Converter-driven faults [7]
stability
Low-frequency Interaction among
oscillations transmission-level PVs [8]
. . . Interaction of fast HYDC
Fast interaction Harmonic . .
(10 Hz) interaction controls with passive
grid [9]
Torsional Subsynchronous Wind turbine generator
torsional interacting with HVDC
resonance . .
interaction controls [10]
Induction Induction generator effect
generator effect in WFs [11]
Resonance
stability Subsynchronous .
Electrical control WF connected to series
resonance . . compensated lines [12]
interaction

Amplification of
harmonics

Amplification of harmonics
from distribution-level
PVs [13]
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1.1.1 Converter-Driven Stability

Converter-driven stability issues include system-wide stability problems caused by the
dynamics of power converters. This oscillatory behaviour occurs across all frequency ranges,
which can be either slow (typically up to 10 Hz) or fast (greater than 10 Hz) [3]. Converter-
driven stability serves as an umbrella term that encompasses several emerging and well-
known instability phenomena, such as instability in weak grids, low-frequency oscillations,
and harmonic interaction. Table 2 presents chronological examples of real-life converter-
driven stability events.

Instability in Weak Grids

Low system strength is linked to various stability issues. According to the Australian Energy
Market Commission [25], system strength is defined as “a characteristic of an electrical
power system that relates to the size of the change in voltage following a fault or disturbance
on the power system.” In other words, a weak system exhibits high sensitivity to voltage
changes, both in magnitude and phase angle, when there is a change in active and reactive
power injection or consumption [6]. System strength can be assessed by the short-circuit
current level at a specific location. Elevated short-circuit current levels are typically found in
a strong power system, whereas low levels indicate a weak power system. Reduced system
strength can elevate the risk of system instability and converter interactions, impacting
numerous systems that employ converters.

For example, wind farms face various challenges linked to weak grid conditions, including
subsynchronous oscillations. These oscillations arise from the interaction between the
controls of wind farm converters and the grid, a situation often aggravated by low system
strength. However, system strength is merely one of several factors that determine if a
system experiences instability or oscillations. When a system is weak, the likelihood of
subsynchronous oscillations is also influenced by factors such as the wind farm’s operational
mode, control design, controller tuning, and communication delays [7, 26]. The fulfilment
of grid code requirements poses another significant challenge for wind farms. During
normally cleared faults, they are expected to remain connected to the grid. Once the fault
is cleared, they may also be expected to provide active and reactive power to support grid
stability [27]. Wind farms face several difficulties in fulfilling fault ride-through requirements.
For example, if a wind farm fails to regulate its terminal voltage, it risks disconnection
due to the protection functions being triggered [27]. Additionally, disconnection can occur
if the controls cannot synchronise with the grid voltage, often due to limitations in the
PLL or inadequate tuning. Low system strength conditions may also trigger harmonic
oscillations [28] and increase the risk of the wind farm becoming islanded, requiring the
design of special anti-islanding schemes [27].

The operation of HVDC systems is also influenced by system strength. Like wind farms,
instability cannot be attributed solely to system strength but typically involves multiple
other factors. Low Short Circuit Ratio (SCR) not only poses challenges for HVDC operation,
such as influencing power transfer limits, but it also amplifies the effect of control tuning,
including PLL [29] and power controls [30], on system stability.

Several significant real-life instability events have occurred in the past involving weak
grid conditions [16, 31-33]. One notable incident was the 2019 blackout in the United
Kingdom, initiated by subsynchronous oscillations at the Hornsea One wind farm. This
incident impacted over a million customers and disrupted train services [31]. A lightning
strike triggered the tripping of a transmission line, weakening the system at its connection
point, which led to the wind farm experiencing subsynchronous oscillations [24]. Subse-
quent investigations revealed that prior to the blackout, the voltage control at the wind

16



Table 2: Timeline of real-life converter-driven stability events [14].

Nanao Modular Multilevel Converter (MMC)-based
Voltage Source Converter (VSC)-HVDC project,
Guangdong, CN  Low freq.

Oscillations observed when increasing output power [15].

Permanent Magnet Synchronous Generator (PMSG)
2014-2015--- - - 4 wind farm, Xinjiang, CN  weak grid
Wind farms tripped 111 times in one year [16].

Xiamen MMC-based VSC-HVDC project, CN  Low freq.
Low-frequency oscillations in the DC-side currents [17].

INELFE MMC-based VSC-HVDC project, FR and ES
2015 ---- -« Harmonic
Interaction between converter and grid [9].

Xiamen MMC-based VSC-HVDC project, CN  Harmonic
2015 - - Oscillations on the DC side resulting from the interaction
between converter controls and DC resonances [18, 19].

VSC-HVDC connecting offshore wind farm, DE  Harmonic
2016 -- - - - « Oscillations involving offshore network and wind farm controls
after blocking HVDC converter [20].

Luxi HVDC project, CN  Harmonic
2016 -- - - - « Three parallel back-to-back HVDC composed of one MMC and
two Line-Commutated Converter (LCC) links [21].

Zhoushan five-terminal VSC-HVDC project, CN  Harmonic
2016 -- - - - « Oscillations after one of the terminals switched to islanded
mode [15].

2018 .- .- - Transmission-level photovoltaics, CA  Harmonic

Multiple events at harmonic frequencies [22].

Yu-E MMC-based VSC-HVDC project, CN  Harmonic
2018-2019 --- - - - Blocked converter station and damaged lighting arrester
triggered oscillations [23].

Transmission-level photovoltaics, CA Low freq.
2018 ---- - « Oscillations involving three PV plants connected to same feeder
when capacitor is energized [22].

Transmission-level photovoltaics, West Murray, AU
Low freq.

Oscillations among PV plants led to restrictions on operation
and commissioning of units [8].

Hornsea One wind farm, UK  weak grid
2019 ---- - Instability led to blackout affecting more than 1 million
customers [24].
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farm presented a damped oscillatory response. During the event, however, the voltage
and power oscillations lacked sufficient damping, triggering overcurrent protections and
resulting in the wind farm'’s tripping. Another significant example of weak grid oscillations
in real life took place in Xinjiang, China, in 2014 and 2015. Multiple occurrences of os-
cillations at various subsynchronous and supersynchronous frequencies were observed
involving a PMSG-based wind farm in Northwest China [16, 32, 33]. In one of the cases,
three turbine generators tripped due to torsional modes coinciding with the oscillations.
After implementing protection devices to detect these oscillations, the wind farms tripped
111 times over the course of a year.

Low-Frequency Oscillations

Another form of instability caused by converters is low-frequency oscillations. These oscil-
lations occur at subsynchronous frequencies and can arise from the interaction between
the control systems of a power electronic device and the network, or from the interaction
between several power electronic devices [5].

A notable instance of oscillation involving a single converter interacting with the grid
was recorded at the Nanhui MMC-based VSC-HVDC link, which connects a Doubly-Fed
Induction Generator (DFIG)-based Offshore Wind Farm (OWF) to the shore. During the initial
testing phase, voltage and current oscillations in the range of 20 to 30 Hz were observed,
particularly during fluctuations in transmitted power [15]. Another example occurred in
2019, in West Murray, Australia, where multiple devices experienced oscillations, notably
involving several transmission-level PV plants. The oscillations imposed limitations on the
generation of solar farms already in operation and further restrictions on commissioning
new units. Research indicated that reducing the number of connected PV plants would
decrease oscillation amplitudes while lowering the power output of individual plants would
be ineffective [8].

Most low-frequency interactions have been observed on the AC network. However,
there are also instances of oscillations on the Direct Current (DC) side. This was the case,
for example, in 2015, when the Xiamen MMC-HVDC project in China recorded DC current
oscillations of approximately 25 Hz [17].

Harmonic Interaction

The final type of issue related to converter-driven stability is harmonic interaction. This
term describes high-frequency oscillations, typically between hundreds of hertz and several
kilohertz, that arise from the interaction between converter controls and grid dynamics,
synchronous machines, or other converters. These oscillations have been observed in wind
farms, photovoltaic systems, and HVDC links. The term can sometimes be ambiguous, as it
may be used to describe phenomena with varying physical causes. Alternative terms like
harmonic resonance or supersynchronous interaction can also be found in the literature
[34].

Harmonic interactions can have negative effects at the component level, such as di-
minishing the effectiveness of power electronics or damaging equipment insulation. They
can also lead to system-wide issues, including overheating of equipment connected to the
network, interference with communication circuits, and even system instability [35]. This
phenomenon arises from the interaction between control loops and passive grid compo-
nents, resulting in high-frequency oscillations. This occurs when the system, including the
converter and the remaining network, contains areas in the frequency spectrum where
oscillations have low or negative damping. At these frequencies, oscillations may either be
inadequately damped or significantly amplified.
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One of the earliest instances of harmonic interaction occurred in 2013 at the BorWin1
VSC-HVDC link in Germany, connecting an OWF to shore. The oscillations started after a
switching operation that connected a second OWF to the same HVDC station. Subsequent
investigations determined that the primary cause of the oscillations was the interaction
between the control loops of the VSC-HVDC converter and the resonant frequencies of the
grid [36]. A separate incident took place in 2015, when a high-frequency oscillation was
recorded, resulting in the tripping of the INELFE France-Spain MMC-based VSC-HVDC link.
This 1.7 kHz oscillatory phenomenon, characterised as an interaction between the HVDC
link and the surrounding AC network, could only be reproduced by control replicas [9].

1.1.2 Resonance Stability

Resonance stability is a newly recognised category of stability issues that has emerged
alongside converter-driven stability. It occurs when series-compensated AC transmission
lines interact with turbine generators. By adding series capacitors to AC transmission lines,
the net reactive power transferred through the line is decreased, which increases power
transfer capability and improves transient stability [37]. However, these devices change
the harmonic impedance of the network, causing natural resonant frequencies to shift,
which may potentially interact with other devices in the system. Resonance stability can
manifest in two forms: torsional resonance, which is related to mechanical components,
and electrical resonance, as observed in the induction generator effect. Table 3 presents
chronological instances of real-life resonance stability events.

Electrical Resonance

Electrical resonance occurs due to various phenomena. One such phenomenon is the
Induction Generator Effect (IGE), which refers to the interaction between the electrical
grid and turbine generators [37]. This interaction can occur in type 3 wind turbines and
arises from the negative resistance of the turbine rotor, potentially aggravated by the
turbine controls. When induction machines operate at supersynchronous speeds, the rotor
behaves as if it has negative resistance from the perspective of the stator terminals [11],
and such negative resistance may result in undamped or even unstable oscillations.

A real-world example of this issue occurred in 2007, when interactions were detected
between wind farms and a series compensated line in a 345 kV system in Minnesota, United
States [39, 45]. These interactions occurred in the subsynchronous frequency range and
were attributed to the induction generator effect. The oscillatory modes ranged from 10.95
to 15.78 Hz, with the damping ratio varying from 3.8% to 2.1%. Two separate events showed
oscillations: the first involving a series compensated line and the second occurring after
the series compensation was bypassed.

A related, yet different phenomenon is Subsynchronous Control Interaction (SSCl), char-
acterised by electrical oscillation in the subsynchronous frequency range. These oscillations
are often observed in wind farms when connected radially to the grid via a SCTL. They may
be triggered, for example, by a network topology change due to a line outage following a
fault. The oscillations primarily arise from the interaction between wind farm controls and
the network impedance.

SSCl is a phenomenon that has been observed multiple times in power systems [12, 42,
46]. For example, in 2017, South Texas experienced three distinct events with oscillations
ranging from 20 to 30 Hz. Two of these incidents led to the disconnection of wind farms.
These occurrences were significant as all wind farms had undergone SSCI studies and were
equipped with controls for subsynchronous oscillation damping. Nevertheless, this proved
not to be sufficient to fully eliminate the risk of interaction [12]. Another notable example
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Table 3: Timeline of real-life resonance stability events [14].

Square Butte LCC-HVDC project, Montana, US  Torsional
1977 ------ First Subsynchronous Torsional Interaction (SSTI) oscillations
observed in an HVDC project [38].

Distribution-level photovoltaics, NL  Electrical
2004 ------ Harmonic emissions amplified by network resonances in
residential area [13].

Wind farm, Buffalo Ridge, Minnesota, US Electrical
2007 ---- - 4 Wind farm located near Series-compensated transmission lines
(SCTLs) [39].

DFIG wind farms, Texas, US Electrical
2009 ------ Following a permanent fault, the wind farms were connected to
SCTL, resulting in subsynchronous currents. [40].

LCC-HVDC Iink, CN Torsional
2011---- - - Torsional oscillations involved the converter controls, SCTLs and
multiple synchronous generators [41].

DFIG wind farms, Hebei, CN  Electrical
2012-2013 ---- - - Oscillations observed in several events resulting from the
interaction between the wind farms and SCTLs [42].

Wind farms connected by an HVDC line, Santanghu, CN

Torsional

2014 ------
Torsional modes of DFIG wind farm were excited by the
LCC-HVDC controls [10].
VSC-HVDC connecting offshore wind farm, DE  Electrical
2014-2017 -- - - - - Harmonics observed on the onshore station after a switching
event [43].
2016 .- - - LCC-HVDC, DK Electrical
Amplification of 11" harmonics after cable energization [44].
2017 ... Wind farms near SCTL, Texas, US Electrical

Wind farms were equipped with SSCI damping controls [12].

occurred between 2012 and 2013 in Hebei province, China, where 23 DFIG wind farms with
a total installed capacity of over 3,000 MW were commissioned. Several events during
this period revealed subsynchronous oscillations caused by the interaction of these wind
farms with nearby series compensated lines [42, 46]. The frequency of these oscillations
ranged from 6 to 8 Hz but changed over time during the events. The analysis indicated
that oscillations can arise for transmission line compensation levels as low as 6.67%. This
experience from China highlights the necessity of conducting appropriate studies to assess
the risk of SSCI even when transmission lines are not significantly compensated.

Lastly, electrical resonance can occur as an amplification of harmonic emissions when
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harmonics are injected into the grid by switching elements present in power electronic
converters. When these harmonics interact with the impedance in the network, they can be
amplified, leading to high-frequency oscillations that are poorly damped. This phenomenon
can affect single power electronic-based devices and may worsen when multiple converters
are involved [28, 47].

Torsional Resonance

Torsional resonance is a specific type of resonance stability that can occur due to the inter-
action between generator shafts and either the electrical network or connected devices [5].
The first type is known as Subsynchronous Resonance (SSR) with torsional characteristics,
arising from the interaction between a series-compensated network and the generator’s
shaft system. Oscillations occur when the subsynchronous frequency induced in the gener-
ator matches one of the natural oscillatory modes of the generator shaft. Certain generator
types, particularly those found in thermal plants with long shafts, are more susceptible to
experiencing this issue [48].

The second form, commonly referred to as SSTI, involves electromechanical oscillations
that occur between converter controls and the torsional modes of rotating machine shafts.
This device-dependent phenomenon can arise from any control device that responds rapidly
to power and speed variations in the subsynchronous frequency range [37]. Examples of
such control systems include those found in HVDC converters, Flexible AC Transmission
Systems (FACTS) devices, Static VAR Compensators (SVCs), wind turbines, and synchronous
generators.

Certain types of generators, particularly those used in steam turbines, are more vulner-
able to SSTI because of their natural mechanical modes in the subsynchronous frequency
range [49]. Manufacturers measure the modal frequencies of turbine generators, which
have been used to predict whether the unstable excited modes arise from the generator
itself [39]. When there is a detection of a potential risk of SSTI oscillations, an additional
Subsynchronous Damping Controller (SSDC) can be integrated into the existing current
controller. This controller increases the damping at critical frequencies by sending a sig-
nal to the rectifier controller, which makes slight modifications to the firing angle of the
converter switching elements [34].

SSTl oscillations involving LCC-HVDC and synchronous generators have been extensively
studied. The LCC converter topology creates currents across a broad frequency range,
potentially exciting subsynchronous mechanical modes in generator turbines. LCC-HVDC
systems do not solely interact with traditional synchronous generation. The increase of
renewable energy introduces new challenges, as SSTI has also been detected between
LCC-HVDC systems and wind turbines [10]. Sometimes, multiple generators are involved in
an SSTI event. According to [50], both wind turbines and traditional synchronous machines
contribute to these oscillations, highlighting the importance of accurately modelling devices
that are at risk when assessing SSTI.

Research has indicated that VSC topologies can negatively impact the damping of
generator torsional modes under constant active power control [51]. Despite this, the
overall risks associated with SSTI are relatively minor when compared to those of LCC-
HVDC. In certain situations, the VSC can even contribute to slightly improved damping.

The initial observation of SSTI oscillations in an HVDC project occurred during the com-
missioning of the Square Butte project in Montana, United States, in 1977. During the event,
oscillations were recorded at approximately 14 Hz between the HVDC controls and a turbine
generator, which required the implementation of additional damping controls [38, 52].
More recently, in 2014, China experienced multiple oscillation events caused by the inter-
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action of wind turbine generators with the controls of a nearby HVDC link. Measurement
results showed that these oscillations occurred at lower frequencies (between 0 and 3 Hz
for DFIGs) compared to traditional SSTI events involving classic generators. Furthermore,
the measured frequency was inconsistent, varying according to the operating mode of the
wind turbines [10].

1.2 Component Models

This section summarises the most commonly used models for dynamic studies of power
systems. The review includes models for synchronous generators, transmission lines, loads,
and power electronics converters.

1.2.1 Synchronous Generators

Models of synchronous generators must accurately represent the mechanical and elec-
tromagnetic dynamics of the machine. This section provides an overview of synchronous
generator modelling. For more details, please refer to [53-56].

Prime Mover

Modelling a synchronous generator begins with the representation of the prime mover,
which includes the turbine and its speed-governing system. This system converts the
primary energy source into the mechanical power that acts on the generator shaft. A
typical turbine-governor model consists of three main components: (i) a speed governor
that detects the rotor speed (or frequency) and generates a command for the valve or
wicket gate, (ii) a servo mechanism that drives the flow-controlling element, and (iii) one
or more turbine stages that translate the admitted fluid into torque.

The turbine-governor model is usually represented as a block diagram. In this model,
the governor introduces a steady-state droop R, along with time constants ranging from
0.1to 0.5 s, while the turbine stages add extra delays whose magnitudes depend on the
energy source [55]. In multi-mass shaft systems, the turbine stages are often modelled as
separate inertias that are elastically coupled to the generator, allowing for the analysis of
torsional modes [54].

The output from the prime mover model is a time-varying mechanical torque, denoted
as T,,. This mechanical torque, together with the electrical torque 7,, can be used to
formulate the equation of motion for the generator, as will be demonstrated next.

Swing Equation

The motion of the machine rotor is described based on the angular position & of the rotor
relative to the synchronous reference frame. The relationship between the mechanical
torque T,, and the electromagnetic torque 7, determines the angular position of the
rotor. When there is an imbalance between these torques, the rotor experiences either
acceleration or deceleration. This change in motion is governed by the swing equation [4],
which can be expressed as follows:

2H d*8 Kp d§

7—2:Tm—Te——D—, (1
y dt wy dt

where H is the inertia constant, Kp represents the damping factor and @y denotes the
rated electrical speed of the rotor.
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Electromagnetic Dynamics

The electrical torque T,, which appears alongside the mechanical torque 7,,, in Equation
(1), originates from the electromagnetic model of the synchronous generator. This model
employs the dg-frame to represent three-phase electromagnetic quantities through the
use of the Park transformation. Details regarding the Park transformation can be found in
Appendix B.

In the dg-frame, there are two defined axes: the direct axis (d-axis), which is aligned
with the field windings, and the quadrature axis (g-axis), which is positioned at a right angle
(90°) to the d-axis, in line with the rotor [56]. This representation offers several advantages,
which have contributed to its popularity. First, under steady-state conditions, the currents
and fluxes in both the stator and rotor maintain constant values, behaving similarly to
DC quantities. Second, the d- and g-axis circuits can be decoupled, enabling independent
analysis of each circuit.

The d-axis model features two terminals: one for the armature winding and the other for
the field winding. The direct axis can be represented in varying degrees of complexity [56]:

e Field circuit f: this is the simplest representation, which considers that the only
current path in the d-axis is the flux linkage within the armature windings and field
windings. This model is regarded as a first-order representation.

e Field circuit f and one damper circuit 1d: this is the most common representation,
which expands on the previous model by incorporating not only the field winding
but also an additional damper circuit 1d that accounts for the effects of the damper
windings. As a result, this model is categorised as a second-order representation.
Figure 2 illustrates the corresponding circuit diagram.
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Figure 2: Circuit diagram for second-order d-axis representation [56].

e Field circuit f and two damper circuits 1d and 2d: in this third-order model, the field
winding and two damper windings are considered.

In the d-axis models discussed earlier, there is an internal voltage source labelled e,
which corresponds to the field voltage. In simplified generator models, it can be assumed
that the field voltage remains constant. However, more detailed models must account for
the effects of the Automatic Voltage Regulator (AVR). The AVR regulates the field voltage
based on the difference between the machine’s measured terminal voltage and a fixed
reference. It uses this error signal to adjust the field voltage; for instance, it increases the
voltage whenever the terminal voltage begins to dip and decreases it when the terminal
voltage rises, thereby maintaining the desired generator terminal voltage [55].

Because the AVR can lower the damping of rotor-angle oscillations, modern excitation
systems typically include a Power System Stabilizer (PSS). This supplementary controller
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extracts the rotor speed and feeds it through additional control blocks as a stabilising
signal into the AVR. By adding an extra voltage component that is in phase with the
generator speed, the PSS introduces damping torque, which helps stabilise small-signal
oscillations [54].

Subsequently, models for representing the g-axis will be addressed. Similar to the d-axis,
the representation of g-axis dynamics can vary in complexity. It is typically depicted as a
circuit with a single terminal. The following variations exist:

e One damper circuit 1g: in this first-order model, a single damper circuit 1¢, which
corresponds to the amortisseur winding, is considered for the quadrature axis, as
shown in Figure 3.

L,

o
Figure 3: Circuit diagram for first-order q-axis representation [56].

e Two damper circuits 1q and 2q: for this model, two damper circuits are taken into
account. The first corresponds to the amortisseur winding 1¢, while the second, 2g¢,
represents the eddy currents in the rotor, making it a second-order model. Figure 4
illustrates the circuit diagram for this model.

L
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Figure 4: Circuit diagram for second-order g-axis representation [56].

Synchronous machine models are typically named to indicate the order of their d- and
g-axis representations, using the notation NN for the d-axis and M for the g-axis. This is
typically presented in the format “Model N.M” [56]. The selection of appropriate models
depends on the specific studies being conducted as well as the rotor structure of the
synchronous machine.

1.2.2 Transmission Lines
Transmission line models can be classified into two main categories: lumped-parameter

models and distributed-parameter models. These models differ in detail based on the
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length of the transmission line and the desired level of accuracy. This section will provide a
brief overview of the most commonly used models.

Lumped-Parameter Short Line Model

The short line model consists of a lumped parameter circuit that represents the total line
resistance and reactance, obtained by multiplying the per-phase per unit length resistance
R and inductance L by the total length [ of the line. For lines shorter than 80 km, the line
capacitance can be neglected without introducing significant approximation errors [57].
Figure 5 illustrates this model. The total line impedance Z is defined as follows:

Z=(R+ joL)l. 2)

Z

°—4\/\/\/—W\—*’

O O
Figure 5: Short line model [57].

Lumped-Parameter Medium Line Model

Lines with lengths between 80 km and 250 km are considered medium-length lines. In this
case, arecommended model consists of a lumped parameter circuit similar to that of short
transmission lines. However, the effect of charging currents becomes significant and must
be represented by a shunt admittance [57]. Half of the shunt capacitance is represented
at each end of the line, as illustrated in Figure 6. The admittance value is obtained by
multiplying the per-phase per unit length shunt conductance G and shunt capacitance C
by the total length [ of the line. This configuration is known as the nominal = model. The
total line impedance Z is defined by the same expression as given in Equation (2) for short
transmission line impedance, and the total line admittance is calculated as follows:

Y = (G+ joC)l. (3)
Z
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Figure 6: Medium line model [57].

Lumped-Parameter Long Line Model
For transmission lines longer than 250 km, it is important to consider that the line param-
eters are distributed uniformly along the line rather than being lumped [57]. Assuming
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a transmission line of length [ with a per unit series impedance R + jwL and a per unit
shunt admittance G+ j@C, it is possible to define a complex constant y, known as the line
propagation constant and calculated as follows:

y=0a+jB =+/(R+joL)(G+ joC), (4)

where « is the attenuation constant and f3 is the phase constant.

A lumped parameter circuit can be derived to account for the effects of parameter
distribution, yielding accurate results that align with the measurements taken at the ends
of the transmission line [58]. This circuit is referred to as the equivalent T model, as shown
in Figure 7.
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Figure 7: Long line model [57].

The total series line impedance Z’ and shunt admittance Y’ can be expressed in terms
of the impedance Z and admittance Y of the medium transmission line, as well as the
previously defined propagation constant y. A comprehensive demonstration of how to
derive these equations can be found in [57]. This results in the following expressions:

inh
7 _ SN yl’ (5)
Y
, tanh%l
Y=y —7r=. (6)
2

Distributed-Parameter Model

When studying transmission line transients, it may be necessary to use more detailed
models than those previously presented. This section discusses the fundamental mathe-
matical modelling required to derive distributed models of transmission lines. To simplify
the analysis, a lossless transmission line is considered.

Consider a section of length Ax along a transmission line, as illustrated in Figure 8. In
this segment, the distance from the line element to the sending end is represented by x.
The relationships that describe the voltage u and the current i along the transmission line
are expressed by partial differential equations as follows [58]:

du ) di
di du
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Figure 8: Section of distributed line model [58].

When both Equations (7) and (8) are divided by Ax, and the constants R and G are set
to zero, assuming the line is lossless, the following expressions are obtained:

u i

P _LE’ (9)
di u

Finally, combining Equations (9) and (10) leads to an expression known as the travelling
wave equation. This expression is represented as:
1 0%2u J%u
LC du ot
The solution to the travelling wave equation can be expressed as a voltage u = f(x—vt).
This voltage u represents a wave travelling in the positive direction of x at a speed v [58].
The speed is given by the following expression:
1 (12)
V= —.
vLC
When the voltage u is applied at the sending end of the transmission line, it travels
toward the receiving end, where it may be partially reflected. When the reflected wave
reaches the sending end, it can also be partially reflected again. This series of wave reflec-
tions in the transmission line leads to the occurrence of transients.

1.2.3 Loads

To describe how electrical loads behave in the grid, engineers typically use two complemen-
tary types of load models: static and dynamic. Static load models represent the relationship
between active and reactive power consumed by a load as an algebraic function of the
voltage and frequency across the load. In contrast, dynamic load models utilise differential
equations to describe the relationships between power, voltage and frequency at the load.

Static Load Models

Static load models are used to represent loads that present time-invariant and near-
instantaneous changes in power demand when there is a variation in voltage or frequency
at the connecting bus. As previously mentioned, these models represent the dependence
between active P and reactive Q powers as a function of the voltage U and frequency f as
follows:

P=fp(U,f) (13)
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0= folU,f) (14)

where fp and fj are algebraic time-independent functions.

Static load models are primarily used to represent resistive loads, residential loads,
and other types of loads that do not significantly involve induction motors or electrical
drives. These models are mainly utilised for power flow and voltage stability studies [59].
Depending on the form of the functions fp and fp, the model can be classified as an
exponential, polynomial, linear, comprehensive, induction motor, and power-electronic
interfaced load model.

The exponential load model, for example, is one of the most frequently utilised static
load models [59] and is represented by the non-linear Equations (15) and (16):

Kpu kp
@) ()

U kqu f kg
o-0.(3) " (%)

where P, and Q, represent, respectively, the nominal active and reactive powers drawn by
the load, kpy, kg, kpr and k,; are the exponents that describe the load’s response.

The dependency of the power with respect to the frequency is often neglected because
variations in voltage are more common and more significant than changes in frequency. As
a result, the model can be simplified to:

Kpu

P=P, <ll]]> (17)
kqu

0-0.() (1)

The exponents k,, and k,, represent the sensitivity of active and reactive power to
voltage changes. When these exponents are set to O, 1, or 2, the model behaves according to
constant power, constant current, or constant impedance characteristics, respectively [54].

Another widely used static model is the polynomial load model, often referred to as the
ZIP model. This model includes three load components: constant impedance (Z), constant
current (1), and constant power (P). Mathematically, it can be expressed as:

U2 U |
D1 (Un> +pz<Un>+pz (19)
U\2 U ] 20)
q1 in +q2 in +4q3

where the parameters p; and ¢; represent the contribution of the constant impedance load,
p2 and ¢ represent the participation of the constant current load and p3 and g3 represent
the proportion of the constant power load. The participation of each load component
ranges from O to 1 p.u., and the sum of all three components must equal 1 p.u.

P=P,

0=0,
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Dynamic Load Models

Dynamic load models share a similar general mathematical representation with static
models; however, the functions that describe power consumption also vary with time. This
can be expressed as:

P=fp(U, f1) (21)
0= fo(U,f1) (22)

where fp and fp are time-dependent functions.

Dynamic load models are primarily used to represent loads that involve a significant
number of induction motors and electrical drives. These loads can be categorised into
several types, including exponential loads, induction motors, transfer function-based in-
duction motors, composite loads, distribution loads, bulk power bus loads, and distributed
energy storage system loads. For further details, refer to [59].

1.2.4 Converters

There are several topologies available for power converters, but this section will focus
specifically on the modelling of VSCs for the sake of brevity. VSC technology is based on self-
commutating switches, typically Insulated Gate Bipolar Transistors (IGBTs). By employing
Pulse Width Modulation (PWM) techniques, it is possible to control the firing pulses sent to
the switching devices which in turn generates a controlled AC waveform at the converter’s
terminals. This waveform comprises a sinusoidal component at the fundamental frequency
along with harmonics that are multiples of the switching frequency [60]. VSCs come
in various topologies, generally classified based on the number of voltage levels they
incorporate: two-level, three-level, and multi-level converters.

Figure 9 illustrates a single phase of a two-level converter that uses IGBTs. As the name
implies, this converter can produce only two distinct voltage levels at its terminals. One
advantage of this topology is the reduced number of switching elements required. However,
it is essential for the DC capacitor to be sufficiently large to maintain a constant DC voltage,
and IGBTs must withstand significant voltage differentials [60].

Building upon the two-level VSC, researchers developed a three-level diode-clamped
converter. This design is capable of producing three different voltage levels, which helps
lower the switching frequency of the IGBTs and reduces the voltage differentials during
switching.

Continuing the trend of enhancing VSC performance by increasing the number of
voltage levels, the Modular Multilevel Converter (MMC) topology was introduced as an
alternative. The MMC generates a relatively high number of voltage levels, resulting in a
synthesised voltage waveform with fewer harmonics, a reduced need for filtering, and a
lower switching frequency per device [61]. The MMC, illustrated in Figure 10 for a single
phase, features a scalable topology composed of submodules that can assume different
structures. The most common configurations are the full bridge and the half bridge, also
shown in Figure 10.

After examining the most common VSC topologies, the next step is to explore how
to model their behaviour. The VSC models used for dynamic studies can be categorised
into two main types: switching models and average models. Switching models can either
represent the switches individually or in an aggregated form. These models require smaller
solution time steps because they need to effectively capture fast-switching phenomena.
On the other hand, average models focus on the low-frequency behaviour of the converter,
omitting the high-frequency switching details. They simplify a discrete and discontinuous
model into a continuous one by averaging the state variables of the converter or the
waveforms at the converter terminals that result from the switching elements [62].
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Figure 9: Two-level VSC topology [60].

Full Discrete Switching Model

Each switching device is represented individually in this model. The IGBTs are modelled as
ideal controlled switches, while the diodes are treated as nonlinear resistances. This model
requires the full converter control to be included, as the firing pulses are input to the IGBTs.
A drawback of this approach is that it may not be suitable for real-time simulation due to
its complexity, which can become prohibitive [63]. For instance, when modelling a MMC,
the large number of switches in this topology leads to significant computational demands.
A half-bridge converter with 200 submodules, for example, contains 4800 IGBTs and 4800
diodes. Therefore, this model is primarily recommended for validating simplified models
or analysing abnormal behaviour in the converter [64].

Switchable Resistance Model

This model is similar to the previous one. However, the IGBTs and diodes are represented
as resistances with two different values: a low value when the device is closed and a high
value when it is open. This model still has a high computational cost due to the number of
elements to be represented. Similar to the previous model, this model is primarily suited
for validating simplified models or analysing abnormal behaviour in the converter [64].

Average Switching Model

In this model, the switching behaviour is averaged in the time domain. One practical appli-
cation of this model is in representing MMCs, as these devices contain a large number of
switches. By reducing the number of switches, simulation efficiency can be significantly
improved [63]. This model is developed by representing the MMC arm by a detailed equiva-
lent circuit, which drastically reduces the number of elements that need to be represented.
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Figure 10: Multi-level MMC-based VSC topology [60].

The equivalent circuit is illustrated in Figure 11, where the values of R; and R, depend on
the switching state of the submodules. Due to this significant reduction in the number of
elements represented, models using detailed equivalent circuits are particularly suitable
for simulating HVDC grids and can be implemented in real-time simulation platforms [64].

Averaged Value Model

Average-value models can use larger time steps, as they do not need to represent fast-
switching events explicitly. Instead, these models replicate the average response of the
converter switches using controlled sources and switching functions. The most detailed
type of average model incorporates the harmonic content of the switching elements into
the AC waveform produced by the controlled voltage source [64]. On the AC side, controlled
voltage sources connect directly to the grid. On the DC side, current sources represent
current injections from the grid [65]. This model is illustrated in Figure 12.

Simplified Averaged Value Model

This model is similar to the previous average value model but preserves only the funda-
mental component of the voltage in the controlled voltage sources, omitting the effects
of switching [64]. By using the averaged model, the control scheme can be simplified by
excluding the inner current control dynamics. Consequently, the output current signals
from outer control loops are injected directly into the grid via current sources.
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Figure 11: Detailed equivalent circuit representing an MMC arm [64].
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Figure 12: Averaged value model of a VSC.

1.3 Modelling Frameworks and Simulation Tools

When disturbances occur in the power system, system variables experience variations,
known as transients, resulting from the energy exchange among components, which can
be predominantly electromechanical or electromagnetic [66]. Electromagnetic transients
result from the interaction between the magnetic fields of inductive elements and the
electric fields of capacitive elements. In contrast, electromechanical transients are related
to the interaction between the mechanical energy stored in the rotating machine parts
and the electrical energy stored in the network.

The timeframes for different types of transients vary significantly. Electromagnetic
transients are associated with faster phenomena and shorter time constants, whereas
electromechanical transients exhibit slower response times and larger time constants.
Figure 13 illustrates the various oscillation phenomena in power systems along with their
corresponding timescales.

This distinction between electromagnetic and electromechanical transients naturally
creates a corresponding separation in the modelling frameworks and tools utilised for
studying each transient type. Historically, two distinct types of programs and their corre-
sponding modelling frameworks were developed to analyse each transient category: EMT
programs for electromagnetic transients and RMS programs for electromechanical tran-
sients. To better understand the limitations of each type of simulation tool, it is important
to clarify how EMT and RMS programs model power system components.

1.3.1 Electromagnetic Transient Programs

The advent of digital computers motivated the creation of methods for digitally simulating
electromagnetic transients, which largely replaced earlier techniques like the Transient
Network Analyser that used scaled-down analogue models for power system simulation
[66]. In the 1960s, H. W. Dommel devised a technique that employed difference equations
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Figure 13: Timescale for power system phenomena [66].

to solve the differential and algebraic equations representing power systems. This approach
was incorporated into a program for the digital simulation of electromagnetic transients,
known as the Electromagnetic Transients Program (EMTP).

In EMT, variables are represented by real signals, and power system components, in-
cluding the network, are modelled using a set of differential-algebraic equations. These
equations are solved to determine the instantaneous values of the variables. By using ap-
propriate models, it is possible to obtain an accurate response over a wide frequency range.
The solution implemented in EMT programs involves converting continuous power system
differential equations into discrete algebraic equations, known as difference equations [67].
Discretisation of the differential equations that relate voltage and current produces a conve-
nient discrete-time equivalent circuit composed of an equivalent resistance in parallel with
a current source. This process is accomplished using numerical integration methods and it
is essential because computers can only perform calculations at discrete time intervals.

Numerical Integration Methods

Numerical integration allows for the determination of an approximation to the definite
integral of a function f(¢). This approximation corresponds to the area under the curve
f(z) over the interval [r — At,¢] as illustrated in Figure 14. The process of discretisation
can introduce errors, causing the numerical solution to differ from the continuous-time
solution. Additionally, the choice of numerical integration method affects the performance
and stability of the solution [67]. Two commonly used integration methods in EMT programs
will be discussed: the trapezoidal rule of integration and the backward Euler method.

The backward Euler method approximates the integral using the area of the rectangle
EBDC. In mathematical terms,

/tt f(t)dt = f(t)Ar. (23)

—At

In the case of the trapezoidal integration rule, the function f () is approximated for
the interval [r — At,7] by the straight line segment AB. Therefore, the integral corresponds

33



o

v

=
|

2
]
]
1
1
1
1
1
1
1
1
1
I
I
I
I
]
I
I
1
1
1
I
I
I
I
I
I
I
I
I
I
I

N

~

t— At
Figure 14: Numerical integration.

to the area of the trapezoid ABCD, which is expressed as:

[ s0a =310+ - a). (29

Example: Modelling of Circuit Components

By applying integration methods to the differential equations associated with circuit com-
ponents, it is possible to derive the corresponding discrete-time equivalent circuits that
form the basis for digital simulations. Note that numerical integration methods can also
be employed to discretise equations that involve differentiation. To accomplish this, both
sides of the equation are integrated, resulting in an expression containing only integration
operations. The numerical integration method is then applied to this expression. Therefore,
it can be said that integration methods, despite their name, function as either integrators
or differentiators, depending on the original relationship between the variables in the
differential equation.

In the remainder of this section, the trapezoidal integration method will be used to
illustrate how to obtain the difference equations representing the resistor, capacitor, and
inductor. Starting with the resistor, the relationship between its current iy, and the voltage
Uy, across its terminals is given by:

Ukm (t) = Rikm(t)~ (25)

Since Equation (25) is already presented in algebraic form, there is no need to apply an
integration method, and the resistor’s representation remains unchanged.
For the capacitor, the following relationship holds:

dukm(t) .

dt (26)

ikm(t) =C

By integrating both sides of Equation (26) over the interval [r — Az,7] and applying the
trapezoidal method, it is possible to obtain the following result:

(1) = - tkn(0) + It~ 1), (27)
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where

At
Rr= — 28
C 2C7 ( )
2C .
Ic(t—Ar) = —A—tukm(t—Ar) — I (t — At). (29)

As shown in Figure 15, the capacitor is modelled using a resistance R¢ in parallel with a
current source Ic.

lﬂ(t) c @(t)
ukm(t)T —o) ”km(t)T Rc ¥, le(t—Ar)
(a) °

(b)

Figure 15: The (a) capacitor and (b) its discrete equivalent.

The procedure for the inductor is identical. The relationship between voltage and
current is expressed by the equation:

dikm (t)
dr

By integrating both sides of Equation (30) over the interval [r — Az, ] and utilising the
trapezoidal integration method, the following expression is obtained:

ukm(t) =L

(30)

1
i (1) = —— g (1) + 1. (t — A1), (31)

Ry

where
Ry = 2L (32)
L= At )
At )

I(t—Ar) = iukm(t—At)+zkm(t—At). (33)

Like the capacitor, the inductor is represented by a discrete equivalent circuit featuring
a resistor Ry in parallel with a current source I, as shown in Figure 16.

n e
ukm(t)T L Ukm (t) T Ry ‘ IL(t - At)
(a) °

(b)

Figure 16: The (a) inductor and (b) its discrete equivalent.
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1.3.2 Transient Stability Programs

Unlike EMT programs, which represent variables as real signals, transient stability programs,
often referred to as RMS programs, use complex numbers through phasor-based modelling
to represent these variables. This approach decreases the computational effort needed in
simulations and is commonly employed in stability studies of large power systems.

A key factor in achieving this is the approximation of system variables, including volt-
ages, currents, and electromagnetic fluxes by quasi-stationary phasors. This technique
assumes that network signals experience only slight frequency variations around the nom-
inal frequency. By filtering out the nominal frequency component, it becomes possible
to focus solely on the frequency deviations. These deviations represent the envelope of
the original signal as illustrated in Figure 17, and they typically have a significantly lower
frequency compared to the original signal. Consequently, this influences the maximum
step size At that can be used in simulations, which is determined by the maximum
frequency f.q.x present in a signal. The relationship is calculated according to the Nyquist
criterion [68]:

Aty = ——. (34)

Electromagnetic Electromechanical
transients transients
—>
Microseconds Miliseconds Seconds Time

Figure 17: Comparison between instantaneous and phasor variables [69].

In addition to the previously mentioned assumption, RMS simulations typically focus
on a narrower frequency range of interest, enabling the use of simplified models for
power system components and allowing for larger calculation time steps. Both of these
simplifications help reduce computational effort. However, this assumption is only valid
when studies are confined to slow dynamic phenomena and may not apply to various
stability issues that can arise with converters.

Phasor Representation

A phasor serves as a representation of a sinusoidal signal using complex numbers [70].
For example, consider the sinusoidal voltage u(¢), which has magnitude U,,, an angular
frequency of w and a phase of ¢ expressed as follows:

u(t) = Uycos(ot + 9). (35)
Using Euler’s identity, it is possible to rewrite u(¢) in terms of a complex number:

u(t) = Re{Uy,e/®+9)}. (36)
This last expression is equivalent to:

u(t) = Re{Ue/*'}, (37)
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where U denotes the phasor representation of the sinusoidal signal u(t), given by:
U="U,e’. (38)

For a steady-state signal u(z), the magnitude U,, and phase ¢ remain constant. In
contrast, for a quasi-steady-state signal, both magnitude and phasors may change, but only
slightly. Thus, the phasor associated with this signal can be viewed as a quasi-stationary
phasor.

Example: Modelling of Circuit Components
This section demonstrates how basic circuit components are modelled in RMS. It derives the
fundamental equations that represent the resistor, capacitor, and inductor, emphasising the
key assumption behind RMS modelling, namely, that the phasors remain quasi-stationary.
Starting with the resistor, its characteristic equation can be represented with instanta-
neous signals as follows:
u(t) = Ri(t). (39)

Using the phasor definition from Equation (37), Equation (39) can be rewritten in phasor
form: _ '
Re{Ue/®} = Re{RIe/“'}. (40)

Since Re is a linear operator, the expression can be simplified to a form that involves
only complex phasors:
U=RL (41)

The phasor equation representing the resistor is derived without requiring any special
assumptions. A similar relationship can also be established for the capacitor. Consider the
characteristic equation that relates current and voltage in a capacitor:

_du(t)

i) =C= > (42)

Using the phasor definition from Equation (37), the derivative term can be developed
to produce the following expression:

I:C%U—i-jwoCU. (43)
The right-hand side of Equation (43) consists of two terms. Under the assumption that
the phasor represents a steady-state signal, the first term simplifies to dU/dt = 0, because
both the magnitude and phase of the phasor remain constant. A similar simplification
can be applied when the magnitude and phase experience only slight variations. In this
scenario, the derivative term can be neglected as an approximation, that is, dU/dt = 0.
This is known as the quasi-stationary assumption, which was introduced earlier. It applies
to signals whose frequency does not significantly deviate from the nominal value, such as in
low-oscillation phenomena [71]. By applying the quasi-stationary assumption to Equation
(43), the following expression is obtained:

I=joCU. (44)

Similar procedures can be applied to derive the characteristic phasor equation that
defines the behaviour of an inductor, leading to:

U= jaylLl. (45)
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The equations developed for the circuit components using the quasi-stationary phasor
assumption are algebraic. These equations can only describe the steady-state behaviour of
the components at nominal frequency. However, outside of this frequency range, inaccura-
cies may arise, which might or might not be acceptable.

1.3.3 Framework Comparison and Discussion

The choice of both the model and the modelling framework can significantly impact the
accuracy of simulation results. As previously discussed, EMT and RMS modelling frame-
works use distinct solution methods, adopt different typical time steps, and establish the
underlying modelling assumptions. Table 4 outlines the key differences between the EMT
and RMS approaches.

Table 4: Comparison between EMT and RMS frameworks [72, 73].

Electromagnetic transient

T ~ .I-
programs ransient stability programs

Instantaneous values of
variables are calculated by
solving the differential
equations

Variables are represented by

phasors and sometimes only

solved for positive sequence
values

Solution method

Variables do not deviate

Assumptions
Frequency range
of accuracy

Simulation time
step

Generator
modelling

Network
modelling

Converter
modelling

Commercial tools

No implicit assumptions

Wide frequency range,
depending on choice of models

Microseconds

Differential equations

Differential equations

Model with individual switches
or averaged model. Fast
controls < 100 ms included

PSCAD, EMTP-RV, RSCAD, ATP,
PowerFactory

significantly from nominal
frequency

Only accurate around nominal
frequency

A few milliseconds

Algebraic equations for stator
windings

Steady-state network
equations

Averaged model. Only slower
controls included > 10 ms

PowerFactory, PSS/E, Eurostag

To clarify these differences, examples will be provided to illustrate the various simplifi-
cations and assumptions involved in developing power system component models in RMS.
Specifically, the focus will be on two cases: the modelling of synchronous generators and
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power electronic converters.

Example 1: Generator Modelling in RMS

The generator models used in RMS simulations are based on the principles discussed in
Section 1.2.1, but they incorporate certain assumptions that are typically valid in transient
stability studies to simplify and speed up calculations. Two primary simplifications can be
identified. The first simplification relates to the representation of stator dynamics. As these
dynamics are considered relatively fast, the derivatives of the stator flux and current can
be neglected. Furthermore, it is assumed that the impact of speed variations on the stator
voltage equations is negligible. This assumption arises from the fact that the speed of the
machine remains nearly constant during a disturbance, allowing it to be treated as equal
to the synchronous speed [74].

The stator electrical equations in the dg-frame are represented as follows [56]:

d .
€ = EV’d — Y, 0 —Ryiy, (46)

d .
g = EWL]"' Yy O _Ralq; (47)

where y; and y, denote the flux linkages, iy and i, represent the stator currents, R, is
the armature resistance and @; is the rotor speed.

Applying the previously mentioned simplifications to Equations (46)-(47) involves
considering the terms dy; /dt ~ 0 and dy, /dt ~ 0 and @, ~ 1. This results in the following
equations [75]:

eq = —VY;— Rylg, (48)

eq = Wq— Ryiy. (49)

Example 2: Converter Modelling in RMS

RMS simulations typically use averaged models to represent converters, focusing solely
on the fundamental frequency component [76]. In a phasor-based representation of an
averaged value VSC model, it is assumed that the equations on the AC side of the converter
are quasi-stationary phasor equations, thereby neglecting any derivative terms. Whether
or not this simplification is applied generally determines if the model is classified as RMS or
EMT. Additionally, there are two other simplifications related to converter controls that may
be present in RMS converter models. Following is an overview of the VSC simplifications:

e Representing AC side with quasi-stationary phasor equations: as previously men-
tioned, this approach implies that derivative terms are neglected, leading to a con-
version of differential equations into algebraic ones. This simplification aligns with
the typical algebraic representation of the network.

o Neglecting or simplifying inner current control: the time constant for current control
dynamics is typically shorter than the integration time steps used in RMS simulations.
To adapt the VSC model for larger integration time steps, it is common to neglect
the current control model and assume that the converter follows current references
almost instantaneously. Alternatively, the current control model can be replaced
with a time delay [77,78].

e Neglecting or simplifying the PLL: neglecting the PLL assumes that the converter is
perfectly synchronised with the grid and instantaneously tracks the Point of Common
Coupling (PCC) voltage. Alternatively, it can be implemented in place of a detailed
PLL model.
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Simplified models that rely on the assumption of quasi-stationary phasors can enhance
simulation speed and reduce modelling complexity. However, this assumption restricts the
range of phenomena that can be accurately observed. For many stability issues arising from
power electronic converters, this assumption may not hold true and may lead to inaccurate
results [3]. Therefore, it is important to carefully analyse new stability phenomena associ-
ated with these converters to determine if traditional RMS-based tools are appropriate. If
they are not suitable, more accurate models and tools, such as EMT programs, should be
employed.

1.3.4 Alternatives to Offline Simulations

The offline EMT and RMS simulation tools discussed previously are widely used in the
industry. They can produce accurate results, provided that the models employed ade-
quately represent all relevant behaviours of the system being studied. However, this strong
dependence on the models presents a significant limitation and poses a risk of inaccuracy.
Additionally, most of these tools do not operate in real time, meaning that simulating
just one second of real-time behaviour can take several seconds or even minutes. This
limitation restricts the scenarios where these tools can be effectively utilised [79]. In cases
where precise models are unavailable or the risk of generating inaccurate results could
lead to serious and costly consequences, alternative tools may be necessary.

Real-Time Simulations

Real-time simulation tools utilise high-performance parallel computation to simulate power

system models at near real-time speeds. This capability allows for interfacing the model

with external hardware devices in a setup known as Hardware-in-the-loop (HIL) simulation.

Several commercial tools provide this functionality, including the Real-Time Digital Simulator

(RTDS®) developed by RTDS Technologies and Real-Time Lab (RT-LAB) created by OPAL-RT.
Some applications of real-time simulations include:

e Testing Control and Protection Systems: The ability to interface hardware and soft-
ware is advantageous for evaluating the behaviour of devices, such as converter
controls or protection systems, before they are deployed in the field. In this con-
text, real-time simulations can closely replicate actual system conditions, providing
a more accurate representation of the device under test and its implications for
system stability. This methodology has the added benefit of allowing potential issues
to be identified and resolved in a testing environment, where making changes is less
complicated than in the actual operational environment.

e large-scale Integration of Renewables: Real-time simulations have been utilised to
conduct accurate integration studies for WF and PV projects. For instance, Hydro-
Québec employed the Hypersim real-time simulator to assess the integration of
25 wind power plants within a 643-bus model of the Québec power system. The
advantage of such a large-scale real-time model extends throughout the lifespan
of a project. It can be leveraged in the future to investigate the risks of interactions
between the wind farms and the network, as well as converter controls that may be
incorporated, possibly through actual hardware implementations of these devices
[80].

e Hybrid EMT-RMS Simulations: While large-scale real-time simulations using EMT are
beneficial, they require significant computational power, which may not always be
available. An alternative approach involves hybrid simulations that combine both
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EMT and RMS models, allowing for reduced computational demands. Figure 18 shows
a hybrid simulation setup where a detailed representation of the wind park and HVDC
system under study is implemented in RTDS®, while the majority of the remaining
power system is modelled using RMS. This approach effectively decreases the overall
computational power needed.

CB R

Interface board
Internal system running in RTDS External system running in TSAT
Figure 18: Hybrid RTDS® /RMS simulation setup for wind and HVDC studies [81].

Replicas

Offline EMT models are commonly used for system studies, but they have certain limitations.
Onsite updates to controls and protection systems for projects involving power electronic
devices may not always be accurately reflected in the offline EMT model. As a result,
over the course of a project’s lifetime, the model can diverge from the actual system,
which compromises the accuracy of system studies that rely on it. Furthermore, the real
control and protection systems implemented onsite are often highly complex. To speed up
simulations, EMT models may omit certain details present in the actual system, potentially
leading to incorrect results.

To address these limitations, real-time simulators have been utilised alongside replicas
of control and protection systems for high-fidelity grid simulation. This approach aims to
reduce the risks associated with the deployment and operation of new projects. There
are two types of control replicas: (a) full replicas, which are exact copies of the installed
control panels and include redundancy and auxiliary systems, and (b) study replicas, which
replicate the functionality of the actual controls but are significantly less expensive because
they lack redundancy and auxiliary systems [82].

Due to the advantages of using replicas and the stability risks associated with power
electronic-based devices, system operators around the world have shown interest in ac-
quiring replicas for new projects to incorporate them into their studies. For example, in
New Zealand, the HVDC Pole 3 project utilised RTDS® simulations in off-site tests to verify
the performance of control and protection systems with a non-redundant set of actual
controls [83]. This setup was also intended for future grid studies involving the HVDC link.
In Scotland, the National HVDC Centre installed control replicas for the multi-terminal
Caithness-Moray HVDC project [82]. Among other benefits, the availability of these replicas
enabled the testing of whether converters from different vendors could operate as part of
a single HVDC network while still protecting the intellectual property of each vendor. In
France, the transmission system operator RTE created the SMARTE laboratory in 2011 for
real-time simulations to address the challenges associated with modelling and simulating
the increasing number of power electronic devices in the grid [9]. As of 2018, this laboratory
contained nine replicas of SVC and HVDC projects. A notable instance of a study where
these replicas were used occurred during the analysis of a harmonic instability event involv-
ing the INELFE HVDC link in 2015. The behaviour during the event could not be reproduced
using the EMT models provided by the manufacturer [9]. Oscillations were detected only
when replicas were employed in a HIL setup, as illustrated in Figure 19.

Although replicas have gained popularity in HVDC projects, they are also utilised for
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Figure 19: Simulation results using replicas to reproduce the 2015 INELFE HVDC link incident [9].

200

WMW /WMN HJWh Uw “’W

other types of power electronic devices within the grid. For example, the Korean system
operator obtained a control replica of a thyristor-controlled series compensator (TCSC),
and their experience is detailed in [84]. Similarly, the transmission operator FURNAS in
Brazil describes their experience in [85] regarding the installation of a control replica for
an SVC project and development of system studies based on it. Some of the benefits of
using control replicas are:

o Network Integration: Replicas can be utilised alongside detailed models of the net-
work and other surrounding power electronic devices to conduct system-wide in-
teraction studies. However, the supplier may not perform this detailed integration
study and might rely on simplified AC network models [82].

e Operation: Replicas provide system operators with an accurate model that can be
trusted to deliver reliable results for future testing and studies. This reliability is
particularly important given that the grid is continuously evolving and the risk of
unexpected interactions is increasing with the addition of more power electronic
devices.

e Commissioning Tests: Replicas enable system operators to offer support during the
commissioning process. This includes conducting tests prior to onsite commissioning
to anticipate expected behaviour and provide recommendations.

e Operator Training: Replicas can be employed for training control room operators,
allowing for hands-on experience where operators can interact with a real-time
simulation and immediately observe the effect of their actions. This enhances their
confidence and practical knowledge.

1.4 Model Order Reduction

Recent stability issues arising from the integration of power electronic converters into
the grid have led to several challenges regarding the models and modelling frameworks
necessary for accurately assessing stability risks. Key questions include: how should the
system be modelled to effectively represent these new issues? Additionally, how should
the modelling of traditional stability categories, namely rotor-angle, voltage, and frequency
stability, be revised to properly account for the behaviour of converters?

To address these questions, Model Order Reduction (MOR) emerges as a valuable
technique for determining the appropriate level of detail required in models for different
types of studies. It offers systematic methods to simplify high-dimensional models while
preserving their essential dynamic characteristics, leading to significant improvements
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in computational efficiency. By focusing on the most relevant aspects of the system and
eliminating or simplifying components that are not crucial to the study, MOR methods
manage to reduce computational costs while maintaining the accuracy necessary for
simulating the phenomena of interest. The accuracy of the results depends on careful
selection of which system components should be represented by detailed models.

MOR methods can be classified into two main categories: Singular Value Decomposi-
tion (SVD)-based and Krylov-subspace-based approaches [86]. The SVD-based methods
originated from the singular value decomposition operation defined in Appendix D. The
singular values are then used to determine how to find a reduced-order approximation for
a model. This method can ensure that the approximation error remains within an upper
bound. However, its main disadvantage is the computational complexity, which can be
prohibitive [87]. Krylov-subspace methods, on the other hand, are based on the moment
matching of the impulse response of a system [86]. However, the approximation error is
not guaranteed to be bound.

The remainder of this section will provide an overview of the applications of MOR in
power systems.

Control Design

When designing control systems and evaluating their impact on the surrounding power
system, it can be advantageous to use a reduced-order model to speed up simulations and
allow for efficient evaluation of the system'’s response to control parameter changes.

An example of effort in this direction is a parametric MOR method proposed in [88],
which can preserve selected parameters in the reduced-order model. The method con-
sists of selecting device parameters to be preserved in the reduced-order model. Thus, it
facilitates tasks such as control design because the reduced model does not need to be
recalculated whenever the parameters change. The method divides the system into an
internal system containing all the selected parameters and an external system that is re-
duced using an implementation of the balanced truncation method. The paper successfully
demonstrated the method for preserving the parameters of PSSs.

Similarly, in [89], the authors propose a model reduction technique based on cross-
Gramians to achieve the online tuning of PSSs to reduce inter-area oscillations. A reduced
model reduces the time and computational effort to perform online PSS tuning.

System Identification

Typical model reduction techniques require the availability of a full-order model to which
the method is applied to obtain a simplified model. System identification techniques,
however, allow the derivation of a reduced model based on measurements or simulation
data obtained from black-box models.

An example of such use is provided in [90], where the authors propose a system
identification and model reduction framework based on the Loewner matrix that can be
applied to available frequency response data. Another system identification method is
proposed [91] to obtain reduced-order models from Phasor Measurement Unit (PMU)
measurements while preserving the identity of selected buses from the full-order model.

Synchronous Generator Coherency

Coherence of a synchronous generator is a property whereby two or more generators
present the same or a very similar rotor angle response to a disturbance. This allows
the grouping of several generators, resulting in model simplifications. Coherency-based
reduction methods have long been popular among power utilities [92].
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For example, in [93], the authors present a model reduction technique that leverages the
relationship between generator synchrony and the lack of observability and controllability
of states associated with the generators. The method allows for the reduction of the order
of a model based on the synchrony of generators with respect to a selected mode.

Another instance of such an application is highlighted in [94], where the authors propose
a method for identifying generator coherency linked to slow oscillatory modes, which is
subsequently applied in dynamic model reduction. This method is based on the normalised
cuts approach used for graph segmentation.

Large-Scale Simulations

Numerous model reduction techniques aim to enhance the computational speed of large-
scale simulations, particularly in time-domain applications. One widely used method is
modal truncation, which applies exclusively to linear systems. This technique reduces the
system’s order by decomposing the original system into modal components and discarding
certain modes. A critical step in this process is deciding which modes to retain and which to
remove. Various strategies exist for this selection, including analysing the time constants as-
sociated with each mode. For example, modes with rapid time constants can be eliminated,
resulting in a system that focuses primarily on slower dynamics. The concept of model
reduction through modal decomposition using participation factors was first introduced
in [95].

Another technique that targets the physical interpretability of reduced models, inspired
by the balanced truncation method, uses the projection of the Hankel Singular Values
(HSVs) to measure the importance of the original state variables in the system’s input-
output behaviour. Additionally, a method has been developed that goes beyond offline
models. This model reduction technique, based on measurement data, retains the physical
interpretability of key selected parameters [96].

In scenarios where a power system can be divided into a detailed study area and an
external area requiring a simplified model, structured model reduction becomes particularly
relevant. In [97], a structured model reduction that preserves the network topology is
proposed. This approach extends the balanced truncation method by dividing the system
into subsystems. In this method, the subsystem that retains the network structure remains
unchanged, while the others are individually reduced. Another technique, introduced
by [92], employs coherent clustering balanced truncation. This approach partitions the
entire system into three areas: a study area, a buffer area, and an external area. The buffer
and external areas are subsequently divided into clusters, with each cluster undergoing
reduction through balanced truncation.

Some MOR methods have been specifically developed for converter-dominated sys-
tems. For instance, in [98], a model reduction strategy is presented that relies on state
residualisation. This method identifies connections between states and modes, facilitating
the creation of a reduced model by eliminating groups of states, while minimising the
error. However, this technique is not automatic, meaning that identifying closely coupled
eigenvalues and states can be a manual and time-consuming task, especially in large sys-
tems. Another example is a strategy for deriving reduced-order models for Multi-Terminal
DC (MTDC) grids proposed in [99]. This method employs an Interactive Rational Krylov
algorithm, applied individually to each wind farm connected to the MTDC grid in the study
area. However, this study does not address other grid configurations.

Lastly, most MOR methods rely on reducing the order of the system by neglecting
certain state variables and excluding them from the state-space equations. An alternative
approach to achieving computational efficiency is to approximate the system matrix with a
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sparser matrix as proposed in [100]. Since matrix sparsity impacts the speed of calculations,
this leads to improved computational efficiency.

Summary

Given the numerous MOR methods that find application in power systems, Table 5 sum-
marises those that can be used to guide decisions on the modelling details necessary for
an accurate assessment of different aspects of power system stability.

Table 5: Comparison of selected model reduction methods in power systems.

Method Advantages Disadvantages

Requires manual selection
of relevant modes

Simple, widely used, clear
physical interpretation

Modal truncation based on
participation factors [95]

No guarantee of stability
preservation

Clear state ranking, retains
interpretability

State importance ranking
via HSV projection [101]

Maintains physical

Subsystem-based
structure-preserving
balanced truncation [97]

Data-Driven Reduction
preserving physical
parameters [96]

State residualisation based
on state-mode
associations [98]

Krylov subspace method
for MTDC grid
components [99]

meaning of study area,
preserving network
structure

Strong physical
interpretability, practical
for parameter sensitivity

Preserves physical
interpretability

Efficient for MTDC grids,
tailored to specific
applications

Requires dividing the
system into study and
external areas

Limited by available data,
requires preselection of
modes

Requires manual
identification of groups of
coupled modes and states

Limited generalizability,
complex setup for diverse
systems

1.5 Conclusion

The increasing number of power-electronic converters has altered the dynamic behaviour
of power systems and introduced new challenges in stability assessment. One challenge
involves the emergence of new categories of stability issues and how to effectively model
them. Another challenge is determining how to accurately account for the dynamic be-
haviour of converters within the traditional stability categories, which include rotor angle,
voltage, and frequency stability. Addressing these questions requires a reevaluation of
existing modelling guidelines and stability analysis tools. Although efforts are underway to
tackle these issues, the selection of appropriate models and tools for various stability stud-
ies remains complex and uncertain. This complexity is expected to intensify in the future
due to the gradual phasing out of synchronous generators, the rise of converter-interfaced
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generation, and the increasing use of HVDC for interconnections.

The chapter began by examining the newly recognised stability categories in converter-
dominated power systems, specifically converter-driven stability and resonance stability.
It provided a review of different phenomena associated with these categories and pre-
sented examples of real-life instability events. The chapter then analysed the most widely
adopted models for generators, transmission lines, loads, and converters, emphasising the
assumptions and simplifications that impact accuracy in dynamic studies.

The chapter then reviewed the simulation tools currently used for stability assessment,
evaluating their capabilities and inherent limitations. It concluded by introducing MOR
techniques applied to power systems, highlighting their potential as tools for determining
the appropriate level of detail needed in models for various types of studies.

In Chapter 2, the fundamentals of model order reduction will be introduced, with par-
ticular focus on the balanced truncation method. This technique is essential for guiding
modelling simplifications in order to enhance computational efficiency without compro-
mising dynamic stability accuracy.
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2 Model Order Reduction through Balanced Truncation

This chapter introduces the fundamentals of model order reduction, with particular focus
on the balanced truncation method as a promising approach for addressing the challenges
associated with modelling and simulation of converter-dominated power systems. MOR
methods aim to reduce computational costs while maintaining accuracy in the simulation of
relevant phenomena by eliminating or simplifying parts of the system that are not essential
to the study at hand. The accuracy of the results depends on appropriately choosing which
system components should be represented using detailed models.

These techniques offer systematic approaches to simplify high-dimensional models
while preserving their essential dynamic characteristics, significantly improving compu-
tational efficiency. Among them, balanced truncation stands out as an established and
widely adopted method, providing a criterion for identifying and eliminating states with
minimal impact on system dynamics.

The chapter begins by introducing key concepts and foundational theory underlying
model order reduction. It then discusses the concepts of controllability, observability and
minimal realisation theory, which guide the development of exact reduced-order models.
The balanced truncation methodology is subsequently explained, and the chapter concludes
with a case study of a VSC system, demonstrating the method’s applicability while also
highlighting its limitations in providing practical modelling guidelines.

2.1 Introduction to Model Order Reduction

This section introduces the foundational theory underlying model order reduction. It starts
by addressing the fundamental question of how to mathematically represent a physical
system, specifically through the definition of state-space representation applicable to
Linear Time-Invariant (LTl) systems. Next, it discusses how to obtain the system’s response,
outlining essential concepts that will be referenced throughout the chapter. Finally, the
section concludes with a formal definition of model order reduction.

2.1.1 State-Space Representation of a Physical System

Consider a high-dimensional physical system with m inputs u(z) € R” and p outputs
y(t) € RP, as illustrated in Figure 20. In addition to these external variables, the system is
represented by 7 internal variables x(¢) € R”, known as states. The number of states in
the system reflects its dimensionality and characterises its complexity [102].

uj J1
—> —>
us y2
5 MIMO —
(x17'x27”' 7xn)
Um Yp
—>

Figure 20: Representation of a Multiple-Input Multiple-Output (MIMO) system showing system inputs
and outputs.

Assuming this system is LTI, the relationship among inputs, outputs, and states is gov-
erned by differential equations and can be represented in a generic form known as the
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state-space representation:
(1) = Ax(r) + Bu(), (50)
y(¢) = Cx(¢) +Du(r), (51)

where A € R™" B ¢ R"™ C € RP*" and D € R™ ™ gre the state-space matrices.

2.1.2 System Solution

The general solution of the state-space system represented by Equations (50) and (51) can
be defined through a few key concepts that will be introduced next. These concepts include
the state-transition matrix, the impulse-response matrix, and the transfer function matrix.

State-Transition Matrix

The state-transition matrix, denoted as ®(z,1) establishes a relationship between the
state x(fp) of a system at an initial time T = 7 to the state x(r) at a later time T =1. In the
absence of any input, this relationship can be expressed as:

x(1) = ®(z,10)x(to). (52)

More generally, assuming the system has the initial state x(7y) and is subject to an input
u(7), the state-transition matrix can be employed to derive the general solution of the
system states as follows:

x(t) = ®(1,10)x(10) + /, "®(1, 7)Bu(7)dx, (53)

where the first term represents the zero-input response, and the second term corresponds
to the zero-state response.
For time-invariant systems, the state-transition matrix can be expressed in terms of the
state matrix A as:
®(1,19) = AT, (54)

Impulse-Response Matrix

The result presented in Equation (53) illustrates how the system states can be determined at
any given time. Likewise, the general solution for the system output needs to be calculated.
To achieve this, the concept of the impulse-response matrix, represented as S(z,1), is
introduced. This matrix reflects the system'’s response when an impulse signal is applied to
each of its inputs. The impulse-response matrix can then be used, along with the state-
transition matrix discussed earlier, to compute the output response to a general input
through the convolution operation. This is achieved by substituting Equation (53) into
Equation (51) [103], resulting in:

y(0) = Co(1,10)x(10) + | 'S(t, 7)u(t)dv + Du(r). (55)

The impulse-response matrix can be calculated directly from the state space parameters
and the state-transition matrix [104], as follows:

Co(t,7)B, t>7
S(t,r):{o (t7) fep (56)

For time-invariant systems, and assuming that T = 0, the previous expression can be
further simplified as:
S(r) = CeA'B. (57)
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Transfer Function Matrix

The impulse response matrix serves as a clear representation of the relationship between
a system’s inputs and outputs in the time domain. To analyse this relationship in the
frequency domain, the transfer function matrix, denoted as H(s), is utilised. This transfer
function is derived from the Laplace transform of the state-space representation of the
system [105]. Mathematically, it can be defined as:

H(s) = C(sI—A)"'B+D. (58)

By employing these two formulations, it becomes possible to fully characterize the
system’s response in both the time and frequency domains. The results obtained will be
applied later in the analysis.

2.1.3 Formal Problem Definition

Given the high-dimensional state-space realisation of order n described by Equations (50)
and (51), the goal of model order reduction is to find an alternative representation of order
g such that ¢ < n [87]:

X(t) = Ax(t) + Bu(r), (59)

§(r) = Cx(t) + Du(r), (60)

where A € R7*4, B € R7*", C € RP*? and D € R™*" and y(¢) and §(r) are approximately
equal.

A reduced-order model is obtained by eliminating or simplifying parts of the system
that contribute the least to the system’s response while ensuring the results remain within
an acceptable error margin. To evaluate the accuracy of the results, it is common practice
to compare the full-order model transfer function matrix H(s) from Equation (58) with
the approximate transfer function matrix ﬁ(s) computed using the reduced order system
parameters and given by:

H(s) = C(sT—A)"'B+D. (61)

A reduced order model is assumed to be accurate when Equation (62) holds for an
acceptable value of error €:
|H(s) —H(s)|| < e. (62)

2.2 Theoretical Foundations: Controllability, Observability, and Realisa-
tion

In the previous section, model order reduction was introduced as the process of finding a
reduced-order representation of a system while ensuring that the error remains within
established limits. This section presents the key concepts of minimal realisation theory,
which allows for obtaining a reduced-order model without any errors by carefully selecting
an appropriate coordinate system for the states and eliminating any states that are neither
controllable nor observable, if such states exist.

2.2.1 Non-Uniqueness of State Selection

The concept of state is an abstract notion. A state does not necessarily represent a physical
quantity, and it is not necessarily measurable or observable. The system states can be
regarded as the information about the past history of the system, which is needed to
predict how the inputs will affect the system in the future [104]. In other words, knowing
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the states at ¢t = 1y and the inputs for ¢ > t; completely determines the future behaviour of
the system for t > o [106].

The values of the state variables in a state vector x(¢) = [xl Xy e xn] can be
understood as coordinates in a coordinate system. Consequently, it is possible to choose
many different coordinate systems, each leading to a unique state-space representation that
models the same physical system. In this context, each of these state-space representations
is referred to as a realisation of the system described by the impulse-response matrix S(z).

State space State space
A A
ol KT
State ! i I
x X3 {
"""""""""" ¢ !
: : 1
: 1
; I
v R ‘A )
X2
X1 /ol // X1
7/
J
(a) (b)

Figure 21: State space, showing a single state represented (a) in the original coordinates x and (b)
new coordinates X obtained using the transformation T.

Suppose a coordinate transformation T € R"*" is applied to the original state vector
x(t), yielding a new state vector X(¢) in the new coordinate system as illustrated in Figure
21. Mathematically, this is represented as:

x(r) =Tx(¢t) (63)

The state-space representation in the new coordinate system is obtained by substituting
x(t) from Equation (63) into Equations (50) and (51), and is given by:

X(t) = Ax(t) + Bu(z), (64)
¥(r) = Cx(r) +Du(7), (65)

where A=TAT !,B=TB,C=CT !, and D=D.

The new state-space representation (A, B, C, D) is algebraically equivalent to the origi-
nal representation (A, B, C,D), meaning that both systems are identical from the perspec-
tive of the input-output relationship. Indeed, starting from the transfer function matrix
of the new state-space representation and substituting the state-space matrices in the
original coordinate system,

H(s) =C(sI-A)"'B+D, (66)
H(s) = CT !(sI—-TAT !)"'TB +D, (67)
H(s) =C(sI-A)"'B+D, (68)
H(s) = H(s). (69)
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It is then shown that the transfer function matrices H(s) and H(s) are equivalent.
In other words, the input-output behaviour of the system is independent of the states’
coordinate system. If the system is initially represented by a set of states x(r), it is possible
to apply a change of coordinates to represent the states in a new coordinate system without
changing the input-output response.

2.2.2 Controllability

Suppose a transformation exists that, when applied to the state-space system represented
by Equations (50) and (51), divides the states into two groups, x! (¢) and x?(¢), with each
group of states forming a subsystem denoted by subsystem 1 and 2, respectively. This is
illustrated in Figure 22.

X1
—>
u = :
> .
—>
ﬁ Xny+1
e
2 s
Xn
>

Figure 22: Representation of a system containing a controllable and an uncontrollable group of
states [104].

Mathematically, the resulting state-space representation would be given by:

I T PO
v =[c! ¢ [i;m +Du(r). (71)

While the states x!(¢) in subsystem 1 are affected by both the inputs u(z) and the states
x2(t) in subsystem 2, the second subsystem is structured in such a way that its states x(z)
cannot be affected either by the inputs u(z) or by subsystem 1. Therefore, it is said that the
states xz(t) are uncontrollable and its dynamics will depend solely on the initial conditions
x2(0). I it is not possible to find such a transformation, the system (A, B, C, D) is said to
be completely controllable [104].

2.2.3 Observability
Similarly, suppose it is possible to find a transformation that divides the states into two
groups, x' (1) and x?(t), creating two subsystems as illustrated in Figure 23.

The resulting system would be represented in state-space form as:

B AR
v =[C' 0] [i;g;]—l—Du(I). (73)
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Figure 23: Representation of a system containing an observable and an unobservable group of
states [104].

While the states x! (¢) of subsystem 1 influence the outputs y(¢) and therefore can
be measured or observed from outside the system, the same is not true for system 2.
The states x?(¢) do not directly influence the outputs y(¢) and do not influence system 1.
Because changes in these states cannot be observed from outside the system, the states
x?(t) are said to be unobservable. If such a transformation does not exist, it is said that the
system (A, B, C,D) is completely observable [104].

2.2.4 Minimal Realisation

The previous definitions of controllability and observability can be used to define a canonical
structure for the state-space representation of the system (A, B,C,D). A transformation
exists [104] that divides the system states x(¢) into four mutually exclusive groups x =
(x4, x? x¢, xd). These groups define four different subsystems, namely:

Part (a): Completely controllable but unobservable;

Part (b): Completely controllable and completely observable;

Part (c): Uncontrollable and unobservable;

Part (d): Uncontrollable but completely observable.

The state-space matrices rearranged into the canonical structure are given by:

Ada Aab Adc Aad

S
0 0 0 A%
-
B— P(’)h , (75)
0
c=[0 Cc* o 9. (76)

Minimal realisation theory states that the impulse-response matrix of the system will
depend only on the parameters of the completely controllable and completely observable
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Part (b) of the system [104], that is,
S(t,7) = C*®" (1, 7)B?, (77)

where d>bb(n 7) is the state transition matrix corresponding to A”.

This result is significant because it demonstrates that the original system representation
(A,B,C,D) can be reduced to (A", B”, C*, D) while still accurately capturing the system’s
input-output behaviour. This reduction limits the number of states needed to describe
the system dynamics from x(¢) to x®(¢), thus reducing the order of the representation.
The reduced-order representation is a minimal order realisation of the system and is al-
gebraically equivalent to (A, B, C, D). Additionally, from another perspective, if a system
realisation is both controllable and observable and no transformation exists that sepa-
rates the states into uncontrollable or unobservable parts, then it qualifies as a minimal
realisation [105].

Figure 24 illustrates minimal realisation theory using a simple third-order system. The
system is initially represented by three state variables, x;, x, and x3, as shown in Figure 24
(a). In the same figure, it can be observed that among all possible states in the state space,
only a limited subset, highlighted in blue, is both controllable and observable. Furthermore,
this set of controllable and observable states lies on a plane, indicating that they can be
represented in two dimensions rather than the original three-dimensional representation.
Consequently, through an appropriate transformation that yields new state variables x; and
X», it is possible to reduce the state representation to a second-order system, as depicted
in Figure24 (b).

State space

X State space
: 4

—p Plane X2
——p Plane

Controllable and
observable states Controllable and
> observable states

X2

(b)
(a)

Figure 24: State space containing a set of controllable and observable states represented in (a) third-
order state space with coordinates x = [xl X x3] and (b) reduced second-order state space with
coordinatesX = [%]  %].

2.3 Balanced Truncation Method

The previous section defined the concepts of controllability and observability, highlighting
that the number of controllable and observable states within a system is influenced by the
choice of coordinate system. These concepts were treated as discrete properties, meaning
a state is either controllable and observable or it is not. The insights gained from this
analysis enabled an exact model reduction based on minimal realisation theory.

This section shifts the focus to controllability and observability as quantifiable proper-
ties. This perspective enables not only the determination of whether a state is controllable
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or observable but also the measurement of its degree of controllability and observability
along a continuum. To begin, the concepts of input-to-state and state-to-output maps will
be introduced, followed by the derivation of the Gramians, which serve as metrics for mea-
suring controllability and observability. A geometrical interpretation of these properties
will also be provided. Finally, the section will present the balanced truncation method,
which generates an approximate realisation of a model within a specified error bound.

2.3.1 Impulse-Response Matrix and its Decomposition

To quantify the controllability and observability, the first step is to decompose the system'’s
impulse-response matrix S(r), which characterises its input-output behaviour into two
parts: an input-to-state map X(¢) and a state-to-output map Y (¢) as shown in Figure 25. It
is considered that the input u(¢) = 8(¢) causes the state x(z) while the initial conditions
x(0) cause the output y(z) = Y(7)x(0) [86].

Impulse response matrix

S(t)
! v
Input space State space Output space
X Controllable
. 2 Y2
input
uj Observable
x| subspace
V1
X3
| ) | )
Input-to-state map State-to-output map
X(1) Y(1)

Figure 25: Diagram showing impulse response matrix decomposition for a system with 2 inputs, 2
outputs, and 3 state variables.

For this purpose, consider the modified model of the system originally described by
Equations (50) and (51). To facilitate the analysis, it is assumed that D = 0. Additionally, a
test input vector d(z) is included in the state equation to help verify the observability of
the system, leading to the following representation:

X(r) = Ax(r) +Bu(r) +d(r), (78)
y(t) = Cx(¢). (79)

The main goal of the following development is to use a test signal, which is chosen
as the impulse function &(¢), to characterise the controllable and observable subspaces.
Based on this information, it will be possible to determine the minimal realisation of the
system. Note that other scalar functions, such as the unit step, could have been selected
as test signals [107].

Suppose a sequence of impulses is applied as an input u(z) = 8(¢) and the respective
state responses are measured as indicated in Figure 26. It is proved in [107] that the set
X(#) of all functions corresponding to the state responses, also known as input-to-state
map, is given by:

X(t) = eMB. (80)
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Using this test system, it is possible to determine the controllable subspace X, which
consists of all possible state responses of the model to the input test signals. In mathematical
terms, X, is determined as the subspace of least dimension that contains the image of
X(2).

Measure state

d(r) =0 response
+
— B it [dt C |—o
Apply test
signals A

Figure 26: Signal injection test for characterizing the controllable subspace [107].

Similarly, suppose a sequence of impulses is applied to the test point indicated in Figure
27 suchthatd(r) = 8(¢). The set Y(¢) of all output responses to the test signals, also known
as state-to-output map, is given by:

Y(r) = Cerl. (81)

Based on this test, it is possible to determine the observable subspace X, which is
defined as the subspace of least dimension containing the image of Y*(z).

Apply test signals Measure
output response

§ T

uit)=0 — B 50 [dt C |—o

A

Figure 27: Signal injection test for characterizing the observable subspace [107].

2.3.2 Controllability and Observability Gramians
The input-to-state X () and state-to-output Y(¢) maps can be used to characterise and
quantify the controllability and observability of a system by utilising a new operation
introduced in this section.

Let F(¢) be a piecewise continuous map R — R"*™_F(r) can be regarded as a set of n
signals, where each signal is represented by a vector involving m variables as follows:

Foy=1 . |, (82)



where fi(t) = [f1(r) f2(t) --- f™(t)] is a row vector of functions corresponding to
the i-th signal.

An operation known as Gramian and denoted by W? can be defined for F(t) over the
time interval [t1,,]. Mathematically, this is represented as [107]:

w2 — / R () (1)dr. (83)

|

Substituting Equation (82) into (83), the Gramian definition can be expanded and
rewritten in matrix form as:

(f(0),81(0) (£ (), £2(0) - (£0),£(0))

,  |E@OL0) E0).P0) - E0).00)
wi= |m . T (84)

E000) L0 - E0.0(0)

where (fi(¢),£/ (1)) is the inner product of the vectors f(¢) and f/(¢).
The matrix e_Ieme_nts where i = j in Equation (84) carry a special relevance since the
inner product (f'(z),f'(¢)) denotes the energy of the signal f'(z) and it is defined as:

E = (£(1),£(1)) = / ") . (85)

Thus, the total energy in the signal set F(¢) over the interval [f1,#,] can be calculated
by summing up all the elements in the diagonal of the Gramian W2 as illustrated in Figure
28. Mathematically, this corresponds to:

15 1
/ *F ()| 2dr = tr( ’ F(t)F*(t)dt) , (86)
n I
where tr(-) represents the trace operation, consisting of the sum of all elements on the
main diagonal of a square matrix.
fl 4
{1 (0), @) (). F0) h I
E0.00) (Ee.L0)| £

W2 =

1

~Vv

Figure 28: Relationship between Gramian matrix entries of a signal set F(t) = [f1(1) £2(1)] " and
the signal energy.

It is possible to define the concepts of controllability and observability Gramians by
applying the Gramian definition from Equation (83) to the input-to-state X(¢) and state-to-
output Y(7) maps, respectively [86]. Mathematically, the controllability Gramian P can be
calculated from the input-to-state map X(z) over the time interval [t;,1,] as:

P=Y X)X(t)" = / ? BB A s, (87)
t

n
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Similarly, the observability Gramian Q is calculated from the state-to-output map Y (¢)
over the time interval [t],1,] as:

Q=Y Y(1)'Y(r) = / " ATC oA g (88)

5l

If the Gramians are calculated over the interval [0, o), they are termed infinite Gramians
and denoted by P., and Q... In practice, for stable systems, instead of directly solving the
integrals in Equations (87) and (88), the Gramians can be calculated by solving a set of two
equations known as the Lyapunov equations that are written as follows [86]:

AP +PA"+BB" =0, (89)
A"Q+ QA+ C'C=0. (90)

The system is said to be controllable or observable at every 1) in [t1,1,] if the respective
Gramians are nonsingular and therefore invertible [108]. In addition to that, it is possible
to quantify how controllable or observable a state is by measuring, respectively, the energy
necessary to drive a state to a value or the energy obtained from the states in the output.
The controllability Gramian P is associated with the minimal input energy £, required to
take the states from 0 to x within an amount of time given by ¢ [86]. Mathematically, it is
computed as:

E(x,1) =x"P x. (91)

A high value of &, indicates that the state is not easily controllable, as it requires more
energy to change its value. The minimum energy needed depends on two factors. The first
is the target state that must be reached; states that are further away require more energy
to reach, and certain directions in the state space may be more challenging to control than
others. The second factor influencing the minimum energy is the time ¢ at which the target
state must be reached. This time dependence is implicit in Equation (91) and is related to
the controllability Gramian P. One consequence of this relationship is that a larger set of
states can be reached with the same input energy if more time is available, as illustrated in
Figure 29. Conversely, reaching a state faster requires more energy.

State space State space
X1 X1

gc(X,tl) <1 gc(X, t2) <1

> >

X2 X2
Figure 29: Controllable subspace ellipsoids showing states that are reachable by a unit norm input
fort =ty andt = t,, with t, > t; [109].

Similarly, the observability Gramian Q indicates the maximum amount of energy &,
obtained from the output caused by the initial condition of a state [86]. The higher the
value of &€,, the more observable a state is. The relationship is given by:

E2(x,1) =x"Ox. (92)
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2.3.3 Geometrical Interpretation of Controllability and Observability

The previous discussion emphasised that certain directions within the state space may
be more controllable or observable than others. This concept can be further explored
by recognising that states with the same level of controllability or observability form an
ellipsoid in the state space. The characterisation of this ellipsoid illustrates which directions
in the state space are more controllable or observable.

Controllability Characterisation

Considering the input-to-state map X(r), the image of the unit sphere under this map will
provide the set of all points in the state space reachable from the zero-state condition by
an input of unit norm. The image of this linear map in the state space will have the form of
an ellipsoid as shown in Figure 30 (a), and it represents the set S, (o) of all the states that
can be reached with a unit energy input in infinite time [110]. Mathematically,

Se(e0) = {x e R:; x*P'x < 1}. (93)

Similar ellipsoids can be obtained, considering the input is applied only for a finite time
interval. Since a unit norm input can reach all the states on the ellipsoid’s surface, they
can be considered equally controllable. However, due to the form of the ellipsoid, some
points in the surface representing states will be closer to the origin. This indicates that
some directions are more easily reachable than others [111].

The axes of the ellipsoid are determined by applying eigendecomposition to the con-
trollability Gramian and determining its eigenvalues. More information about the eigen-
decomposition can be found in Appendix C. Let A1, 4,,--- , A, be the eigenvalues of the
controllability Gramian P and v, vy, - - - , v, its eigenvectors. Based on this transformation,
the k-th semi-axis of the controllability ellipsoid is given by \//Tkvk [110]. Therefore, the
eigenvalues A; and eigenvectors v, are said to represent the spatial distribution of the
energy in the input-to-state map X(¢) as illustrated in Figure 30 (a).

Observability Characterisation

A similar analysis can be made considering the state-to-output map Y(¢). The set S, (<) of
initial states that result over an infinite time in a unit energy output is given by [110]:

So(e0) ={x e R"; x"Ox < 1}. (94)

Let &1, &, -+, &, be the eigenvalues of the observability Gramian @ and wy,wa, -+, w,
its eigenvectors. Then the k-th semi-axis of the observability ellipsoid is given by (1/\/§7k)wk
[110] as illustrated in Figure 30 (b). The directions where the axis is further from the origin
represent weekly observable states since a larger state value is needed to produce the
same unitary output. This is opposite to the controllability ellipsoid, where the major axis
represents strongly controllable states.

2.3.4 Method Description

The controllability and observability Gramians measure how controllable or observable a
state is. However, if a state is found to be poorly controllable or observable, no conclusion
can be made regarding its contribution to the system’s input-output behaviour. This is
because a state with low controllability might be highly observable or vice versa. A sys-
tem where the states have different levels of controllability and observability that do not
necessarily match is called unbalanced. This situation is illustrated in Figure 31.
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Figure 30: State space containing ellipsoids representing (a) a controllable and (b) an observable
subspace with axes characterised by their eigenvalues and eigenvectors.
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Figure 31: Controllable and observable subspaces for an unbalanced system [105].

The balanced truncation method transforms the state space representation into a
balanced system by finding a coordinate transformation T}, such that:

xp = TpX, (95)

where xj, is the state vector within the balanced coordinate system, and x indicates the
state vector in the original coordinate system.

In the balanced coordinate system, the Gramians are diagonal and equal to the Hankel
matrix £2. Additionally, their diagonal elements represent singular values oy, referred to as
the Hankel Singular Values (HSVs) [112]. This relationship can be expressed as follows:

Py = Qp = L? = diag(oy). (96)
This establishes a direct one-to-one correspondence between the HSV and the states in

the balanced realisation. For brevity, details on computing T}, are not included, but further
information can be found in [86].

Assuming D = 0 for simplicity, the state-space representation from Equations (50) and
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(51) can now be realised as:

Xp (1) = Apxp(?) + Bpu(?), (97)
y(t) = Coxp(t), (98)

where Ay, = TbATbil, By, =TyBand Cy, = CTbil.

This balanced realisation can be divided into two interconnected subsystems by rear-
ranging the state variables x, such that the singular values of X are non-increasing, that is,
o] > 0y > ... > 0, > 0. Mathematically,

)= Az [t + ] o
v =[G € [ﬁiléﬂ ' (100)

An approximation of the system can be obtained based on the fact that the Hankel
matrix £2 is nearly singular; that is, some of the HSVs are approximately zero. Since system
order is determined by the number of nonzero singular values of the Hankel matrix [107],
an approximate lower-order model is obtained by truncating the portion of the system
associated with small HSVs.

2.4 Case Study: Voltage Source Converter

This section demonstrates the use of the balanced truncation method to develop reduced-
order models for a VSC converter connected to a grid equivalent. The subsequent subsec-
tions will cover the model, its implementation, and the results achieved.

2.4.1 Model Description

The case study consists of a 10! order VSC model connected to an equivalent AC network
and a constant DC source. Figure 32 illustrates the modelled system. An averaged-value
model is used for the VSC according to details provided in [64]. This model represents the
converter’s AC and DC sides as controlled voltage and current sources at nominal frequency,
neglecting the switching harmonics and lower-level controls. It is suitable for representing
both two- and three-level VSCs as well as MMCs. The control system consists of active
and reactive power controls; decoupled AC current control implemented in dg reference
frame including voltage feed-forward filters; and an o 3-PLL implemented according to [113].
Figure 33 summarises the control structure. A detailed mathematical description of each
component of the system follows.

Rgrid Lgrid Ryse Lysc

Figure 32: Diagram illustrating the VSC model connected to the AC network.
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Figure 33: Diagram illustrating the VSC control system.

Grid Equivalent
The network is represented by a grid equivalent consisting of a voltage source U,,;; behind
an impedance Zg,jq = Rgiq + j®Lg,iq. To facilitate studies involving the impact of the grid
strength, the grid impedance is expressed as a function of the desired SCR and X /R ratio.
This is achieved by first defining the SCR as the ratio between the short circuit power S,
and the nominal power S, of the installed converter, expressed as:
Sse
SCR=—=. (101)
Sn
In the previous equation, the short circuit power can be calculated as a function of the
grid nominal voltage U,,i; and impedance magnitude |Z,4| as:
2
Ssc _ Ugrid .
|Zgrid|

(102)
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Finally, substituting Equation (102) into (101), the grid impedance magnitude \Zg,[d| and
angle 6 can be calculated as functions of the SCR and X /R ratio as follows:

U2.,

Zorid| = =22 103

| gr1d| SCR-S,,’ ( )
X .

6 = arctan g”d>. (104)
grid

AC Side Dynamics
The dynamics of the AC side, which includes the grid equivalent and the converter AC
equations, are represented by a set of three equations describing the behaviour of each
phase in the abc reference frame, shown below in vector notation:

drebe

UZ?-C - U?,ff == RV‘YCIZEC + Lvsc 7; (105)

where U is a vector representing the AC-side controlled voltage source, UZ’;‘C’ is the

voltage at the PCC, Ifj’f.” is the AC current and R, and L, are the equivalent converter
resistance and inductance, respectively.

To simplify the design of the converter controls, it is beneficial to express these equations
in the dq0 reference frame, which converts sinusoidal voltages and currents into constant
values. For reference, Appendix B provides an overview of the various transformations.
This conversion is achieved in two phases [114]. Initially, Equation (105) is transformed into

the oy reference frame, yielding:

dief?
Ugcﬁy - Ugcﬁcy = Rvsclgcﬁy + Lyge .

7 (106)

Since this work focuses exclusively on balanced systems, the term 7y is omitted. Next,
the expression is converted from the a8 to the dg frame by applying a rotation to each
variable. The relationship governing the rotation of a variable x at a rotation speed w is as
follows:

x%B — ydapion (107)

Substituting Equation (107) into (106) results in the following expression describing the
dynamics of the AC side in the dg frame:

dq

drgd
U4 — 0%, = Rysc12 + Ly d—;‘f + jOLys 1%, (108)

Ué) T is the AC-side controlled voltage source, Ui‘c’c = [Ugcc Upec| T
is the voltage vector at the PCC, 1;’3 = [I;’C Igc} T is the AC current and R, and L, are
the equivalent converter resistance and inductance, respectively.

Note that when the o3 terms are rotated into dg terms this leads to a cross-coupling
between d and g axis due to the imaginary term j@L,.. This cross-coupling effect needs
to be accounted for when designing the AC current control, as will be demonstrated later.

where U4 — [ud

ac

Converter DC Side
The converter’s DC side is represented by a current source, with its value derived from the
power balance equation. This equation assumes power is transferred between the AC and
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DC sides without any losses. Therefore, the total power produced or consumed by the AC
side source U, is equal to the power output from the DC source Uy,. This relationship can
be expressed as:

Poe = Re{UacI;c} =Ugelyc = Pye- (109)

The value of the DC current source is then obtained by isolating the DC current in
Equation (109) as follows:
_ Ul + Udelie

(110)
Udc

Idc

AC Current Control

A control system must be designed to adjust the AC currents based on a reference value
derived from the active and reactive power controls. This control is based on Equation
(108), which represents the dynamics of the AC side. It is implemented using a Proportional
and Integral (P1) controller in the dg-frame, as illustrated in Figure 33. The key equations
that describe the control loop are as follows:

K

Uadc* — ([(i* _ Igémeas) <Kp,id —+ ;1d> + Ugcc +Igém€asmew7 (111)
K4 .

gt = 152 - 150) Ky + 20 4 Ug ~ Lo (12

where K, 4, K}, i, are the controllers’ proportional gains and K; ;; and K; ;, are their integral
gains.

Phase-Locked Loop
To ensure that the control system operates correctly, it is essential to estimate the voltage
angle at the PCC. This can be achieved by using a Phase-Locked Loop (PLL). For this case
study, the a3-PLL is selected and implemented according to the specifications outlined
in [113,115], as illustrated in Figure 33.

The input for the PI controller is determined based on an approximation that forms
the basis of the working principle of the a3-PLL. This approximation is mathematically
expressed as:

Sin(egrid - 01711) ~ Sin(egrid) Cos(epll) - Sin(epll) COS(eg”'d), (113)
where 0,4 is the grid voltage angle and 6, is the grid angle measured by the PLL.

Using this approximation, the grid frequency measured by the PLL, denoted as @, in
rad /s, can be formulated as:

Kipi\ .
COpll = (Kp,pll + l;p ) Sln(egrid - epl/)a (114)

where K, ,;; and K; ,;; are the proportional and integral terms of the Pl controller, respec-
tively.
Once the measured frequency w,;; is computed, the measured grid angle 6, can be

derived as:
Wpi1

N

Opi = (115)
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Voltage Feed-Forward Filter
Equation (108) illustrates the dynamics of the AC side, indicating that the AC bus voltages
UI‘,’CC and U}, are subtracted from the inner VSC-controlled voltages UZ. and Uy, respec-
tively. The current control system is designed to compensate for these AC bus voltages,
which are referred to in control theory as load disturbances. When a transient occurs in the
grid voltage, they are injected into the control system, impacting its dynamic performance.
To mitigate these effects, a feed-forward filter can be employed [116].

A first-order low-pass voltage-feedforward filter was used, where @y represents the
filter’s cutoff frequency. It can also be regarded as its bandwidth. The filter’s transfer
function G (s) is given by:

Gyr(s) = P (116)

Active and Reactive Power Control

Active and reactive power controls are derived from the instantaneous power equations in
the dq0 frame presented in Appendix B. These equations assume that the zero-sequence
components of the voltage are neglected; that is, UI‘,’L.C = U[(,)CC = 0. Consequently, the active
P and reactive Q power are expressed as:

3

P= 5U;,ICCI;’C, (17)
3 d q
Q = 7§Upcc1ac' (118)

The AC current components IC‘;’C and IZ. can be isolated from Equations (117) and (118)
to derive a control rule as follows:

y P
lie= — (119)
EUpcc
I, =—5 Q (120)
d
EUpcc

In order to avoid potential issues with measuring the PCC voltage Ul‘fm and feeding

it forward to the control loop, the nominal value U,‘f;ﬁ‘."m for the voltage is instead used.

Equations (119) and (120) then become:

P
14 = ER (121)
7Ud,nom
) pce
7 (122)
3 Ud,nom
5 pce
Finally, the main equations describing the active and reactive power controls are derived
as:
1 K;
lod = 53— (P — Pa®) (Kp,p + P) , (123)
7Ud,nom s
) pce
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1 K;
15 = —5—— Qi — 0  Kpo+ —2 ), (124)
d,nom S
EUpcc

where P;. and Q. are the active and reactive power references, respectively, P,7** and
074 are the measured active and reactive power, K, p, K, ¢ are the controllers’ propor-
tional gains and K; p and K; ¢ are their integral gains.

Modulation
The internal converter AC voltage UZZ is regulated using the modulation indexes m,; and
myg in the rotating dg frame [64]. This can be expressed as:

V3

Ufc=72 5 Vca (125)
V3

ac 2\@ dclg ( )

Thus, the control can be implemented by isolating the m, and m, in Equations (125)
and (126), yielding the reference modulation indexes m}; and m;:

242 dx

my = D2Vl (127)
\/§ Udc
222 UL

my = 2V2 Ui : (128)
\@ Udc

2.4.2 Model Implementation

The model introduced earlier serves as the full-order model for the analysis in this section. It
was implemented using MATLAB/Simulink, and a state-space representation was obtained
by linearising the system based on the chosen active and reactive power setpoints of
Pr. =0.9p.u.and Q;. = 0.2 p.u., respectively. Details regarding the parameters used in
the case study can be found in Table 6 for the VSC and grid equivalent. The control tuning
for the VSC is specified as a function of the response time t and the damping ratio {. For
more information on the tuning of each controller, refer to Appendix F.

2.4.3 Application of Balanced Truncation

The state-space model of the original full-order system consists of 10 state variables x, as
follows:

T
X=[yrra 19 L& O Yo Yig Yira Yo Yid Ypii] (129)

where y, and y, represent the states corresponding to the active and reactive power
controller integrators, y 4 and yss, are associated with the voltage feedforward states,
via and y;, are the states associated with the current control integrators, and 6,,;; and y ,;;
denote the states connected to the PLL.

The analysis begins with the original state-space realisation of the system, where the
controllability and observability Gramians are calculated using Equations (87) and (88). The
results are presented in Table 7, showing values rounded to two decimal places. Each row
of the table represents the controllability and observability associated with a state variable.
It is clear that some states exhibit high controllability while being poorly observable, and
vice versa. This indicates an imbalance in the system’s original state-space realisation, as
the states have varying levels of controllability and observability that do not align.
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Table 6: VSC case study reference parameters.

System Name Symbol Value
Rated apparent power Srated 1 GVA

DC bus voltage U 640 kv

AC bus voltage Upce 192 kv

VSC equivalent inductance L 82.70 mH

VSC equivalent resistance Ryse 1.03 Q

VSC Active/reactive power control time const. Tpg 100 ms
AC current control time constant Tidg 10 ms

AC current control damping ratio Gidq 0.7

PLL time constant Tpil 50 ms

PLL damping ratio -~ 0.7

Voltage feed-forward bandwidth Qff 3000 rad/s

Equivalent resistance Rgria 1.47Q

. . Equivalent inductance Loyiq 46.90 mH
Grid equivalent Short-circuit ratio SgCR 2.49
X/R ratio XR 10

According to the balanced truncation method, a balancing transformation T}, can
be derived to change the state space coordinates, ensuring that the Gramians become
balanced. By applying this transformation, the states are expressed in a new coordinate
system, denoted as x},. The transformation is achieved using Equation (95).

With the states now expressed in this new coordinate system, the state-space realisation
is reformulated according to Equations (97) and (98). The Gramians have been recalculated,
and the results are presented in Table 8. The first column of this table lists the states in
the new coordinate system. Unlike the states shown in Table 7, which are directly related
to different components of the converter and its controls, the states in Table 8 do not
correspond to specific components of the physical system. This difference occurs due to
the application of the balancing coordinate transformation. Additionally, the new state-
space realisation is balanced, as demonstrated by the fact that the controllability and
observability Gramians for each state have the same value. As mentioned earlier, these
values correspond to the HSVs.

Reduced order models can be obtained by first ranking the states in descending order
based on their corresponding HSV as shown in Table 8. States with higher HSV have more
impact on the system’s response. Consequently, reduced order models can be created by
eliminating the states with lower HSVs, which are found at the bottom rows of the table.
To demonstrate this method and validate the results, two reduced-order models have
been developed. The first is a second-order model that retains the first two states from
the balanced model realization:

Xlr)ed’l = [xl xz] (130)

The second model is a fourth-order model, which incorporates the first four states:

x;ed’zz[xl X2 X3 x4] (131)

The responses of the full model and the two derived reduced-order models are com-
pared, as shown in Figure 34. This figure displays the active power response of all models
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Table 7: Controllability and observability Gramians for the VSC state-space model in the original state
space coordinates.

State variables  Controllability Observability

X plkk) Q)
Yffd 0.00 225.78
I 67.10 0.00
12 116.92 0.00
6,11 115.72 0.01
o 2.41 0.07
Yig 5.92 0.00
Yffq 0.00 251.12
Y 18.11 0.05
Vid 1.46 0.00
Yl 0.00 0.00

Table 8: Controllability and observability Gramians for the VSC state-space model in the balanced
state space coordinates.

State variables  Controllability Observability

Xb «P(k,k) Q(k.k)
X1 1.25 1.25
X2 0.89 0.89
X3 0.32 0.32
X4 0.15 0.15
X5 0.10 0.10
X6 0.08 0.08
X7 0.06 0.06
Xg 0.03 0.03
X9 0.02 0.02
X10 0.01 0.01

to a step change of AP;. = 0.02 p.u. It is clear that the second-order model exhibits con-
siderable deviation from the full-order model, particularly during the initial response from
0.1 seconds to 0.3 seconds. In contrast, the fourth-order model demonstrates better per-
formance, especially at the beginning of the response.

It can be concluded that the system response can be reasonably approximated by a
model of order as low as four. From a computational standpoint, this approach is advan-
tageous as it simplifies the model complexity, leading to improved computational speed.
However, when it comes to gaining a better understanding of the system’s behaviour and
identifying which components influence the system'’s response, the method is not suitable.
This is because, after applying the balancing transformation, the state variables lose their
physical interpretation. Consequently, while the method may indicate that the first four
states [x1 X2 X3 x4] are the most relevant to the system dynamics, this information is
purely mathematical and lacks physical significance. It does not reveal which parts of the
VSC models are relevant.
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Figure 34: Time-domain response of the measured active power to a step in the active power reference
for full and reduced models.

2.5 Conclusion

This chapter provided a comprehensive overview of the fundamental concepts of model
order reduction, with a specific emphasis on the balanced truncation method. It began by
introducing the state-space representation for linear systems, emphasising that the choice
of a coordinate system for representing a system'’s internal states is arbitrary. The concepts
of controllability and observability were then presented, demonstrating how one can
achieve a minimal realisation of a system, that is, a representation with the lowest possible
order, by selecting a coordinate frame that maximises the number of uncontrollable or
unobservable states, which can then be neglected.

The chapter also introduced the controllability and observability Gramians as tools to
measure the controllability and observability of states across a continuum. This led to the
balanced truncation method, which identifies a balancing transformation such that, in the
newly defined coordinate system, the states exhibit equal controllability and observability.
The method then truncates states that contribute the least to the system’s overall response,
as illustrated by a case study of a VSC system.

It is important to note that implementing the balancing transformation results in state
variables that have only mathematical significance and are no longer directly related to the
physical system. This lack of association makes it difficult for power system experts to apply
these methods to understand which components and control models to use in practical
system studies. While this technique generally offers high computational efficiency and
scalability, aiming to achieve a near-optimal reduction in the number of states in the model,
the downside is that the results often become less intuitive and harder to interpret, as the
mathematical models lose their physical meaning.

Chapter 3 addresses these limitations by adapting the balanced truncation method and
introducing two novel MOR methods that can be used to determine the modelling details
required for converter-dominated systems, taking into account dynamics across various
time scales. The proposed methods aim to enhance the interpretability of results and facil-
itate direct model reduction, eliminating the need for a coordinate system transformation,
thereby preserving the relationship between the states and the physical system.
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3 Methodologies for Physics-Preserving Model Reduction

This chapter introduces two methodologies that aim to systematically address the challenge
of determining the appropriate level of modelling detail required for stability studies
in converter-dominated power systems. Traditional MOR techniques, while effective in
reducing complexity, often obscure the direct physical interpretation of states and system
components, making practical application challenging.

To overcome this limitation, two novel physics-preserving MOR methods are proposed,
which adapt the balanced truncation approach introduced in Chapter 2. Method 1, the Event-
Based Model Reduction, allows identifying states that significantly contribute to system
dynamics following specific disturbances, thus ensuring accurate simulations without
unnecessary computational complexity. Method 2, Model Reduction for Different Frequency
Ranges, extends this approach by evaluating the contribution of system states across
specific frequency intervals, enabling targeted and efficient model simplifications tailored
to particular dynamic phenomena. Both methods retain the physical meaning of states,
facilitating their direct integration into practical power system stability studies.

The chapter provides a detailed theoretical foundation for both methodologies, de-
scribes the algorithms used, and explains their physical interpretation. To illustrate the
effectiveness and applicability of these methods, the chapter concludes with a case study
that demonstrates the application of these techniques. Part of this chapter draws on the
findings published in II.

3.1 Method 1: Event-Based Model Reduction

Method 1 for model order reduction offers a technique to create generic reduced models
based on how the system responds to an event. These models are chosen according to the
degree of each state’s impact on the overall response, focusing on the frequency range that
is most significantly excited by the event. Figure 35 demonstrates the method. Subsequent
sections will outline the essential mathematical background and the development of the
model reduction algorithm.

y System response
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Inputs and []
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Approximate
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r

Figure 35: Diagram illustrating the application of Method 1for model order reduction.
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3.1.1 Controllability and Observability Operators
The main idea behind the proposed method is to leverage the concepts of controllability
and observability to quantify the importance of a state to the system’s response. This
approach, however, does not require a coordinate transformation, which distinguishes
it from the balanced truncation method presented in Chapter 2. This section introduces
the concepts of controllability and observability operators, which are fundamental to the
development of the proposed MOR approach. These operators establish a relationship
between inputs, initial conditions, and outputs.

Consider the system represented in state-space by the Equations (50) and (51). For
simplicity, assume the system has only one input and one output and is, therefore, a
Single-Input Single-Output (SISO) system described by:

x(t) = Ax(¢) + Bu(z), (132)
y(t) = Cx(t) +Du(t), (133)

where A € R"" B € R C € R1*" and D € R'*! are the state-space matrices.

Controllability Operator
Let u(¢) be an input applied to this system during the time interval t € (—eo,0]. The value
x¢ of the states at the instant = 0 can be calculated using the controllability operator ¥,
as follows:

xo = Peu(t), (134)

where ¥, = [¢() ¢@ ... ¢ ] is a column vector and ‘P§k> represents the controllability

operator associated with the k-th state.
Furthermore, the controllability operator ¥, : L,(—e,0] — R" can be defined in rela-
tion to the input and the state space matrices as follows [105]:

T

0
ur—>/ e_ATBu(’L')d’L'. (135)

This operator can be understood as a mapping that translates inputs defined in the
past (r < 0) to the initial condition x¢ at r = 0.

Observability Operator
Next, let y(¢) be the output of the system resulting from the initial condition x¢ over the
interval t € [0,00). The output is determined using the observability operator ¥, as follows:

y(t) = ¥oxo, (136)
where ¥, = [w() @ ..y ]is a row vector and Y is the observability operator associ-
ated with the k-th state.

Additionally, the observability operator ¥, : R” — L,[0, ) is computed from the initial
conditions and the state space matrices using the following expression [105]:

(137)

CeAxy, for t>0
X0 — .
0. otherwise

This operator maps the initial condition xq to the output of the system for ¢ > 0, when
no input is applied.
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Finally, an important consequence of these operators is that they can be derived from
the respective controllability and observability Gramians defined in Equations (87) and
(88). This is achieved as follows:

P=Y.Y, (138)
Q=Y,¥%,. (139)

Hankel Operator

The controllability operator maps a past input to the initial state, while the observability
operator relates the initial state to the output. By combining these two operators, it is
possible to define an operator that maps a past input to a future output [105] as illustrated
in Figure 36. This combination is known as the Hankel operator, denoted as I', and it
enables the analysis of the system’s input-output behaviour. Mathematically,

I'g=%,%.. (140)

I'c
u € Ly(—oo,0] > y € L[0,)

¥, ¥,

xgp € R”

Figure 36: Relationship between the controllability and observability operators and the Hankel
operator [105].

3.1.2 Approximation of the System’s Response
The Hankel operator, defined in the previous section by means of the controllability and
observability operators, is used to relate a system’s input «(z) to its output y(¢) as follows:

y(t) = ¥oWPeu(t). (141)

Equation (141) can be developed by expanding the vectors representing the operators,
making the components of the operators associated with each state explicit. This expression
highlights the contributions of the system'’s state variables:

y(t) = [wMe) pw@e® W], (142)

where ‘ng>‘P£k> represents the product between the observability and controllability oper-
ators associated with the k-th state.

Equation (142) shows that the system output can be broken down into n components,
each linked to a state variable as illustrated in Figure 37. The output component corre-
sponding to the k-th state variable is described by ‘P((,k)\PE.k)u(t). Additionally, the impact of

each component on the overall output differs based on the product value \Pf,")wﬁ"ﬁ with
higher values leading to a larger contribution to the total output. Consequently, the system
input-output behaviour can be decomposed among the state variables, making it possible
to identify and evaluate the contribution of each individual state.
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Figure 37: Example of a second-order system showing the decomposition of the outputs into the
components associated with each state.

Assuming the state vector is arranged in descending value of the term ‘P,(,k)‘PEk), itis

possible to reduce the order of the system from n to r with r < n by eliminating n — r
states denoted by x(" 1) x(r+2) _ x(") The output $(¢) of the reduced model is obtained
from Equation (142) by removing the components associated with the states that are being
eliminated, resulting in:

3() = [ L w@e® e ). (143)

3.1.3 Calculation of the Approximation Error

The approximation error incurred by reducing the model order can be defined as the
difference between the outputs of the full and reduced-order models. It is quantified using
the L, norm as follows:

i wOpby, )
k=r+1

ly =79l = (144)

2

Based on the submultiplicative and triangle inequality properties, Equation (144) can
be rewritten as:

=5l < ¥ 1L 1Y o fu()]o- (145)
k=r+1

In order to develop the right-side term of Equation (145), the controllability H‘ng) |2 and

observability ||‘P(()k) |l norms associated with the k-th state must be calculated. To achieve
that, the definition of the H.. norm of bounded operators [117] is used. More information
on Hardy spaces is found in Appendix E. The norm is defined as follows:

[@leo = sup{|xllz = [x]l2 = 1}, (146)

where ® is a bounded operator and ® € H.. and x € H,.
Let the ‘ng) be the component of the observability operator associated with the k-th

state variable. Using the H.. norm from Equation (146), it is possible to write an expression
representing the norm of the k-th component of the observability operator. This results in:

S |eo = sup{ 155512 < | = 1) (147)
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The term in the right-side of Equation (147) can be expanded into:
x5 = % wmpl 0, (148)

Using the result from Equation (148) and knowing that \xo |=1— x(() ) = = =+1, the right
side term from Equation (147) is evaluated as:

[EZAEVA T (149)

Similarly, let ‘P£k> be the component of the controllability operator associated with the

k-th state variable. It follows from Equation (146) that:
I o = sup{ ¥ ull2 + Jullo = 1} (150)

To evaluate the right-side term of Equation (150), it is useful to leverage the fact that
the following two sets are equal [105, 111]:

{Wou:u€ly(—,0] and |u|, <1}, (151)
(P ¥)2xix. €C" and x| < 1} (152)
Equation (150) can then be rewritten, resulting in:
19 = sup Il (¥ 2 ] = 13- (153)
The right side term in Equation (153) can be expanded as follows:
[P eR iy 2 = xrpOg®ry (154)

Substituting Equation (154) into (153) and knowing that |x.| = 1 — x, = £1 results in:

1O, = /el (155)

It follows from the property ||| < ||®]|, that the L, norms of the controllability and
observability operators are given, respectively, by:

w0, < wwhr (156)

e, < /gl (157)

The operator norms in Equations (156) and (157) are related to the diagonal terms of the
controllability and observability Gramians as W w%) — 9kk) and @R gl _ pkk)
Taking that into consideration and substituting Equations (156) and (157) into (145), results

in:
Iy=sl2< Y, VOWOIPEA[u(r)],. (158)

k=r+1

If the input is an impulse, that is, u(¢) = 6(¢), then the output y(¢) is the impulse
response denoted by A(t). The previous equations show that the norm of the impulse
response error ||k — h||» is bounded by:

|h—h2 < Z Qkk)p(kk) (159)

k=r+1
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Areduced system is obtained when the error associated with removing a certain number
of states only has a negligible impact compared to the states remaining in the model.
Similarly to the model reduction by balanced truncation, the reduced-order model is
obtained by eliminating the states that have the lowest values of y/ Q&K P(kk),

Mathematically, this requirement can be formulated following Moore [107]. A reduced
system exists if there is an internally dominant subsystem of order r that satisfies the
following equation:

i kk (k.k) >> Z 1/ kk (kk) (160)

k=r+1

Based on these conclusions, it is possible to define an error E, heuristic that measures
how close the reduced system is to the full system. Mathematically,

n (k) P (kk)
E = Yier1 VRTIP ) (161)
Zlﬁ:l Q(k,k)'p(k,k)

This error measures the impact of removing certain states from the model. In other
words, state variables that produce significant errors when removed have high participation
in the system response.

3.1.4 Participation of State in Input-Output Behaviour

Equation (161), which quantifies the error in approximating a full-order model with its
reduced-order equivalent, measures not only the error from neglecting a group of states
but can also be used to assess the influence of individual states on model accuracy. When
considering the removal of a single state, specifically the k-th state, the resulting error can
be derived from Equation (161) as follows:

(k) P (k)
k) — AN . (162)

E} —
Z?:l,i;ék Q(l,t)'p(l,l)

This last expression shows the magnitude of the k-th state’s contribution relative to
others in the system. The system can be visualized as depicted in Figure 38, where the
resulting output is derived from each state’s contribution, which is proportional to the
term / QK Pkk),

Input to state State to output

u 22—>x2_ 22) y
—> —>

(n,n) n n)

\>x,,

Figure 38: Contribution of state variables to input-output system response.
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Thus, Equation (162) can be extended by normalising the contribution of a single state in
relation to all states within the system, including the one under analysis. This normalisation
process highlights the significance of an individual state. Consequently, it is possible to
define the participation p(k> of the k-th state variable in the system’s input-output behaviour
as:

(k,k) D (k k)
p = VP Q Q(Z;PW) , (163)
i=1 ’ ’

Equation (163) provides valuable insights about the modelling details necessary for
system studies by evaluating the contribution of each model component to the system'’s
response. This can be approached broadly by examining how various elements like transmis-
sion lines, converters, or generators influence oscillations. Alternatively, a single component
can be inspected, such as a converter, to reveal how specific parts of its model affect the
system response, guiding the necessary accuracy of the model.

3.1.5 Physical Interpretation

This section provides the physical interpretation of the Equation (163) from a signal point
of view, highlighting the relationship between Gramians and energy transfer across the
system from input to output. A MIMO system as described by Equations (50) and (51) is
considered.

To begin, it is important to revisit the meaning of signal energy, which was briefly
addressed in Chapter 2. The energy of a signal is a purely mathematical concept that may
be related to the definition of energy in physics but does not necessarily correspond to it.
Mathematically, the energy E of a signal vector s(z) over the interval [t;,1,] is defined as:

15)
A

E=(s(1).5(0)) = [ [Is(0)]3ar (164)

The signal energy is related to both the controllability and observability Gramians. As
discussed in Chapter 2, the controllability Gramian P is associated with the energy required
to drive the states from 0 to xy. In contrast, the observability Gramian Q is a measure of
the energy obtained from the outputs caused by the initial condition xy.

Based on that, consider the physical system illustrated in Figure 38. Suppose unitary im-
pulses are successively applied to each system input, and each state’s response is observed.
The set of state response signals is represented by the matrix X(7) € R as:

X(r) = - (165)
xn'(t)

where x; (1) € R™ is a row vector containing the response of the k-th state to each of the
inputs.

The vector X(7) is the input-to-state map and can be used to obtain the controllability
Gramian P over the interval [t1,1,] as:

P— [ x()X(1)dr. (166)

3|

Based on that, the controllability Gramian matrix from Equation (166) can be expanded,
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resulting in:

(x1,x1)  (x1,X2) -0 (X1,X)
P= <X2’:X1> <X2’:X2> <X2’an> : (167)
<Xn;xl> <X,,;X2> <Xna'Xn>

where (x¢,X;) denotes the inner product between the vectors x; and x;. When these
vectors are equal, their inner product (x,,x,) represents the total energy of the signal x;
as defined in Equation (164).

In other words, the k-th diagonal element of the controllability Gramian measures the
total energy contained in the response of the k-th state to each of the inputs. A significant
energy value indicates that the impulse had a greater effect on the state. This input-to-state
energy transfer is illustrated in the left portion of Figure 39.

X1 Y1
p(L1) o)
27N t t Y
—>
J X2 »2 t
Pp(22) > o2
t t

Figure 39: Signal analysis of a second-order system with responses decomposed by state.

Suppose a unitary initial condition is imposed on each state, and the system’s output
signal is observed. This set of signals is represented by the matrix Y (r) € RP*" as:

Y(1)=[yi(t) ya(t) -+ wal0)], (168)

where y;(¢) € R” is a column vector containing the response of all outputs to the initial
condition imposed to the k-th state.

The vector Y(¢) is the output-to-state map, and it can be used to calculate the observ-
ability Gramian Q over the interval [r],1,] as:

Q= / Y ()Y (t)dr. (169)

Based on that, the observability Gramian matrix defined in Equation (169) can be
expanded as:

iy oy2) o YYe)
(y2,¥1) (y2,¥2) - (y2.¥n)

= : : i (170)
<yn;y1> (Yn:¥2) - (Yns¥n)

Similar to what was observed with the controllability Gramian, the diagonal terms in
the matrix represent the signal energy measure as defined in Equation (164). In this case,
(Y, ¥i) measures the total energy of the outputs resulting from a unitary initial condition
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applied to the k-th state. The greater the energy, the more a state affects the output. This
state-to-output energy distribution is illustrated in the right portion of Figure 39.

The diagonal terms from the controllability and observability Gramians for each state
are combined into the product P*X) Q%) Figure 39 illustrates the energy transfer from
input to output in a physical system, taking into account how the signal energy is distributed
across the states before reaching the output. The contribution of each state is reflected by
the product P*K) Q&) If this term is large, the state will likely impact the input-output
system behaviour for a selected frequency range. In absolute terms, it may be difficult to
derive meaningful conclusions from the product of the Gramian elements. When all states
are considered, however, the terms can be normalised. The results of this normalisation
outline the relative importance of an individual state.

3.1.6 Model Reduction Algorithm

The steps illustrated in Algorithm 1 should be followed to obtain a reduced-order model
using the proposed method. First, the power system non-linear model should be linearised
around an operating point, resulting in a linear state-space model.

Algorithm 1 Event-Based Model Reduction

Select system inputs u(z), outputs y(z) and operating point of the full-order model
Linearise model to obtain a state-space representation according to Equations (50)
and (51)

Choose a Gramian computation algorithm

Calculate the controllability P and observability Q Gramians

Calculate participation p(k) of states according to Equation (163)

Choose a participation threshold € value serving as a boundary between states that
will be included in the model and those that will be neglected

Residualise states with a participation lower than a selected threshold €

Return reduced state-space model

The system’s inputs and outputs are selected according to the study intended to be
performed or based on the application the reduced-order model will have. This choice
is essential as it directly affects the results. This is because the controllability is highly
dependent on the inputs since it measures how those inputs can drive the system. Similarly,
the observability depends on the choice of outputs because it measures the response
“observed” from those outputs.

Care must be taken when selecting an algorithm for calculating the controllability
and observability Gramians. The algorithm implemented in this thesis uses the MATLAB
library function gram [118], which calculates the Gramians using Lyapunov equations with
a full Gramian approach. This approach has a high computational cost 0(n3) [119] and
may not be appropriate for realistic large-scale systems. In this case, one of the several
techniques proposed in the literature [120], [121] may be used to speed up computation as
the proposed method is independent of the algorithm used to compute Gramians.

After computing the controllability and observability Gramians, one can assess how
each state contributes to the system’s input-output behaviour. A threshold needs to be
established, which determines the minimum level of participation required for states to be
incorporated into the model. Ultimately, the reduced model is derived by excluding the
states that exhibit low participation based on this criterion.
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3.2 Method 2: Model Reduction for Different Frequency Ranges

Method 2 for model reduction builds upon Method 1, enabling the analysis of the contribu-
tion of different components of the system broken down into frequency ranges as illustrated
in Figure 40. Since this method shares some mathematical principles with Method 1, the
fundamental theory will not be repeated here. Readers are encouraged to consult the
previous section for those fundamentals.

System response

Components contributing to »
a t
2 T
4+ I
Yy ¢—— 4
Inputs and []
outputs >
= t
u —p» +
v .
Components contributing to Y2
i
t

Figure 40: Diagram illustrating the application of Method 2 for model order reduction.

The participation defined in Equation (163) describes the impact of the state over the
entire frequency range. When studying oscillation phenomena in specific frequency ranges,
it is helpful to understand the participation of the states as a function of the frequency.
Certain state variables may be more closely linked to faster or slower phenomena. For
example, state variables related to the network tend to be associated with high-frequency
transients; thus, models for quasi-steady-state studies discard those states. To this end,
the concept of frequency-limited Gramians can be used to define the participation of the
states in specific frequency ranges.

3.2.1 Frequency-Limited Gramians

Time-frequency duality and Parseval’s theorem can be utilised to formulate the Gramians
in the frequency domain based on their time-domain representations in Equations (87)
and (88) [122]. The frequency-limited controllability and observability Gramians over the
interval [, @], are derived as follows:

)

pw:/ (jol—A)"'BB*(—jol —A*) 'do, (171)
[
0

Q= [ (~jol-A")'C'C(jol - A) do. (172)
(]
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When the entire frequency range (—eo, ) is used, the calculation results in the infinite
frequency-domain Gramians, defined as:

7:53:/ (joI—A)'BB*(— jol — A*) do, (173)

ggg:/ (—jol—A*)IC*C(jol - A)'do, (174)

where P., and Q.. correspond to the infinite controllability and observability Gramians
defined over the time interval (—oo, o).

Lastly, the relationship between time and frequency domain Gramians is expressed
as [122]:

PL =2nP.., (175)
QY =21Q.. (176)

3.2.2 Participation of a State Over a Frequency Range

By using Equations (171) and (172), the controllability and observability of a state can be
measured in specific frequency intervals. They can then be used, in conjunction with
Equation (163) to define the participation pgf) of the k-th state variable to the input-output
system behaviour over the interval [@;, @;]. This results in:

oV QPe” )
b — .
Qs P

Equation (177) provides a measure of which states have the highest participation in a
frequency range and can thus be used to derive reduced-order models appropriate for
studies of oscillations within a frequency range. This result is obtained without applying
any coordinate changes to the state space.

3.2.3 Model Reduction Algorithm

A summary of the steps needed for obtaining a reduced order model is provided by Algo-
rithm 2. As in Method 1, the inputs and outputs must be selected to define an event for
which the system should be modelled. The system is linearised over an operating point,
and the linearised system is represented in state space.

When obtaining a model for a specific frequency range, this range must be defined
and used during the calculation of the Gramians according to Equations (171) and (172).
The Gramians can then be used to calculate each state’s participation in the input-output
behaviour based on Equation (177). Based on the relative difference between the partic-
ipation of the states, a set of the most relevant states can be chosen to represent the
reduced-order model.

The states with the highest participation should be included in the models, while
the remaining states may be safely neglected. In other words, Equation (177) provides a
guideline for which parts of the physical system correspond to the most relevant states
and must be modelled in detail and which ones can be simplified.

3.3 Case Study: Voltage Source Converter

This section revisits the case study presented in Chapter 2 to demonstrate how the proposed
model reduction approaches can be applied to derive reduced-order models for a VSC
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Algorithm 2 Model Reduction for Different Frequency Ranges

Select system inputs u(z), outputs y(z) and operating point of the full-order model
Linearise model to obtain a state-space representation according to Equations (50)
and (51)

Define the frequency interval of interest [@;, ;]

Choose a Gramian computation algorithm

Calculate the controllability P, and observability Q, Gramians within the frequency
interval (), @]

Calculate participation pg,‘) of states according to Equation (177)

Choose a participation threshold € value serving as a boundary between states that
will be included in the model and those that will be neglected

Residualise states with a participation lower than a selected threshold ¢

Return reduced state-space model

converter connected to a grid equivalent. By applying the methods, the correspondence
between states and the physical system is maintained, allowing for practical modelling
insights to be derived from the analysis. This helps identify which aspects of the model are
relevant for phenomena occurring in different frequency ranges.

3.3.1 Dynamic Analysis of the System

This section provides an initial analysis to better understand the expected dynamic be-
haviour of the system. The analysis reveals that the system has ten eigenvalues, all of which
are well-damped. This is illustrated in Table 9, where the damping ratios are highlighted. For
this study, an eigenvalue is considered well-damped if its damping ratio exceeds 5%. This cri-
terion is determined based on the generally accepted damping ratio standards established
by transmission system operators, which typically range from 3% to 5% [12,123].

Table 9: List of eigenvalues for the reference VSC case study.

Eigenvalue Natural frequency (Hz) Damping ratio (%)
—1760.5+ j145.2 281.1 99.7
—217.3+j218.5 49.2 70.3
—181.4+ j240.4 47.9 60.2
—33.6+j41.9 8.5 62.6
—8.7 1.4 100
-5.8 0.9 100

Sensitivity to PLL Tuning

Subsequently, the sensitivity of the system to PLL tuning is examined. This evaluation is
conducted by altering the PLL response time and assessing its impact on the system modes.
For the assessment, the PLL response time ¢, ,;; is modified from 50 ms, the original value,
to 5 ms, which represents a substantially faster response time. Figure 41 illustrates the
complex plane, where eigenvalues corresponding to various values of the PLL response
time 1, ,; are plotted. Each response time is represented by a distinct colour, as indicated
by the colourmap on the right of the figure. As the PLL response time decreases, certain
modes appear to be improved, shifting toward the left side of the complex plane. However,
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one system mode, indicated by a dashed rectangle in the figure, moves to the right side of
the complex plane. Initially, this mode becomes poorly damped, and at the lowest response
time values, it transitions to an unstable state.
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Figure 41: Complex plane illustrating the variations in eigenvalues across different values of PLL
response time.

System Behaviour for Fast PLL Tuning

Understanding that variations in the PLL response time have implications for certain modes,
the system characteristics are subsequently analysed immediately before instability arises,
specifically at a response time of 7, ,;; equal to 6 ms. Under these conditions, the system
features ten eigenvalues, as detailed in Table 10. The eigenvalues marked in green demon-
strate improved damping ratios in comparison to the reference case results outlined in
Table 9. Notably, one pair of eigenvalues, denoted in red, exhibits inadequate damping
with a ratio of 1.2%.

Table 10: List of eigenvalues for the VSC case study corresponding to a faster PLL response time of
ty.pu1 €qual to 6 ms.

Eigenvalue Natural frequency (Hz) Damping ratio (%)
—1740.9+ j149.5 278.1 99.6
—5.0£j430.2 68.5 1.2
—226.0+ j218.0 50.0 72.0
—266.6+ j166.1 50.0 84.9
—-8.5 1.4 100
-5.9 0.9 100

In order to examine which modes experienced improvements in damping and which
modes encountered deteriorations, as well as to gain an understanding of the components
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associated with each oscillation mode, an analysis of participation factors is conducted.
The participation factors of the eigenvalues that suffered significant changes in damping,
as highlighted in Table 10, are illustrated in Figure 42. The participation factors indicate that
the mode —5.0 & j430.2, which demonstrated a worsening in damping, is predominantly
linked to the states associated with the PLL and with the AC current. Conversely, the other
mode that exhibited improved damping, —226.0+ j218.0, is associated with the AC current
and AC inner current control. Lastly, —266.6 4+ j166.1 has also shown improvements in
damping and is associated with the PLL, AC currents, and current control.

-5.0+430.2i -226.0+218.0i -266.6+166.1i
(68.5Hz, 1.2% damping) (50.0Hz, 72.0% damping) (50.0Hz, 84.9% damping)

yPLL
yid

yffq

yiq
thetaPLL

yPLL
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jacq

iacd
yffd

jacq

jacd

0 01 0.2 0 0.2 0.4 0 01 0.2
(a) (b) (c)

Figure 42: Participation factors showing states involved in the (a) mode whose damping has become
worse and the (b) and (c) modes which experienced improved damping.

The detrimental effect of increasing the PLL response time can be attributed to the
fact that the system is weak at the PCC, with an SCR of 2.49. Consequently, this situation
increases the likelihood of oscillations arising from the PLL.

Finally, to assess the system’s time-domain response, an active power step of 0.02 p.u.
was applied at r = 0.1 s. Figure 43 illustrates both the active power setpoint P;. and the
measured active power P;*“. The measured active power follows the reference value.
However, it is important to note that the power response displays oscillations, which can
be attributed to the inadequately damped mode identified previously.
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Figure 43: Time-domain response of the measured active power to a step in the active power reference.
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3.3.2 Application of Method 1
In this subsection, Method 1 is applied to both system conditions analysed previously: one
with a slow PLL characterised by a rise time of 7, p1;, = 50 ms and another with a fast PLL
corresponding to ¢, pr; = 6 ms. The results are then compared.

To implement Method 1 of model order reduction, the first step is to derive a state
space representation of the model. This requires selecting the appropriate inputs and
outputs. In this context, the dq frame grid voltages Ugdn.d and qurid are designated as the

model inputs, while the measured AC currents in the dq frame 1%, and I, are selected as
the outputs. The state space model consists of 10 state variables x, as follows:

T
X= [Yffd I I O v Yig Yfa Yp Vi ypu] ) (178)

where y, and y, represent the states corresponding to the active and reactive power
controller integrators, yrs and yss, are associated with the voltage feedforward states,
yia and y;, are the states associated with the current control integrators, and 6,,;; and y ,;;
denote the states connected to the PLL.

The method is initially demonstrated for the system with a slow PLL. As introduced
in Section 3.1, it is necessary to calculate the controllability and observability Gramians
in accordance with Equations (87) and (88), respectively. The diagonal elements of the
Gramians corresponding to each state are presented in the second and third columns of
Table 11. Utilising these two values, one can compute the product v/ Q) Pkk) for each
state, which is shown in the fourth column of the same table. This product serves as an
indicator of the effectiveness with which signals are transferred from input to output via
each of the states. Upon normalisation, these results yield the participation of each state in
the input-output behaviour, as defined in Equation (163). The table illustrates that a state’s
participation is influenced by both its controllability and observability. A state exhibiting
high controllability, yet lacking observability, or vice versa, will produce a low participation
coefficient. The steps outlined here correspond to those in Algorithm 1.

In Table 11, the states that significantly influence the system’s input-output behaviour
are highlighted for the scenario involving slow PLL tuning. Meanwhile, Table 12 provides a
similar analysis for the system with fast PLL tuning. Comparing the results from these two
tables reveals several important observations. Firstly, in the case of slow PLL tuning, the
dynamics of the active and reactive power controls are more pronounced, as indicated
by the high participation of the states y, and y,. Although there are no poorly damped
modes in this scenario, the PLL states, 8,;; and y,;, play a significant role in the system
dynamics. Conversely, in the scenario with fast PLL tuning, the active and reactive power
controls have a negligible impact. However, there is an increased participation from the
PLL states, along with contributions from the grid currents and inner current control loops.
This observation aligns with findings from modal analysis, which suggest the presence
of a poorly damped mode resulting from the interaction between the PLL, inner current
controls, and grid elements, represented by the AC currents.

3.3.3 Application of Method 2

Method 2 of model order reduction facilitates the identification of the appropriate level of
modelling details necessary across various frequency ranges. This section will illustrate the
process.

Initially, the controllability and observability Gramians are computed using frequency
intervals of 10 rad/s, which are deemed sufficiently small for the intended analysis. The
diagonal elements of the Gramians are combined according to Equation (163) to calculate
the participation of each state in the input-output behaviour across frequencies from 1 to

83



Table 11: Step-by-step calculation of states’ participation in the input-output behaviour for a system

with a slow PLL tuning characterised by t, pr;, = 50 ms.

State variable Controllability  Observability Product Participation
Ppkk) Qkk) Qkk)p(kk) p®
Vrfd 0.00 225.78 0.16 0.04
I;’C 67.10 0.00 0.33 0.08
I 116.92 0.00 0.45 0.12
0,1 115.72 0.01 0.98 0.23
Yq 2.41 0.07 0.42 0.10
Yig 5.92 0.00 0.14 0.03
Vifq 0.00 251.12 0.17 0.04
Yp 18.11 0.05 0.98 0.23
Vid 1.46 0.00 0.06 0.02
Vil 123530.00 0.00 0.54 0.13

Table 12: Step-by-step calculation of states’ participation in the input-output behaviour for a system

with a fast PLL tuning characterised by t, pr; = 6 ms.

State variable Controllability ~ Observability Product Participation
Pplkk) Qkk) Qkk) P (kk) pW®
Vrfd 0.00 4185.33 1.67 0.02
14, 9307.15 0.04 20.04 0.19
% 16454.82 0.02 16.94 0.16
0,11 29910.56 0.03 28.29 0.27
Yq 21.47 0.10 1.49 0.01
Yig 3873.90 0.04 13.15 0.12
Vifq 0.00 7725.36 2.53 0.02
Vp 25.94 0.07 1.33 0.01
Vid 332.77 0.02 2.88 0.03
Ypil 2260445905.17 0.00 18.27 0.17

10* rad/s. The results are presented in Figure 44 and are grouped according to the parts of
the physical system that the states represent. Furthermore, the frequency is measured
from the stationary dq reference frame, indicating that, for example, 0 rad/s in the results
corresponds to the nominal system frequency.

In Figure 44, the frequency spectrum was divided into three parts, highlighting low,
medium, and high-frequency ranges to facilitate the analysis. In the initial portion of the
low-frequency range (from 1 to 100 rad/s), highlighted in green in Figure 44, only states
associated with active and reactive power controls contribute to the system behaviour. If
the model is used to study phenomena in that frequency range, all other controls may be
simplified or neglected. In addition to that, the AC equations can be represented by their
steady-state formulation. RMS simulations typically use these types of models [124,125]
where the frequencies of interest are only those around the nominal frequency. Thus,
the results are in line with widely used modelling practices. The upper portion of the
low-frequency range becomes increasingly affected by the dynamics of the PLL. This points
to the importance of including detailed PLL models even for RMS simulations.
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Figure 44: Analysis of state participation in input-output behaviour across the frequency spectrum.

The low, medium, and high frequency ranges are indicated in green, blue, and red, respectively, to
illustrate their distinct contributions.

The middle-frequency range (100 to 2000 rad/s) highlighted in blue shows varying
contributions from several system and control components, except for the power controls.
The frequency range in which each of the control loops becomes prominent is in line
with the control bandwidths expected considering the tuning parameters used (found
in Table 6). This is the frequency range where the RMS models relying on steady-state
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Figure 45: Diagram illustrating the (a) VSC model connected to the AC network and (b) the VSC control
system.

network representation might no longer be applicable since the AC current state variable
has increased participation in the system behaviour.

Finally, the AC current dominates the system response in the high-frequency range
(higher than 2000 rad/s), highlighted in red. However, the full-order model selected for the
study case reaches its limitations in this frequency range. More complex models, including
PWM and switching elements, should be considered when analysing this frequency region
to obtain meaningful conclusions. The study in this paper does not cover this.

As a visual summary, the importance of each part of the VSC model in the three fre-
qguency ranges is highlighted in the corresponding colours in Figure 45. This result clearly
outlines that the proposed approach can directly provide meaningful insights into the
importance of modelling each part of a system for different frequency applications.
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Reduced-Order Model Development

To illustrate the application of Method 2, a reduced-order model is derived with the as-
sumption that it will be employed for studies in the low-frequency range. The results from
Figure 44 guided the selection of which states to include and which to omit. Based on
these results, the reduced model neglects the AC current control and voltage feed-forward
filter and represents the AC equations in steady-state. Only the state variables associated
with the active and reactive power controls and the PLL are preserved. This procedure
was carried out by an algorithm implemented in MATLAB, as detailed in Algorithm 1. The
algorithm had a total execution time of 0.788 s, of which 0.002 s was allocated for the
computation of the Gramians. By employing this technique, a 4" order VSC reduced model
is obtained.

Figure 46 illustrates the response comparison between the full and reduced models
to a 5% step increase in active power setpoint applied at ¢t = 0.05 s. The response of the
full-order model has two components: an exponential term and an oscillatory term with
frequency w,,. ~ 306 rad/s.
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Figure 46: Response comparison between full and reduced models to a 5% step in active power
setpoint.

87



The developed reduced-order model only represents the exponential term of the full
model response. The results in Figure 46 indicate that the model reduction technique
behaves as expected. The fact that the oscillatory term is not present in the reduced model
response is further confirmed by Figure 44 where it is shown that at that frequency value,
the AC current, AC current controls, and voltage feed-forward have a significant contribution.
These modelling details are not included in the reduced model. These findings indicate that
the proposed model reduction approach successfully approximates the full-order model in
the low-frequency range.

3.4 Conclusion

This chapter introduced two methods for MOR, adapted from the balanced truncation
approachintroduced in Chapter 2. Method 1generates a simplified model that approximates
the system’s response to a specific disturbance. The chapter explained how to compute
the approximation error between the outputs of the full- and reduced-order systems.
From this error, a heuristic is derived to assess a state’s influence on the system’s input-
output behaviour, resulting in the definition of a participation coefficient for each state.
Additionally, the chapter provides a physical interpretation of the method, along with an
algorithm outlining the process of obtaining a reduced-order model.

Method 1 was then extended to consider specific frequency ranges by employing the
concept of frequency-limited Gramians. This enabled the measurement of controllability
and observability of a state within a particular frequency range, leading to Method 2, for
which an algorithm overview was also included.

Subsequently, a case study was developed consisting of a VSC connected to a grid
equivalent. The two methods were applied to demonstrate how the participation coefficient
can evaluate the importance of different parts of the model in the system’s response.
Guidelines were established identifying the frequency ranges in which different model
components and controls play a critical role. Lastly, a reduced-order model was developed
to represent the system'’s response in low-frequency ranges.

Chapter 4 will illustrate how Method 1 is used to create a tool to visualise the compo-
nents that most influence system dynamics.

88



4 Tool for Modelling and Analysis of Power System Dynamics

This chapter presents a MATLAB/Simulink tool developed based on Method 1 for model
order reduction discussed in Chapter 3. The tool enables users to visualise and easily
determine the level of detail required for modelling each component of a power system.
This ensures an accurate stability analysis while avoiding an unnecessary computational
burden. This chapter begins by outlining the implementation process of the tool, detailing
each step involved. Additionally, two case studies are included to demonstrate the tool’s
application in analysing converter-dominated power systems. The content of this chapter
is based on Publications 1l and IV.

4.1 Tool Description

The proposed Method 1 of MOR has been implemented as a tool, following the steps
illustrated in Figure 47. This section explains how the tool operates, detailing the steps that
the user needs to perform, as well as the processes executed independently by the tool
to generate the results. The outcome is a visualisation that highlights which parts of the
system contribute most significantly to the system response.

User-driven steps

( Develop non-linear model J

( Select operating point J [ Define inputs and outputs J

Tool automatic steps

Simulink model
\ 4

Linearize model
at operating point

State-space model
\ 4

( N\
Calculate controllability and

observability Gramians
\. J

Gramian matrices
3\

Calculate participation

of states
\. J
A 4
4 3\
Plot participation heatmap
. J

Figure 47: Tool’s operational steps.
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Model Implementation and Selection of Inputs and Outputs

Users must initially implement the power system model using the Simscape library in
Simulink. The model can include both linear and non-linear elements, which will be later
linearised.

In Simulink, the inputs and outputs of the system are defined by specifying the linear
analysis points. The specification of these inputs and outputs is crucial since the MOR
method assesses state participation based on input-output behaviour. Therefore, the
selection of inputs and outputs has a significant influence on the results. This is because
the controllability is highly dependent on the inputs as it measures how those inputs can
drive the system. Similarly, the observability depends on the choice of outputs because
it measures the response observed from those outputs. Inputs and outputs should be
selected based on the study’s objectives or the model’s intended application. As a result,
the tool may not be suitable for analysing instability due to unobservable or uncontrollable
states.

Additionally, this step can be performed programmatically using the 1inio command
in MATLAB [126] followed by the Simulink block name, port number, and type of linear
analysis point, that is, input for the system'’s inputs and output for the system’s outputs.

Definition of Operating Point

Because the tool utilises linear analysis, users need to define the operating point for the
model linearisation. This operating point can be established either statically by assigning
initial values to each component or dynamically by capturing a snapshot of the system’s
states after a period of simulation.

Model Linearisation

After specifying the inputs and outputs, the non-linear model of the power system must
be linearised at the chosen operating point. In the tool implementation, the linearisation is
performed by the 1inearize function [118] from the Control System Toolbox in MATLAB
to derive the linear state-space model.

Gramian Calculation

After obtaining the state-space model, the tool determines the matrices corresponding
to the observability and controllability Gramians. These matrices are derived by solving
the corresponding Lyapunov equations using the gram [118] function available in the
MATLAB Control System Toolbox. To compute the controllability Gramian, denoted as P,
the following continuous-time Lyapunov equation needs to be solved:

AP +PAT = —BBT. (179)
In the same way, the observability Gramian Q is found by solving the equation:
ATo+0A=-CTcC (180)

It is essential to note that the algorithmic complexity and performance of the tool
depend significantly on the difficulty of calculating the controllability and observability
Gramians. Solving the Lyapunov equations involves a high computational cost of O(n3) [119]
and does not scale effectively to realistically large systems. Nonetheless, various methods in
the literature can help reduce this computational burden [120, 121]. For instance, low-rank
Gramian approximations can efficiently compute the Gramians by deriving an approximate
Gramian matrix in both time and frequency domains.
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Participation of States

After computing the Gramians, the participation of each state is determined using Equation
(163). In this process, it is advisable to model the system using per unit (p.u.) values to
prevent the emergence of ill-conditioned matrices. This potential issue has been noted
during the tool’s practical application.

Results Visualization

Finally, the contribution of each component within the system is determined by evaluat-
ing the involvement of all state variables in the model associated with that component.
This computed value is then normalised and utilised to generate a heatmap, highlight-
ing the areas of the power system most significantly involved in the observed oscillation
phenomenon.

4.2 Case Study 1: Converter-Dominated 9-Bus System

This section presents one of two case studies designed to demonstrate the efficacy of the
proposed tool and model order reduction method in developing reduced-order models for
a converter-dominated 9-bus system.

4.2.1 Model Description

The converter-dominated 9-bus system is derived from [55] and is illustrated in Figure 48.
In this modified case study, two synchronous generators were replaced with two-level
VSC converters, transforming the test system into one that is primarily converter-based.
The modified system contains 84 state variables. The subsequent sections will present an
overview of the models employed for the various components.

Load C

Figure 48: Diagram of the converter-dominated 9-bus system.

Generator

The generator, identified as Gen, was represented using the classical model, which consists
of a constant voltage source behind a transient reactance. This model is extensively utilised
in screening studies to obtain preliminary insights into the system’s performance, partic-
ularly for generators located far from the disturbance point. Furthermore, the classical
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model neglects electromagnetic dynamics and assumes a constant field voltage, resulting
in a constant electromotive force.

Transmission Lines

A lumped-parameter m-circuit model has been selected to represent the behaviour of
the transmission lines. This model includes phase resistance, phase self-inductance, line-
line mutual inductance and resistance, line-line capacitance, and line-ground capacitance,
which makes it appropriate for short to medium-length transmission lines. It assumes that
the total line resistance, inductance, and capacitance are concentrated at a single point,
thereby neglecting the effects of electromagnetic travelling waves. The parameters are
evaluated at the nominal frequency.

Loads
A static load model characterised by constant parameters was employed to represent the
loads. In this model, each phase includes a resistance R, inductance L, and capacitance C
connected in parallel. The three phases are interconnected in a Y configuration. This model
is also referred to as the constant Z load model, and it represents the active and reactive
power at any given moment as functions of the frequency and bus voltage magnitudes.
Each phase contains two state variables: the current through the inductor i; and the
voltage across the capacitor v... The following equation is applicable:

1
0 - 0
d T L I .
- = 1
dt |:V¢:| 1 1 |:VL:| + ~ | Uoad (181)
= T o~ C
C RC

where i;,,4 represents the total current in the load branch for a single phase.

Voltage Source Converters

An averaged-value model has been employed for the VSCs, as detailed in Section 2.4.1.
In this model, a controlled voltage interfaces with the AC side while a controlled current
source is connected to the DC side. Furthermore, the switching harmonics are neglected.
The model consists of an AC current control, a PLL, and active and reactive power controls.
For simplicity, voltage feed-forward filters were omitted.

4.2.2 Model Implementation
This model was implemented in MATLAB/Simulink, taking into consideration the operation
point specified by the active and reactive powers presented in Table 13. This table also lists
the parameters utilised for the control systems of both VSCs. It is worth mentioning that
VSC 1 exhibits a significantly faster response time compared to VSC 2. This behaviour is due
to the more rapid control tuning of VSC 1 with an active and reactive power control time
constant 7, of 10 ms, a PLL time constant 7,,;; of 6 ms and a current control time constant
T;qq Of 1 ms.

Finally, an X /R ratio of 20 was employed for the synchronous generator, and the SCR
was varied throughout the study. All other system parameters were adopted from the
original test system, as detailed in [55].

4.2.3 Dynamic Analysis of the System
The objective of this section is to analyse the system dynamics and the effects of system

strength variations on the modelling requirements for the converter-dominated 9-bus
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Table 13: VSC parameters for the converter-dominated 9-bus system case study.

Name Symbol Values

VSC1 VSC 2
Rated apparent power Srated 200 MVA 100 MVA
Active power setpoint P, 163 MW 85 MW
Reactive power setpoint o —10.9 Mvar 5 Mvar
DC bus voltage Uge 640 kv 640 kv
AC bus voltage Upce 230 kv 230 kv
VSC equivalent inductance Lyse 82.70 mH 82.70 mH
VSC equivalent resistance Ry 1.03 Q 1.03 Q
AC current control time constant Tidg 1ms 10 ms
AC current control damping ratio Gidg 0.7 0.7
PLL time constant Tpil 6 ms 50 ms
PLL damping ratio -~ 0.7 0.7
Active/reactive power control time constant Tpg 10 ms 100 ms

system. For this purpose, the internal SCR of the synchronous generator is varied. The SCR
values discussed in the subsequent analysis refer to the SCR at the terminals of the generator.
Given that the system contains only a single generator, a reduction in the generator’s SCR
will consequently influence the corresponding SCRs values at the terminals of the VSCs. In
other words, decreasing the generator’s internal SCR weakens the entire system.

Modal Analysis

Initially, the system behaviour is investigated through modal analysis. As the SCR at the
generator terminals is reduced, the system eigenvalues are computed for each SCR level.
Figure 49 presents the results of this analysis. The eigenvalues associated with each SCR are
plotted in a corresponding colour, allowing the visualisation of how the oscillation modes
evolve as the system weakens. The arrows on the graph indicate the movement of specific
eigenvalue groups. Additionally, Figure 49 includes the 5% damping ratio line, and the area
in blue represents all poorly-damped eigenvalues, defined as those with equal or less than
5% damping. This threshold is defined based on the typical criteria for adequate damping
ratios defined by transmission system operators, which range from 3% to 5% [12, 123].

Figure 49 illustrates that the system contains several poorly damped modes in the blue
area. Two distinct groups of modes are highlighted and identified as Group 1and Group
2. In Group 1, it can also be observed that the mode is well-damped when the system
is strong, shifting to the right side of the complex plane, becoming poorly damped and
unstable as the system’s strength decreases.

To determine the underlying causes of these poorly damped eigenvalues, the partici-
pation factors were computed. For illustration purposes, the participation factors were
calculated for the system when the generator’s SCR is 4, and the results are displayed in Fig-
ure 50. The most significant states are listed for each mode. For brevity, transmission lines
are denoted by abbreviations; for instance, TL96 refers to the transmission line connecting
buses 9 and 6.

Group 1is associated with an oscillatory mode with an approximate frequency of 75.6
Hz, which exhibits negative damping, indicating that the mode is unstable. The participation
factors reveal that this mode primarily involves the PLL, as illustrated in Figure 50 (a), where
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Figure 49: Complex plane illustrating the variations in eigenvalues across different values of SCR. The

blue dash line represents the 5% damping line.
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the PLL state variables show the largest contributions. Group 2 contains high-frequency
poorly damped modes characterised by frequencies ranging from 1000 Hz to 800 Hz, with
a damping ratio reaching as low as 0.7%. Figure 50 (b) shows the participation factor for the
group’s lowest damped mode as an example. The findings suggest that these modes are
network resonance modes involving converter impedances and impedances of transmission
lines.

The results further illustrate that even a relatively simple system, consisting of 9 buses
and 84 states, contains a significant number of modes. Many of these modes have poor
damping, potentially leading to oscillations in the system. However, modal analysis alone
fails to provide clarity regarding which modes are excited or identify those dynamics that
may raise concerns. In other words, modal analysis does not lead to conclusions about
which modes are relevant and should be modelled and should be complemented with time-
domain simulations to understand which modes are actively excited. Moreover, precisely
quantifying each element’s participation in the overall system dynamics is challenging
because modal analysis is focused on specific modes rather than the total behaviour of
the system.

Time-Domain Verification

Finally, to validate the results, a time-domain analysis is performed by observing the dy-
namic behaviour of VSC 1 for different values of Gen’s internal SCR. Figure 51 shows the
response to a reactive power step change of AQ = 0.05 p.u. The response contains oscilla-
tions that become less damped as the system strength decreases, indicating that some but
not all oscillatory modes identified in the modal analysis were excited. By estimating the
frequency of oscillations, it is possible to identify that they match the mode associated
with the PLL instability.
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Figure 51: Dynamic behaviour of VSC 1to a reactive power step.

4.2.4 Application of Model Reduction Method 1

Model reduction Method 1, as outlined in Chapter 3, offers an alternative solution to
the challenges encountered in the previous section, quantifying how much each system
element contributes to the global dynamics. For illustration, this method was employed
in the case study following the procedures detailed in Algorithm 1 presented in Section
3.1.6. The reactive power reference was selected as the input, while the measured reactive
power served as the output to linearise the model. Using the state-space model, the
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Gramians are computed and subsequently employed to assess the overall participation of
each component using Equation (163).

This procedure is applied to determine which models should be used, highlighting
the relevant modelling details, particularly as the generator’s SCR is lowered. Figure 52
illustrates the contribution of the most significant states in the input-output response of
the system across varying SCR levels. It reveals that when the system is strong, its dynam-
ics are primarily influenced by the response of the reactive power controller. However,
as the system weakens, the contribution of the reactive power controller becomes less
pronounced, and the PLL becomes the dominant factor in the overall dynamic response. In
both scenarios, the participation of each transmission line remains relatively low. However,
when considering their combined contribution, these lines significantly impact the be-
haviour of the system. Furthermore, the relative importance of the generator impedance
with respect to the network increases significantly when the system is weak.
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Figure 52: Contribution of state variables to the input-output dynamics according to varying levels of
generator SCR.

Subsequently, it is important to consider how these results can guide the selection of
appropriate models for system studies. In the scenario of a strong system, the reactive
power control must be modelled in detail, while faster controls may be simplified or ne-
glected. Furthermore, the VSC AC-side equations can be expressed by their steady-state
formulation, as the states associated with the VSC impedance do not significantly impact
the system’s behaviour based on the results from Figure 52. This suggests that, in many
cases, RMS simulations could be adequate [125] where the frequencies of interest are
limited to only those around the nominal frequency. As the system becomes weaker, the
PLL assumes greater importance in the system dynamics and should be modelled in detail.
It is also likely that the modelling of the generator Gen has an increasing influence, as
evidenced by the growing significance of the state associated with the generator reactance.
This indicates that EMT studies might be necessary, as these states would not be captured
in RMS models due to the representation of reactances through steady-state models, as
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discussed in Section 1.3.2.

4.2.5 Application of the Model Reduction Tool

The tool proposed in this chapter is used to investigate the dynamics and modelling re-
quirements of the case study outlined earlier. To make the analysis more intuitive, the
tool essentially presents an alternative view of the results found in Figure 52 by gener-
ating a colour gradient overlay in the MATLAB/Simulink model that indicates the most
relevant components of the system to the phenomenon under investigation. The results
are illustrated in Figure 53.

Two scenarios are examined: a strong grid scenario with the generator’s internal SCR
of 20.2 and a weak grid scenario with an SCR of 4.9. Colours closer to red represent higher
participation levels, while those closer to yellow indicate lower participation. This colour
map, along with the results in Figure 52, facilitates the process of drawing conclusions
regarding the behaviour of the system. It demonstrates that, in the strong grid scenario,
the primary factor influencing the response is VSC 1’s reactive power control, whereas in
the weak grid scenario, a crucial role is played by VSC 1’s PLL interaction with the network.
Therefore, the colour map can identify which areas of the model should be modelled in
high detail and which parts could be simplified. This is particularly useful when analysing
more complex systems.

In summary, this example shows which components are actually important in study-
ing the system, including all its dynamics. This methodology systematically identifies the
elements that contribute to the system dynamics, eliminating the need for manual interven-
tion. Furthermore, it quantifies each element’s impact on the overall system dynamics using
a scale ranging from O to 1, a capability that traditional power system analysis methods,
such as modal analysis, cannot provide. These results can be used for further investigations
into appropriate system modelling.

4.3 Case Study 2: Modified 39-Bus System

The application of the tool has been extended to a modified 39-bus system in order to
analyse its performance for a more complex grid. The computation times documented in
this case study are derived from a system utilising MATLAB R2022a on an Intel i5 processor
featuring a 2.40 GHz clock speed and 32 GB of RAM.

4.3.1 Model Description

Figure 54 illustrates the 39-bus system based on [127], which consists of 396 state variables.
The main modification made to the original system is the inclusion of two VSC converters,
which are marked in Figure 54. VSC 1 replaces the generator originally connected to bus 30
in the 39-bus system, while VSC 2 connects to bus 26 through the introduction of a new
bus 40. The models for generators, transmission lines, and loads follow the description
provided in the previous case study outlined in Section 4.2.1. Details regarding the models
for the VSCs are presented in the following section.

Voltage Source Converters
The model employed for the VSC is based on the two-level averaged converter model
detailed in Section 2.4.1. A key distinction is the absence of a voltage feed-forward filter,
which has been omitted for the sake of simplicity. Additionally, the model incorporates
an AC voltage controller, which replaces the reactive power control. Figure 55 provides an
overview of the VSC control system.

The AC voltage control was implemented using a PI controller according to the following
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Figure 53: Tool developed for MATLAB/Simulink showing the contribution of different parts of the

9-bus system in two scenarios: (a) strong grid, with generator’s SCR of 20.2 and (b) weak grid, with
generator’s SCR of 4.9.

expression:
q* __ * meas Ki-,V
Iac - (Upcc - Upcc ) KIHV + T ’ (182)

where Uy denotes the reference voltage magnitude at the PCC, U, represents the
measured voltage magnitude at the PCC, and K, , and K; , are the proportional and integral

gains of the controller, respectively.
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Figure 54: Diagram of the modified 39-bus system.
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4.3.2 Model Implementation

The model described in the preceding section was implemented in MATLAB/Simulink
employing both Simscape and custom models. The parameters for the original system
components elements were derived from [127]. The VSC parameters are presented in Table
14.

Table 14: VSC parameters for the modified 39-bus system case study.

Name Symbol Values

VSC1 VSC 2
Rated apparent power Srated 1000 MVA 1000 MVA
Active power setpoint Py 800 MW 700 MW
AC voltage magnitude setpoint U;cc 1.00 p.u. 1.00 p.u.
DC bus voltage Uye 640 kv 640 kv
AC bus voltage Upee 345 kv 345 kv
VSC equivalent inductance Lyge 82.70 mH  82.70 mH
VSC equivalent resistance R 1.03Q 1.03 Q
AC current control time constant Tidg 3ms 4 ms
AC current control damping ratio Cidg 0.7 0.7
PLL time constant Tpil 5 ms 10 ms
PLL damping ratio Sl 0.7 0.7
Active power control time constant Tp 30 ms 40 ms
AC voltage control time constant T, 10 ms 10 ms

4.3.3 Dynamic Analysis of the System

To evaluate the system’s dynamic response, a voltage reference step of AU;,‘CC =0.1p.u.is
applied to the voltage control of VSC 1 at ¢ = 0 s. Figure 56 illustrates the dynamic response
of the converter. Given the relatively short electrical distance between the two converters
and the fact that both operate in AC voltage control mode, there exists a potential for
interactions between these two converters. This issue will be evaluated utilising the model
reduction method proposed in this thesis, alongside the tool described in this chapter.
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Figure 56: Voltage magnitude at the terminals of VSC 1in response to an AC voltage reference step.
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4.3.4 Application of Model Reduction Method 1

Method 1 of model order reduction, as presented in Section 3.1, is implemented according
to the steps outlined in Algorithm 1 to identify the system components that significantly
contribute to the observed dynamics. Initially, the model is linearised by designating the
AC voltage reference at VSC 1 as the input, while the measured AC voltage serves as the
output. This selection of input/output is intentional, as it reveals which elements of the
power system are critical for capturing the voltage dynamics at VSC 1. Subsequently, the
controllability and observability Gramians are derived from the state space model. Finally,
the overall participation of each state is determined using Equation (163).

Figure 57 illustrates the participation of the most significant states in the system’s
input-output response and is obtained from the aforementioned steps. The participation
value not only reflects the significance of each state but also indicates the importance of
the associated component in the system’s response, given the direct connection between
the states and the physical components. Consequently, the findings from the proposed
MOR method are directly interpretable, guiding decisions on which system components
can be simplified.
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Figure 57: Participation of states in input-output behaviour.

This stands in contrast to MOR methods that depend on transforming the coordinate
system to assess which states are most relevant. For instance, the balanced truncation
method requires the transformation of the state vector x using a balancing transformation
Ty, as discussed in Chapter 2. Consequently, any interpretations regarding the relevant
states must be reverted back to the original system’s frame of reference. This state mapping
reduces the interpretability of results and limits its potential to clarify the modelling details
needed for studying new dynamics in converter-based power systems.

The results presented in Figure 57 indicate that the primary contributors to the AC volt-
age dynamics are the voltage controls of the converters, the impedances of the smoothing
reactors and the nearby transmission lines. Furthermore, the findings show that while
each transmission line shows relatively low participation individually, their combined effect
plays a significant role in shaping the system'’s behaviour.

4.3.5 Application of the Model Reduction Tool
Subsequently, the proposed MATLAB/Simulink tool has been employed to visualise the
contributions of various components of the model to the system'’s response. This tool
offers an alternative perspective on the results presented in Figure 57 by employing a
colour gradient overlay that emphasises the elements contributing the most to the system
dynamics and which, therefore, should be modelled in detail.

Figure 58 presents the results obtained from analysing the modified 39-bus system
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Figure 58: Tool developed for MATLAB/Simulink showing the contribution of different parts of the
system in a converter interaction case. The area in blue represents the components that contribute
the most to the studied dynamics.

utilising this tool. Components marked in red contribute significantly to the system dynam-
ics, whereas those marked in colours closer to yellow contribute less. This colour mapping
enhances the interpretability of the results obtained using the model reduction method.
The findings may further assist, for instance, in determining whether the system should be
modelled in RMS, EMT, or as a hybrid RMS/EMT simulation. For example, the highlighted
area in Figure 58 indicates where the models should be represented in EMT. Conversely,
the components situated in the outside area may be simplified and possibly represented
in RMS.

Ultimately, a reduced-order model is formed by eliminating states that minimally impact
the system’s response. This model retains only the states associated with components
highlighted in blue in Figure 58. The resulting reduced-order system consists of 48 states,
achieving a reduction of approximately 88% in the number of states from the original
system. Moreover, the dynamic response closely matches that of the full-order system
as demonstrated in Figure 59, suggesting that the unhighlighted area in Figure 58 can be
significantly simplified without loss of accuracy. The overall execution time of the algorithm
was 24.844 s, with 0.716 s allocated to the computation of the Gramians.
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Figure 59: Comparison between full and reduced-order models for a response to a 0.1 p.u. step in the
terminal voltage reference.

4.4 Conclusion

This chapter introduced a MATLAB/Simulink tool that automatically computes the contri-
butions of the various components within a model to the input-output system dynamics
and highlights which elements of the model need detailed representation. To illustrate
the efficacy of this tool, two case studies were developed: a converter-dominated 9-bus
system and a modified 39-bus system.

The converter-dominated 9-bus system exemplifies the application of Method 1for MOR
alongside the proposed tool in a scenario characterised by diminishing system strength,
which induces control instability, specifically associated with the PLL. The modified 39-bus
system extends this analysis by applying the tool to a more complex system to evaluate
the tool’s performance in such cases. This example clearly demonstrates the advantages of
the tool, as it identifies which components and sections of the network must be included
in a study to accurately represent the system’s behaviour. The findings derived from this
tool can be utilised to create guidelines regarding which models to utilise and the extent
of the network that requires modelling under various circumstances.

Among the limitations of the proposed tool is that it has been primarily designed for
analysing phenomena using small-signal methods. Thus, the studies are confined to those
phenomena that can be studied using linearisation without loss of accuracy. Additionally,
calculating Gramians may be computationally intensive for exceptionally large systems. Nev-
ertheless, potential solutions for this issue are documented in the literature and referenced
within this chapter.
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Conclusions and Future Work

This final chapter of the thesis summarises the main findings, highlights contributions, and
outlines potential directions for future research.

Conclusions

This thesis examined the challenges of modelling and analysing the stability of converter-
dominated power systems. Driven by the rapid expansion of renewable energy sources
and the increased reliance on converter-interfaced devices, modern power systems are
undergoing fundamental transformations. The unique dynamic behaviour of converters
not only introduces new categories of stability issues, but their behaviour must also be
taken into account within existing stability categories to ensure that all phenomena are
accurately represented in simulation studies. These changes expose limitations in con-
ventional modelling and simulation approaches, and create a need for a reassessment of
traditional modelling guidelines and new methods that can support stability assessments
under emerging system conditions.

The thesis started by reviewing the emerging stability challenges in converter-dominated
power systems, reviewing the most commonly used models for the main power system com-
ponents, contrasting RMS and EMT tools, which are traditional modelling frameworks for
stability studies, and introducing model order reduction as a potential tool for determining
the appropriate level of detail required in models for different types of studies.

The thesis then provided an overview of model order reduction, focusing on the bal-
anced truncation method. It began by discussing the state-space representation for linear
systems, highlighting the arbitrary nature of choosing a coordinate system. Key concepts
such as controllability and observability were introduced, explaining how to achieve a min-
imal system realisation by carefully selecting an optimal coordinate system. The chapter
also presented Gramians as a mathematical tool for measuring the degree of controllability
and observability of a state. It introduced the balanced truncation method, a widely used
technique for MOR. This method relies on a balancing transformation that enables the
identification and truncation of less significant states. However, this transformation leads
to state variables that lack physical significance, making it impossible to identify which
parts of the physical system are most relevant to the dynamic phenomena.

To address this, the thesis proposed two physics-preserving MOR frameworks based
on an adaptation of the balanced truncation method, aimed at simplifying complex power
system models while retaining the physical interpretation of state variables. By leveraging
controllability and observability Gramians, the proposed methodology systematically iden-
tifies system states and components that are most relevant to the system’s input-output
behaviour. This allows for the systematic reduction of model complexity without sacrificing
the accuracy needed for stability studies.

Two complementary approaches were introduced: an event-based method and a fre-
quency-limited method. The event-based approach is designed to capture the system'’s
response to specific disturbances by identifying and retaining the states most active during
those events. In contrast, the frequency-limited approach focuses on dynamic behaviour
within selected frequency ranges, making it particularly useful for analysing how different
model components contribute across varying timescales.

A MATLAB/Simulink-based software tool was developed to automate the model reduc-
tion process and help visualise the relative contributions of individual system components.
This tool was validated through case studies involving a converter-dominated 9-bus system
and a modified 39-bus system. These studies demonstrated the practicality and efficiency

104



of the proposed methods, showing that reduced-order models can significantly reduce
computational requirements while preserving accuracy. A key advantage of the framework
is that it avoids coordinate transformations, ensuring that reduced models maintain a clear
physical interpretation.

Future Work

Despite the contributions presented in this thesis, several limitations and open questions
remain. One such limitation is that the proposed MOR methods are currently restricted to
linear time-invariant systems and assume the system is stable. Consequently, they may
not be directly applicable to stability issues involving nonlinear behaviour or scenarios
operating beyond the system’s stability margins. A potential approach to address this
limitation is to explore methods for calculating Gramians in unstable systems.

Another challenge concerns the computational cost of Gramian calculation for very
large-scale networks, which can limit scalability. Future research could therefore focus on
developing or implementing techniques to accelerate Gramian computation, enabling the
application of the proposed methods to larger and more complex power system models.

Another promising direction involves the development of hybrid modelling approaches
that combine EMT and RMS frameworks. Developing hybrid simulation models that se-
lectively incorporate detailed EMT components within broader RMS simulations could
achieve a balance between computational efficiency and modelling accuracy. Investigating
the optimal strategies for model partitioning and interface definition of such hybrid models
would be particularly beneficial.

Finally, this thesis introduced a framework for identifying the minimal model complexity
required for accurate stability assessment in converter-dominated power systems. A logical
next step would be to apply this framework toward the development of practical modelling
guidelines tailored to specific stability issues and system conditions.
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Abstract
Physics-Preserving Model Order Reduction for Stability Analysis
of Converter-Dominated Power Systems

Modern power systems are undergoing rapid change as renewable energy sources and
interconnections expand. This evolution is fundamentally reshaping system dynamics, with
power electronic converters playing an increasingly central role. The unique dynamic be-
haviour of these converters not only introduces new categories of stability issues, but must
also be accounted for within the established stability categories to ensure that all relevant
phenomena are accurately represented in simulation studies. This thesis investigates the
modelling and assessment of dynamic stability in converter-dominated power systems,
addressing the crucial challenge of balancing model fidelity with computational efficiency.

To begin, the thesis reviews the emerging stability challenges in converter-dominated
networks, contrasting Root Mean Square (RMS) and Electromagnetic Transients (EMT)
modelling frameworks. A summary of various models available for representing different
power system components is provided. Additionally, the concept of Model Order Reduction
(MOR) is introduced as a potential tool for determining the appropriate level of detail
required in models suited for different types of studies.

The thesis offers an overview of MOR, with a particular focus on the widely adopted
balanced truncation method. This method utilises a balancing transformation to identify
and truncate less significant states, enabling a near-optimal reduction of the number of
states within the model. However, this transformation results in a changed coordinate
system that no longer has a direct connection to the physical system, resulting in reduced
models that are neither intuitive nor interpretable. Consequently, it becomes impossible to
identify which parts of the physical system are most relevant to the dynamic phenomena.

To overcome this limitation, the thesis adapts the balanced truncation method, in-
troducing two systematic MOR methodologies. One methodology focuses on capturing
the system’s response to specific disturbance events, while the other targets dynamic
behaviour within selected frequency ranges. Both methods rely on controllability and
observability Gramians to quantify each state’s contribution to system dynamics. Unlike
other MOR methods, the proposed methodologies preserve original state coordinates to
maintain physical interpretability. This feature facilitates the application of these methods
to determine which components and control models to incorporate in practical system
studies.

Additionally, a software tool based on MATLAB/Simulink was developed to automate
the model reduction process and assist users in selecting the appropriate level of modelling
detail for different system configurations. This tool provides both visual and quantitative
assessments of each component’s contribution to the system dynamics. The proposed
method and tool were validated through two case studies: the converter-dominated 9-bus
system and the modified 39-bus system. These studies demonstrate that the method can
significantly reduce model complexity and simulation time while maintaining accuracy in
dynamic responses.

Together, the model reduction frameworks and the software implementation offer an
effective approach to defining requirements on dynamic models in converter-dominated
power systems. These contributions aim to assist system operators, researchers, and engi-
neers in selecting appropriate modelling detail as power systems transition toward higher
levels of converter integration.
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Kokkuvote
Fuitsikalisi omadusi sdilitav mudeli jargu alandamise metoodika
muunduripohiste elektrisiisteemide stabiilsusanalliiisiks

Tulenevalt taastuvenergiaallikate kiirest lisandumisest ja suurenevast vorkudevahelisest
integreeritusest on tanapaeva elektrislisteemid kiires muutumises. Need pohiméttelised
muutused muudavad ka pohjalikult stisteemi diinaamikat ja jarjest olulisem osatdhtsus
selles stisteemis on jouelektroonikamuunduritel. Sellest tulenevalt on vérguarvutuste teos-
tamisel oluline muundurite korrektne arvestamine, kuna nende seadmete ainulaadne
diinaamiline kditumine pohjustab uusi stabiilsusndhtusi ja samuti mojutavad need olemas-
olevaid stabiilsuskategooriaid. Kdesolev doktorit66 uurib, kuidas adekvaatselt modelleerida
ja analliGsida elektrislisteemi diinaamilise stabiilsusega seotud aspekte muundurpdhistes
elektrististeemides, kasitledes olulist valjakutset, kuidas leida tasakaal mudeli tapsuse ja
arvutuskoormuse vahel.

Doktoritdo algab tlevaatega muundurpodhistes elektrisiisteemides aset leidvatest sta-
biilsusnahtustest, vorreldakse efektiiv- ja hetkvairtusmodelleerimise raamistikke ning
esitatakse kokkuvote praegustest soovitustest erinevate elektrisiisteemi komponentide
kujutamiseks sobivatest mudelitest. Lisaks tutvustatakse mudeli jargu alandamise kontsept-
siooni, kui potentsiaalset tdoriista erinevat tiilipi uuringuteks sobivate mudelite detailsuse
taseme madramiseks.

Doktoritdo esitab tGlevaate mudeli jargu alandamise ldhenemisviisidest, keskendudes
eelkoige laialdaselt kasutusel olevale tasakaalustatud vahendamismeetodile. See meetod
kasutab tasakaalustavat teisendust vahemoluliste olekute tuvastamiseks ja eemaldamiseks,
voimaldades seeldbi mudeli olekute arvu peaaegu optimaalset vahendamist. Selline lahe-
nemisviis pohjustab aga koordinaatsiisteemi muutuse, mille tulemusena puudub saadaval
mudelil otsene seos flilisilise slisteemiga ja seetdttu on tulemuseks lihtsustatud mudelid,
mis ei ole ei intuitiivsed ega télgendatavad. Selle tulemusena muutub voimatuks maaratle-
da millised fusilise stisteemi osad on kdige olulisemad elektrististeemi diinaamikanahtuste
uurimiseks.

Sellest puudusest lGlesaamiseks esitatakse doktoritoos tasakaalustatud vahendamis-
meetodi edasiarendus ja pakutakse vélja kaks slistemaatilist mudeli jargu alandamise
meetodit. Esimene neist keskendub slisteemi reageeringu tuvastamisele konkreetsete
hairingute korral ja teine diinaamikaprotsesside maaratlemisele vaadeldavates sagedusva-
hemikes. Mélemad ldhenemisviisid tuginevad juhitavuse ja vaadeldavuse gramianidele, et
kvantifitseerida iga oleku panust slisteemi diinaamikasse. Erinevalt teistest mudeli jargu
alandamise lahenemisviisidest sailitavad pakutud meetodid esialgsed oleku koordinaadid
ja seelabi sailitatakse fiilisikaline télgendatavus. See omadus hélbustab nende meetodite
rakendamist ja aitab maaratleda, milliseid komponente ja juhtimismudeleid on praktiliste
stisteemiuuringute korral tarvilik kasutada.

Eesmairgiga automatiseerida mudelite jargu alandamise protsessi ja abistamaks kasuta-
jaid erinevate elektrislisteemi konfiguratsioonide korral sobiliku modelleerimisdetailsuse
valikul koostati MATLAB/Simulink keskkonnas vastavasisuline tarkvaratooriist. See t66-
riist pakub nii visuaalset kui ka kvantitatiivset hinnangut iga komponendi panuse kohta
ststeemi diinaamikasse. Arendatud meetodite ja t&oriista sobilikkust hinnati kahe juhtumi-
uuringu naitel, kus kasutati vastavalt muundurpohist 9-s6lmelist ja muudetud 39-solmelist
stisteemi. Nende uuringute tulemused néitavad, et arendatud meetodid véimaldavad oluli-
selt vdhendada mudeli keerukust ja simulatsiooniaega, sailitades samal ajal diinaamiliste
reaktsioonide tapsuse.

Mudeli jargu alandamise raamistik ja selle tarkvaraline rakendamine pakuvad téhusa
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lahenemisviisi dinaamiliste mudelite nduete maaratlemiseks muundurpohistes elektri-
stisteemides. Uurimust66 tulemused aitavad slisteemihalduritel, teadlastel ja inseneridel
valida sobilik modelleerimistapsus elektrististeemide Gleminekul muundurpdhistele sis-
teemidele.

Marksonad

dinaamiliste stisteemide modelleerimine, efektiivvaartusarvutus, elektrististeemi stabiil-
sus, hetkvaartusarvutus, juhitavuse ja vaadeldavuse gramian, mudeli jargu alandamine,
muundurpdhised elektrististeemid, stabiilsuse hindamise téoériistad
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Model Order Reduction of Voltage Source Converters
Based on the Ac Side Admittance Assessment:

From EMT to RMS

Goran Grdenié
Nathalia de Morais Dias Campos
and Jef Beerten

Abstract—Time-averaged electromagnetic (EMT) power elec-
tronics models can comprise tens of state variables, and in upcom-
ing converter-dominated power systems, this can cause a substan-
tial computational burden. The level of detail in their modeling,
however, is typically much greater than what is typically necessary
for transient stability (RMS) tools. Hence, there is a reasonable
need for using reduced-order models of power electronics devices in
accordance with the study needs and the related frequency range of
interest. This paper focuses on modeling the time-averaged voltage
source converter (VSC) for the application in ac system stability
studies where the small-signal assumption holds for converter
variables. The impact of simplifications and converter parameters
in VSC’s model accuracy is evaluated first as observed from the
ac-side admittance. Subsequently, based on the previous assess-
ment, a limited set of VSC reduced-order models is established and
analyzed — which is the main paper contribution. The parametric
sensitivity analysis is conducted to establish the validity boundaries
of the proposed models in the frequency domain. Finally, the rec-
ommendations for the use in different power system studies are
provided.

Index Terms—Ac side equivalent admittance, EMT models,
model order reduction, RMS models, time-averaged models,
voltages source converters.

I. INTRODUCTION

MATHEMATICAL model of a material system or a pro-
cess is an approximate representation of physical reality.
However, the goal of such approximations is to capture the
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phenomena of interest accurately. In this regard, various models
of power system components have been developed for different
types of studies [1].

This paper focuses on time-averaged models of two-level volt-
age source converters (VSCs), a technology that is increasingly
being employed in power systems. In time-averaged models of
power electronics devices, discrete-time switching is substituted
with continuous-time functions. This simplification enables both
the application of larger time steps in running electromagnetic
(EMT) simulations, and, forms the basis for further simplifi-
cations such that the model can be used in transient stability
(RMS) programs [2]. Time-averaged models are applicable in
many power system studies: transient and small-signal analysis,
tuning of converter high-level control parameters, and a broad
range of analysis usually performed in RMS tools [3].

Time-averaged converter models are described by nonlinear
time-varying mathematical functions. These properties hinder
the application of powerful linear analysis techniques. Several
methods are developed for obtaining linear time-invariant (LTI)
models, of which the dq-frame, dynamic phasor, and harmonic
state-space (HSS) are the most known [4]. This paper concen-
trates on dq-frame LTI models of VSCs which are extensively
being employed in many power system studies. The Park trans-
formation enables the conversion of a balanced steady-state
three-phase system into time-invariant dq quantities. The ob-
tained model can easily be linearized around the operating point
using Taylor series expansion.

The significant property of dg-frame modeling is the preser-
vation of frequency coupling dynamics of the fundamental fre-
quency. On the downside, it cannot be applied to obtain an LTI
model of unbalanced three-phase systems or to study the effects
of harmonics, thus necessitating the use of multi-frequency
modeling methods (dynamic phasors, HSS) [5]. Besides, the
applicability of dg-frame models in the frequency domain is
lower than half of the switching frequency. This limitation
derives from the use of the moving average operator to obtain a
continuous switching function [4].

Various levels of detail can be found in dgq-frame two-level
VSC models available in the literature. They include the fol-
lowing elements: ac- and dc-side dynamics, inner and outer
controls, phase-locked loop (PLL), filter dynamics, converter

0885-8977 © 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
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dead time. Timescales of specified components extend from
several hundred of microseconds to seconds, therefore requiring
a high computational power (small time steps and long horizon).
As long the number of converters in a system is small, this
might not pose a major issue. However, in envisioned future
converter-dominated power systems, removal of the unnecessary
modeling details is imperative to obtain the optimal model size
for the study of interest.

Previously, a number of model simplifications have been
presented or have implicitly been used in power system studies.
The most common simplifications are the omission of the inner
current control (ICC) [6], [7], [8] and/or the PLL [6], [9],
[10]. Although some of the listed research incorporates modular
multilevel converters, the same principles regarding the ICC
and PLL also hold for two-level converters. The simulation
time step in RMS tools is usually higher than the ICC time
constant, thus justifying its elimination. However, it has been
demonstrated that inner loops also play a relevant role in slow
mode dynamics [11], [12]. Alternatively, the ICC loop is some-
times modeled with a first-order time-delay approximation. Yet,
following the results from [13], such representation is inadequate
for converters connected to the bus with a low short-circuit ratio.
The converter dead time is usually not represented in most of
the studies. Nevertheless, its modeling becomes essential for
the appropriate assessment of converter and grid interactions at
higher frequencies [14], [15]. A classical phasor approximation
is often used to neglect the dynamics of ac side currents (as for
stator currents in synchronous generator models [16]). However,
the EMT representation of converter currents may also become
important at higher frequencies.

Model-order reduction has been applied to large-scale wind
or PV power plants by aggregating the dynamics of many
similar units into an equivalent that preserves the main dynamic
characteristics, e.g., [17] and [18]. However, such reduction
methods are not applicable if converters are spatially distributed
in a power grid — thus, necessitating the need for reduced-
order models of a single converter. In [19], the reduction of a
grid-forming converter model is conducted by residualizing the
groups of state variables linked to the fastest eigenvalues. Yet,
because of insufficient timescale separation, the formation of
disjoint groups of state variables and the associated eigenvalues
may be troublesome. An innovative approach was developed
in [11], where several fast states are initially discarded, and
subsequently, the representation of their participation in slow
modes is added back to the converter model. Another reduction
method was proposed in [12], in which time constants of fast
states are extracted in a transfer function model, while the
state-space model is used for dynamics of slow states.

The above-mentioned research, however, do not reflect on
the applicability of developed reduced-order models in the
frequency domain and suitability for different power system
studies. Therefore, the main objectives of this paper are: (a)
evaluate the impact of simplifications in the model’s accuracy
as observed from the ac-side admittance, and (b) establish a
limited set of VSC reduced-order models measuring in what
frequency ranges the models are valid and thus determining
their applicability in different stability studies according to the

Authorized licensed use limited to: Tallinn University of Technology. Downloade
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Fig. 1. Time-averaged model of a two-level converter.

frequency of observed phenomena. The proposed reduced-order
models consist only of the basic VSC components and preserve
the physical meaning of the model variables.

The rest of the article is organized as follows. Chapter 2
provides the complete mathematical description of the detailed
dg-frame converter model that will serve as a reference model
in this study. The impact of converter parameters and modeling
details on the ac side admittance is assessed in chapter 3. In
chapter 4, the set of reduced-order models is proposed and
evaluated. A parametric sensitivity analysis is conducted in
chapter 5 to establish the validity boundaries of the different
models in the frequency domain. In addition, recommendations
for the application of the proposed VSC reduced-order models in
different stability studies are provided. Finally, the main findings
are summarized in the conclusion section.

II. REFERENCE VSC MODEL IN DQ-FRAME

The layout of the time-averaged two-level VSC converter
model in grid-following operation mode is presented in Fig. 1.
It consists of a controllable voltage source on the ac side and a
controllable current source on the dc side.

The ac side current i, is described by the following equation:
b G (1)
wp dt

where v, and v, are the converter and point of common coupling
(PCC) voltages, Iy and r are the aggregated phase reactor and
transformer inductance and resistance, wy, and w,, are the base
and grid per unit angular frequencies. The underbar denotes
variables in the dqg-reference frame, i.e., v = x4 + jz,. The

= VUcvp —&—MOf—‘rnglf)

equation governing the behavior of the dc side voltage v, is:
Cde Qe

2

wy dt @

The dc side current is denoted with 7 4., the dc current source
with 4.5, and ¢4 is the dc side capacitance. The ac and the

= lde — ldes
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dc side are linked by the power conservation law (a lossless
converter is assumed):
Vev,d - 7"cv,d + Vev,q * Z'c'u,q = VUde - Z'dc (3)
The converter has a hierarchical control structure consisting
of outer loops for the active power (or the dc voltage) and the
reactive power (or the ac voltage) control, the ICC loop for the
regulation of ac side currents, and the PLL that is utilized for
synchronization with the ac grid. The employed vector control
method enables independent regulation of converter active and
reactive power. The mathematical description of control circuits
and employed tuning rules are provided in the subsequent sec-
tions.

A. Inner Current Control and Dead Time

The reference value of the converter voltage vz, is set in the
ICC loop:

/UZ’U = kprcc (le - imlﬂn,) + ki,IC’C : :Y

+ ] : lf CWPLL Z‘(:'U,m + Vo, 1CC (43)
d
% = <inv - Z‘cv,*m,) (4b)

where iy, and i, ,, are the reference and low-pass filtered
(measured) values of converter current, kprcc and k; ;oo are
the proportional and integral coefficients of the PI controller,
< is the controller integrator state, and v, rcc is the feedfor-

warded low-pass filtered PCC voltage. The coefficients of the PI
controllers are tuned using the model internal control technique
[20] resulting in the two straightforward equations:

l
kp1cc = —t (5a)
TIicc - Wh
,
kitco = —L (5b)
TICC

with 77¢¢ being the desired first-order time response of the ICC.

The ac side driving voltage v, is an input to the pulse
width modulator that is not presented in time-averaged models.
However, the common approach is adding the time delay 7; at
the ICC output that accounts for the modulation and computation
dead time:

vt = Tat X 6)

cv,d T cv

B. Outer Loop Control

The reference value of converter ac side current ¢}, is set
in the outer control. The d-component is utilized for the active
power or the dc voltage control, and the gq-component for the
reactive power or the ac voltage control. The outer control loops
are described in equations (7) and (8), where a* and a are the
reference and the low-pass filtered values of the active power or
the dc voltage, b* and b are the reference and the low-pass filtered
values of the reactive power or the ac voltage, k, p, k; p, pd,
kp.q. ki,q and p, are the coefficients and the integrator states of
the corresponding PI controllers.

fev,a = kp,p (0" —a) + ki ppa (7a)
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% =a —a (7b)
itm,q = kZLQ (b* - b) + k‘inpq (Sa)
dpq ¥

i b b (8b)

In tuning of the active and reactive power control loops, the
previously designed first-order response of the ICC is assumed,
and the variation of the voltage at the PCC is neglected. Imposing
the desired first-order time response with the time constant
Tout 1€ads to the following expressions for the proportional and
integral coefficients:

TICC

Fo.p@) = ——

(9a)

1
kip) = — (9b)

The square of the dc voltage is employed for the dc voltage
control, and the PI coefficients are determined by using the
expressions from [21]. The ac voltage control has not been
utilized in this research.

C. PLL Control

The PLL is an unavoidable element in grid following con-
verters employed for the synchronization with the ac grid. The
following set of equations describe the PLL dynamics:
Vo,PLL,q

Ap = (10a)
\/ “gﬁpLLi,d + Ug,PLL,q
Awprr, = kyprr - Ap +kiprr -cprr (10b)
deprr
= A 10
a ® (10c)
AQPLL = /ADJPLLdt (10d)

The phase tracking error is denoted with Ay, v, prr,,q and
Vo, PLL,q are the low-pass filtered components of the PCC volt-
age, Awpy and Afpy p, are the frequency and angle deviations,
kp,prr, ki,prr and e prp, are the PI coefficients and the corre-
sponding integrator state. The coefficients of the PI controller
are tuned by using the recommendations from [22]. The angle
deviation Afpy . is used in the transformations from the global
DQ-reference frame to the converter’s local dg-reference frame,
and vice versa.

Fig. 2 presents the comparison of frequency response estima-
tion using a sinusoidal perturbation of the described VSC model
with the linearized model where the 10th order Padé approxi-
mation is used for time-delay linearization. The comparison is
conducted in terms of an equivalent ac side admittance with
PCC voltage v, being the input and the converter currents i,
the output signals:

ic1;,d _ }/(ld qu . Vo,d
fev,g Yqa Yqq Yo,q
Only the dd component is exhibited. MATLAB/Simulink is

utilized, as well as in the rest of this research. The converter
is in rectifier operation mode, with active and reactive power

(11)
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10? 10°
Frequency (Hz)

Fig. 2. Comparison of frequency response estimation and linearized VSC
model (dd admittance component).

control being implemented in outer loops. An almost perfect
matching can be observed even above the frequency of interest,
i.e., the half of the switching frequency (1 kHz in this case).
Accordingly, the linearized system (with the 10th order Padé
time delay approximation) serves as a reference model in the
sequel of this research. All parameters of the reference model
are provided in Table VI in the Appendix.

III. IMPACT OF CONVERTER PARAMETERS AND MODELING
DETAILS ON THE AC SIDE ADMITTANCE

In the following subsections, the influence of different VSC
model simplifications and parameters on the ac side equivalent
admittance in the dqg-reference frame is examined. Because of
the limited space, only the dd-component of the admittance is
presented (except for the PLL influence where the qq-component
is exhibited).

A. Ac and Dc Side Representation

The phasor-based or RMS modeling is the most common
simplification in the analysis of power systems. It assumes that
the variables are quasi-stationary, i.e., they do not deviate signif-
icantly from the nominal frequency. Applying this assumption to
the reference EMT model developed in the previous section re-
sults in the omission of the derivative term in (1). The differential
equation becomes an algebraic (12), consequentially neglecting
the high-frequency phenomena in the electromagnetic spectrum.
Fig. 3 shows the influence of this simplification for different
values of ICC bandwidths on the ac side admittance'. The better
matching of the simplified RMS model is achieved for faster ICC
control. Neglecting the derivation term in (1) results in almost
instantaneous converter current control.

0 =Vey — Vo —dew (rfp+j-wy-ly) (12)

For the dc side modeling, three different representations are
considered: (i) a voltage source, (ii) a capacitance and an ideal
current source, and (iii) a capacitance, dc line and a voltage
source. The results exhibited in Fig. 4 show the perfect matching
of all the three dc side representations when a converter is in the
active power control mode. However, for the dc voltage control,

The bandwidth of the first-order system is equal to a reciprocal value of the
time constant.
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Fig.3. Influence of the ac side representation on the dd admittance component.
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Fig.4. Influence of the dc side representation on the dd admittance component.

a mismatch appears in the low-frequency region for the different
dc side representations.

B. ICC Modeling

The time constant of the ICC is usually smaller than the
simulation time step used in RMS simulations. Accordingly,
its omission or simplification has been considered in electrome-
chanical stability programs. The resulting simplified model is
based on the first-order time delay transfer function:

. 1 L
e T oes e 1
The simplified model and the ICC omission are benchmarked
against the reference EMT model in Fig. 5. The neglection of
the ICC loop causes a mismatch even in the low-frequency
region (below 10" Hz). Furthermore, the first-order time delay
approximation does not substantially extend the VSC model
validity in the frequency domain. Therefore, the simplified ICC
model is disregarded in the rest of this paper.
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Fig. 5. Influence of the ICC modeling on the dd admittance component.
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Fig. 7. Influence of the dead time representation on the dd admittance
component.

C. Dead Time Modeling

Fig. 6 exhibits the influence of different values of the dead
time and its omission. The mismatch to the reference model
is more prominent for higher values of the dead time. In the
magnitude plot, it is largest above 10? Hz. Yet, it is present
in the low-frequency range as well. The phase mismatch be-
comes more pronounced closer to the kHz region. Furthermore,
in Fig. 7, two simplified time-delay representations used for
the linearization (1st order Taylor and Padé approximations)
are compared with the benchmark model. The first-order Padé
approximation, although utilizing the same number of state
variables as the first-order Taylor approximation, shows better
agreement with the benchmark model.
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Fig.9. Influence of the outer loop bandwidth on the dd admittance component.

D. PLL Modeling

The influence of the PLL bandwidth on the ac side admit-
tance is presented in Fig. 8. Moreover, it is compared with an
instantaneous PLL in which (10b)—(10d) are replaced with the
following expression:

A fprr = asin(Ap) (14)

The angle deviation Afpy, is calculated algebraically, and
the PLL dynamics are disregarded. This simplification has a
significant impact even at very low frequencies, emphasizing
the need for the appropriate PLL modeling to obtain a good
representation in the low-frequency region.

E. Outer Loop Bandwidth and Operating Point

Fig. 9 exhibits the influence of outer loop bandwidth on the ac
side admittance. This control parameter, expectedly, influences
the low-frequency region. The converter operating point affects
the low-frequency dynamics and the steady-state admittance
value, as observable in Fig. 10.

IV. VSC REDUCED-ORDER MODELS

Based on the analysis from the previous section, different
converter parameters and modeling components are presented
in Fig. 11, accounting for their influence on the equivalent ac
side admittance in the frequency domain. The frequency shift of
50 Hz caused by Park transformation is considered. The outer
loop bandwidth and operating point influence the equivalent ac
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Fig. 10. Influence of the operating point on the dd admittance component.
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Fig. 11.  Influence of different converter parameters and modeling components
in the frequency domain.

TABLE I
THE PROPOSED REDUCED-ORDER MODELS AND THEIR CONSTITUENT
ELEMENTS
o )
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side admittance in the low-frequency region, including the syn-
chronous frequency. Then, the appropriate PLL and ICC mod-
eling becomes important for phenomena above the synchronous
frequency. The suitable dc side representation is also relevant in
this frequency region, but only for the dc voltage control mode.
Finally, the impact of the ac side representation and the dead
time subsequently rises at higher frequencies. Here, it needs
to be emphasized that the exhibited frequency distribution of
converter parameters and modeling components summarized in
Fig. 11 holds under the assumption of the converter’s stability as
a standalone system that is ensured by applying standard tuning
procedures of converter parameters.

Based on the exhibited converter element stratification in
Fig. 11, the proposed VSC modeling reduction includes four
models with varying levels of detail. The active and reactive
power control modes are considered in the sequel of this re-
search. Following the results from Fig. 4, the dc side dynamics
can be neglected consequently. The number of state variables
and constituent elements of the VSC reduced models are sum-
marized in Table I. Low-pass filters are included together with
the corresponding modeling element. Model 1 consists of only
outer loops for the active and reactive power control and has
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TABLE II
VALIDITY LIMITS OF THE REDUCED-ORDER MODELS IN DQ-REFERENCE
FRAME (HZ) AND THE NECESSARY PADE ORDER TO MEET SPECIFIED
TOLERANCES Up TO 1000 HZ

Model 1 | Model2 | Model 3 | Model 4* | Padé
5dB <3.6 <14.2 <1000 >12.0 1
10dB | <10.1 <39.9 <1000 >5.8 1
20dB | <19.1 <48.7 <1000 >2.3 1
5° <0.5 <5.8 <271.2 >55.0 3
15° <1.7 <8.6 <501.9 >28.9 2
30° <6.1 <10.1 <760.0 >15.3 2
*Model 4 upper validity limits correspond to model 3 limits provided in the
table.

four state variables. Model 2 additionally incorporates the ICC
loop, the PLL, and the corresponding low-pass filters. It has
14 state variables overall. Model 3, furthermore, is extended
by the EMT representation of the ac side currents and the first
order Padé time-delay approximation, resulting in the model
with 18 state variables altogether. Model 3 differs from the
reference model only in the Padé€ order utilized for time delay
linearization. Finally, the low-frequency dynamics of outer loops
are neglected in Model 4, making the model applicable only for
high-frequency domain studies. It needs to be emphasized that
the proposed composition is certainly not unique. However, the
results presented in continuation and the comparison with other
reduced-order model configurations justify the selection made.

The comparison of the ac side admittance absolute error for
the four reduced-order VSC models w.r.t. to the reference model
is presented in Fig. 12. Reduced-order models 1, 2, and 3 match
the reference model in the low-frequency region, and the abso-
lute error starts to increase when moving to higher frequencies.
A better fitting is accomplished, expectedly, with an increase
in the number of model state variables. Model 4 absolute error
is significant in the low-frequency region, reduces for higher
frequencies, and becomes prominent again while approaching
the kHz range (as model 3).

Three different values for the magnitude (5, 10, and 20 dB) and
the phase tolerances (5°, 15°, and 30°) are selected to establish
quantitative limits of the reduced-order models in a frequency
domain. The minimum value of the four admittance components
is provided in Table II for models 1, 2, and 3, and the maximum
value for model 4. The validity of Model 1 extends slightly
above the synchronous frequency for specified tolerances. The
validity limits, as might be expected, become higher for less
strict tolerances. Model 2 validity does not extend significantly
in the frequency domain, although the model includes the ICC
and the PLL. The more notable extension is accomplished by
model 3. For the set magnitude thresholds, it is accurate in
the entire range, i.e., up to half of the switching frequency,
and for the set phase thresholds, its validity reaches several
hundred Hz. Model 4 becomes suitable for frequencies above the
synchronous frequency, and the validity limits become lower for
less strict tolerances. Also, model 4 upper validity boundaries
correspond to model 3 limits provided in the table because it
also includes only the first order Padé approximation for time
delay modeling. It is interesting to notice that for the set phase
tolerances, there is a gap between validity limits of models

Authorized licensed use limited to: Tallinn University of Technology. Downloaded on August 28,2023 at 13:30:50 UTC from IEEE Xplore. Restrictions apply.



62
E)
EL 7
=10 A
4 o |
Z 0 TP ‘ I
< 10! 100 10! 102 108
= [ Model T —Model 3
55 20 [|——Model 2 - - - Model 4
<
X o
= 10! 10° 10! 10 10°
Frequency (Hz)
—~ (a)
=]
=
=20
=10
<
Zz 0 .
< 107! 10° 10! 102 10%
=
-
<
z
4 iy
= 108
£
Ny
N
z
Sy
<
Z o ] YL
= 10! 10° 10" 10? 10°
Frequency (Hz)
(©)
=]
= 20/[— Model T —— Model 3
"5 |—DModel 2 - - -Model 4
N
g
z = e "y
< 10! 10° 10! 102 10°
20+
-
<4
Z 9 ‘
< 10! 10° 10!
Frequency (Hz)
(d)
Fig. 12.  Comparison of the ac side admittance absolute error of the reduced-

order VSC models: (a) dd-component; (b) dg-component; (c) qd-component;
(d) qq-component.

2 and 4, thus necessitating the model 3 application to cover
this frequency range. Finally, the necessary Padé order for time
delay linearization to meet the VSC model accuracy up to half
of the switching frequency is provided in the last column of
Table II. While the first-order approximation is sufficient for the
set magnitude tolerances, the 2nd order is necessary for 15° and
30° phase tolerance, and the 3rd order for the 5° threshold.
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Fig. 13.  Time-domain response of the reduced-order models and the refer-

ence model following the active power reference step: (a) Active power; (b)
d-component of converter current; (c) PCC voltage; (d) Dominant modes.

TABLE III
OTHER COMMONLY USED REDUCED-ORDER MODELS AND THEIR
CONSTITUENT ELEMENTS

£ |z = Slelslglsd

@ sy ~ = = =N £ = 19 2 g

= = Q g = c a 5 2
glz|r|elo|s |8 Elz |29
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Model 2a | + + 4 + 8
Model 2b | + +* 4 + + 10
Model 3a | + + s + G G & 4 16
Model 3b | + +* 4 + + + + + 16

The behavior of the reduced-order models is compared by
time-domain simulations of nonlinear models in Figs. 13(a)—(c).
The external ac grid consists of a Thevenin equivalent and a
capacitance at the connection point. The parameters are provided
in Table VII in the Appendix. When the phasor representation is
employed for converter currents modeling, the same modeling
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TABLE IV
VALIDITY RANGES OF THE REDUCED-ORDER MODELS IN DQ-REFERENCE
FrRAME (Hz)

Model 1 Model 2 Model 3 Model 4
5dB <1.8-11.7 <5.1-71.6 <642.6-1000 | >3.7-58.5
10dB | <4.4-18.7 | <8.4-114.4 | <887.9-1000 | >2.3-36.7
20dB | <8.9-35.1 | <24.8-825.7 <1000 >0-5.1
5° <0.2-1.0 <2.2-12.6 <185.5-686.5 | >27.4-91.7
15° <0.8-7.4 <4.0-19.1 <242.0-1000 | >6.2-66.9
30° <2.8-12.6 <4.8-23.1 <304.8-1000 | >1.7-52.7

TABLE V

RECOMMENDATIONS FOR THE APPLICABILITY OF THE PROPOSED
REDUCED-ORDER VSC MODELS IN POWER SYSTEM STABILITY STUDIES

Categories of power system
stability

Classical stability problems (rotor
angle oscillations, small-
disturbance voltage stability,...)
Resonance stability
Slow-interaction converter-driven

Proposed VSC reduced-order
model
Model 1 or model 2

Model 2 or model 3
Model 2 or model 3

stability
Fast-interaction converter-driven Model 3, model 4 or the reference
stability model

assumption is also utilized for external grid modeling. The
active power reference step Ap* = 0.025 pu is applied at 2.5
s, and the converter’s active power, current (d-component), and
PCC voltage are observed. Oscillations present in the reference
model time response are not reflected when using reduced-order
models 1 or 2. This can also be observed from the eigenvalue
plot (Fig. 13d), where the low-damped mode associated to the
oscillation is not present for models 1 and 2. Nevertheless,
an increase in the size of the reduced model results in better
matching with the reference model.

A. Comparison With Other Reduced-Order Models

The absolute admittance errors of the four reduced-order
models are compared with other commonly used model con-
figurations (summarized in Table III) to support the previous
analysis. First, model 1 (consisting of only outer loops) and
model 2 (also including the ICC and PLL) are compared with
reduced models that comprise only the PLL or only the ICC
(besides the outer loops). The absolute errors of dd- and qq-
components are presented in Fig. 14. From Fig. 14a magnitude
plot, it can be observed that the model with only PLL does not
extend the validity of the converter model compared to model 1.
And similarly, the model with only the ICC exhibits an equiva-
lent behavior to model 1 for the qq- admittance phase component
(Fig. 14b). Therefore, a VSC model needs to incorporate both
the ICC and the PLL to achieve the error improvement compared
to the model with only outer loops.

Likewise, in Fig. 15, model 3 is compared with the models in
which only time delay or EMT current representation is consid-
ered. It can be similarly reasoned that it is necessary to include
both modeling components to achieve the actual validity exten-
sion in the frequency domain comparatively to model 2 con-
figuration. Additionally, models are analyzed by time-domain
simulations for the same input perturbation (A p* = 0.025 pu
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Fig. 14.  Comparison of the ac side admittance absolute error of the pro-
posed and other reduced-order VSC models (PLL and ICC influence): (a)
dd-component; (b) qq-component.

at 2.5 s). The results presented in Fig. 16 show that both the
time delay and EMT current representation are necessary to
capture the PCC voltage dynamics. The model with only EMT
current representation results in an overdamped response and the
model with only time delay results in an unstable response. The
more detailed quantitative results for other reduced-order model
configurations are provided in Table VIII in the Appendix.

V. PARAMETRIC SENSITIVITY ANALYSIS

A parametric sensitivity analysis is conducted to determine
the validity range of the proposed reduced-order models. The
following parameters are examined separately for each reduced
VSC model:

® Model I: outer loop, PLL, and ICC bandwidth (27 combi-

nations)

® Model 2: ICC and PLL bandwidth, time delay (27 combi-

nations)
Model 3: ICC bandwidth and time delay (9 combinations)
Model 4: outer loop, PLL, and ICC bandwidth (27 combi-
nations)

Parameters are provided in Table IX in the Appendix. Due to
limited space, only one of the admittance components and the
limited number of combinations are exhibited for the proposed
reduced-order models in Figs. 17 to 20. The quantitative results
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for all examined combinations and accounting for all four ad-
mittance components are summarized in Table IV and Fig. 21
(for 5° phase tolerance). A wavy pattern in Fig. 21 presents the
sensitivity of upper and lower applicability limits of the proposed
reduced-order models for the examined control parameters and
the selected tolerance threshold. Different converter parameters,
Fig. 17.  Influence of the ICC, PLL and outer loops bandwidth on model 1 generally, have diverse influences on four admittance compo-
absolute error (dd-component). . . .

nents (plus the impact of various magnitude and phase angle

10° 10! 10° 10*
Frequency (Hz)
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Fig. 21.  Validity ranges of the reduced-order models in dg-reference frame
(for 5° phase tolerance).

tolerances). In many cases, lower frequency limits are achieved
with slower dynamics of control circuits and higher time delay
values.

A. Applicability of the Proposed Reduced-Order Models in
Power System Stability Studies

Following the results presented in Table IV and Fig. 21, the
recommendations for the applicability of the proposed VSC
reduced-order models in different stability studies are given in
accordance with the latest power system stability classification
[23]. It needs to be emphasized that the proposed models are
applicable for stability studies where the small-signal assump-
tion holds for the converter and no additional control schemes
are active e.g., regulator limits. Furthermore, different power
system dynamic phenomena as well as the proposed models do
not have strict limits in the frequency domain. Therefore, it is
not possible to unambiguously associate a single reduced-order
VSC model to study particular phenomena.

For studying the classical dynamic phenomena based on
the phasor approximation — such as rotor angle oscillations or
small-disturbance voltage stability —model 1 and model 2 are ap-
plicable. Resonance stability phenomena (torsional or electrical)
appear at subsynchronous frequencies, indicating that the VSC
model 2 or model 3 should be included in the system model when
studying these dynamics. Slow-interaction converter-driven sta-
bility (appearing at subsynchronous frequencies) requires model
2 or model 3 application, while fast-interaction converter-driven
stability (arising at super-synchronous frequencies) necessitates
the application of model 3 or the reference model. If low-
frequency dynamics is out of interest, model 4 can be used
instead of model 3. High-frequency dynamic phenomena in-
cluding switching dynamics cannot be studied using the time-
averaged models presented in this paper. The recommendations
are summarized in Table V.

VI. CONCLUSION

Various simplified VSC models have been employed in power
system stability studies without a proper understanding of ap-
plicability of such models in the frequency domain. This paper
proposes a set of four reduced VSC models for ac system
stability studies based on the extensive analysis of different
converter parameters and modeling components. The simplest
model 1 includes only outer control loops and the corresponding
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low-pass filters. The second reduced model has extended ap-
plicability in the frequency domain, however not significantly,
despite including both the ICC and PLL circuits. It confirms the
high coupling of converter slow and fast state dynamics. Thus,
a more prominent validity extension is achieved with model 3
which includes both the time delay and the ac side current EMT
representation. Reduced model 4 does not include outer loop
dynamics and is intended only for high-frequency studies. In
the case of a dc voltage control mode, the dc side representation
must also be included. Various converter parameters, as well
as the specified magnitude and phase tolerances, influence the
frequency range of reduced-order model applicability. Finally,
the paper discusses the applicability of the obtained set of
VSC reduced-order models for different studies in ac power
systems based on the frequency of the studied phenomena. These
conclusions apply for studies where the small-signal assumption
holds for converter variables. Future research directions should
include a detailed assessment of filtering dynamics impact to
decrease the number of state variables further in the model
order reduction process. Also, an establishment of reduced-order
models and their frequency validity boundaries for modular
multilevel VSC configuration and converters in grid-forming
mode is recommended.

APPENDIX

TABLE VI
PARAMETERS OF THE REFERENCE CONVERTER MODEL

Parameter Value
Base frequency wj, 2n-50 rad/s
Grid frequency w, 1 pu

Rated voltage Vj; rus 220 kV
Rated power S, 1200 MVA
Filter inductance I, 0.08 pu
Filter resistance 7 0.003 pu
Dc side capacitance ¢; 4.2 pu
Switching frequency 2 kHz
Time delay T, 500 ps
ICC time constant 7;¢¢ 2 ms
Outer loop time constant 7,,,¢ 50 ms
PLL P coefficient k;, p, 50 rad/s
PLL I coefficient k; p;, 833 rad/s’
Active and reactive power low- | 200 rad/s
pass filter cut-off frequency w,,;

PCC voltage low-pass filter cut- | 1500 rad/s
off frequency (ICC) w;¢c

PCC voltage low-pass filter cut- | 500 rad/s
off frequency (PLL) wp;;

Current measurement low-pass | 2m-1200 rad/s
filter cut-off frequency w; -,

TABLE VII
PARAMETERS OF THE EXTERNAL GRID

Parameter Value
Inductance [, 0.3 pu
Resistance 7, 0.03 pu
Capacitance ¢, | 0.5 pu

Authorized licensed use limited to: Tallinn University of Technology. Downloaded on August 28,2023 at 13:30:50 UTC from IEEE Xplore. Restrictions apply.



66

TABLE VIII
VALIDITY LIMITS OF OTHER REDUCED-ORDER MODELS IN DQ-REFERENCE
FRAME (Hz)
Model 2a | Model 2b | Model 3a | Model 3b
5dB <5.8 <3.1 <14.2 <28.9
10dB | <8.6 <369.0 <15.9 <32.2
20dB | <159 <501.9 <55.0 <271.2
5° <2.7 <0.5 <5.8 <1.7
15° <6.1 <l.6 <8.6 <13.3
30° <8.6 <6.1 <10.1 <28.9
TABLE IX
PARAMETERS OF THE SENSITIVITY ANALYSIS
Parameter Lower value | Base value Higher value
Outer loop time constant | 25 ms 50 ms 100 ms
Tout
ICC time constant T;¢¢ 1 ms 2 ms 5 ms
PLL P coefficient k, p;; 25 rad/s 50 rad/s 100 rad/s
(PLL bandwidth) (32.8 rad/s) (65.7rad/s) | (131.4 rad/s)
Time delay T, 250 ps 500 ps 750 us
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Novel Gramian-Based Structure-Preserving Model
Order Reduction for Power Systems With High
Penetration of Power Converters

Nathalia de Morais Dias Campos
and Jako Kilter

Abstract—Renewable energy and high voltage direct current
connections increase the number of power electronic devices in the
grid, changing how power systems operate and introducing new
dynamic behavior. For this reason, it is fundamental to understand
what modeling details are needed to represent the system in this
new context. This article proposes a novel model reduction ap-
proach using frequency-limited controllability and observability
Gramians that preserves the link between the physical structure
of the system and the state variables. This method allows under-
standing and analytically determining how vital each state is to the
input-output behavior in different frequency ranges. The primary
contribution of this article is an algorithm that can provide intuitive
results to help power system experts understand the simulation
tools and minimum modeling details needed to perform different
stability studies. Two case studies supported the applicability of the
developed method, and a tool for MATLAB/Simulink was devel-
oped based on the findings, allowing visualization and immediate
identification of the model components that are most relevant for
the system dynamics under study. This tool can analyze dynamic
behaviors where the cause is poorly understood and provide clar-
ity around modeling detail requirements in converter-rich power
systems.

Index Terms—Controllability and observability, Gramians,
model reduction, power electronic converters, power system
modelling, power system simulation.

I. INTRODUCTION

OWER systems have seen extensive changes in the past

years. Renewable energy sources incentivized by gov-
ernmental policies are substituting traditional generation. For
instance, to reach the 1.5° climate target, renewables should
supply 90% of the electricity by 2050. Wind and photovoltaics
should dominate with 63% of the total electricity needs [1].
Additionally, power systems are becoming more interconnected.
In Europe, there is an expected increase of 35 GW cross-border
transmission capacity by 2025 and an additional 93 GW by
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2040 [2]. High voltage direct current (HVDC) technology is es-
pecially relevant for long-distance transmission and renewables’
interconnection since it provides more operational flexibility
than AC transmission. It is believed that the developments in
power systems will continue in the following years, with am-
bitious targets set towards renewable generation and additional
interconnection projects planned [2].

These trends have in common that they increase the number
of power electronic devices connected to the grid. Determining
how to model power electronic-based systems in stability studies
is a significant challenge. Despite studies carried out during
the planning and operation of new interconnections, several
instability events have occurred in recent years. For instance,
in 2017, ERCOT observed three subsynchronous oscillation
(SSO) events involving wind farms. The wind farms affected
had undergone stability studies and were equipped with SSO
damping controls [3] but these measures proved insufficient for
predicting and avoiding the instability risks. In 2019, studies
conducted by AEMO showed five solar farms with sustained
voltage oscillations under credible contingencies. This incident
led to several months of generation curtailment and delayed
commissioning of new units [4].

One reason instability risks can remain undetected during the
project’s study phase is that power electronic devices may inter-
actunexpectedly with the surrounding system, and their dynamic
behavior is not always well understood. Traditional modeling
practices based on root mean square (RMS) simulations aggra-
vate this risk as RMS models assume that all system signals are
steady-state or near steady-state, leading to simplified network,
generator, and converter models. This assumption significantly
impacts its ability to represent oscillation phenomena far from
the steady-state frequency. In this case, using RMS models could
lead to an incorrect stability assessment.

Electromagnetic transient (EMT) simulations, on the other
hand, can produce very accurate stability results. However, using
EMT simulations still leads to the question of how detailed
the model of each component should be. Modeling to a high
degree of detail every element of an extensive system leads to
computational complexity that is at the very least difficult to
handle and often unfeasible. It also requires data that might not
be available due to, for instance, manufacturers not having yet
supplied a detailed EMT model of their device. For instance,
following a sub-synchronous incident involving wind farms in
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2009, [5] reported that ERCOT did not have the required wind
farm EMT models for detailed studies that could have detected
the subsynchronous oscillations ahead of time.

Thus, itis critical to understand the minimum modeling details
required for different stability studies. It allows transmission
system operators (TSOs) to demand the correct type of studies
and models, ensuring the safe operation of the power system.

Model-order reduction methods are one of the techniques able
to address this problem. They reduce computational costs while
maintaining the accuracy for given phenomena of interest. A
reduced-order model is obtained by eliminating or simplifying
parts of the system that are not relevant for the study carried out.
The accuracy of the results depends on appropriately choosing
which system components are relevant for the study and must
therefore be represented by detailed models.

Several model reduction methods have been proposed in the
literature and applied in power system analysis. These include
modal reduction [6], balanced truncation [7] and reduction by
moment matching [8]. These approaches, however, rely on
changing the state space coordinate system. Because the analysis
occurs on a changed basis, state variables tend only to have
mathematical significance and no longer have a direct link to
the physical system. This lack of connection makes it difficult
for power system experts to apply these methods to understand
which components and control models to use in practical system
studies. These methods typically offer high computational effi-
ciency and scalability, where the aim is near optimal reduction
of the number of states in the model. However, the drawback
is that the results become less intuitive and interpretable as the
mathematical models can no longer be understood physically.

A parametric model reduction method is proposed in [9],
which can preserve selected parameters in the reduced-order
model. The article successfully demonstrated the method for
preserving the parameters of Power System Stabilizers (PSS).
However, the method only preserves the relationship between
mathematical and physical models for selected parameters. It
also requires knowing the parameters to be preserved before-
hand, which limits its application when the instability causes
and devices involved are not entirely known.

In [10], the authors propose a model reduction method based
on state residualization. They determine the relationship be-
tween states and modes and then find a reduced model by
removing groups of states, minimizing the error. This method,
however, does not directly determine the importance of each
state and how this changes in particular frequency ranges.

A method of obtaining reduced-order models of Multi-
Terminal DC Grids (MTDC) is proposed in [11]. The approach is
based on an Interactive Rational Krylov algorithm and is applied
individually to every wind farm connected to the study area
consisting of the MTDC grid. This work, however, does not
cover other grid configurations.

In [12], the authors propose a model reduction technique
inspired by the balanced truncation method and based on the
projection of the Hankel Singular Values using the inverse bal-
ancing transformation. In [13], the authors propose a structured
model reduction that preserves the network topology based on
an extension of the balanced truncation method. The technique

IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 38, NO. 6, NOVEMBER 2023

first partitions the system into subsystems. The method is applied
to each subsystem except the one where the network struc-
ture should be preserved. However, these methods have not
been explicitly used to determine modeling details necessary
in converter-rich systems considering dynamics in different
time scales. The method proposed in this article was conceived
specifically for this purpose, focusing on the interpretability of
results to provide clarity around modeling detail requirements
for converter-rich power systems. The proposed model reduction
approach can be applied directly without any coordinate system
transformation, thus maintaining the connection between the
states and the physical system.

The key contributions of this article are: (i) an approach to
calculate the contribution of each state to the system behavior
based on the controllability and observability Gramians; and
(ii) a model reduction technique that highlights which parts of a
model are relevant at a given frequency range, and that is applied
to obtain models targeted for studies of specific oscillation
phenomena. The proposed approach is especially relevant given
the new categories of interactions introduced in power systems
with high penetration of power electronic devices [14].

This article is organized as follows. Section II provides an
overview of the main concepts of model reduction theory. The
proposed model reduction approach is described in Section III.
Section IV covers two case studies where the method is ap-
plied and demonstrates a visualization tool developed on MAT-
LAB/Simulink. Finally, Section V discusses conclusions and
limitations of the proposed approach.

II. MODEL ORDER REDUCTION

The problem of finding a reduced-order model of a linear
system represented in state-space consists in identifying which
states are relevant and which ones can be discarded while
ensuring the results remain within an acceptable error margin.

Consider a linear time-invariant (LTI) and high-dimensional
system with n states, m inputs and p outputs represented in
state-space form by

@(t) = Ax(t) + Bu(t) (1)
y(t) = Cz(?) Q)

where u(t) € R™ is a vector of system inputs, y(¢) € R? is a
vector of system outputs and (t) € R™ are the state variables
and A € R™*", B € R™™ and C' € RP*" are the state-space
matrices.

The controllability operator ¥ : Ly(—o0,0] — C" is de-
fined as [15]

0
u»—>/ e A" Bu(t)dr.

It can be interpreted as a mapping between inputs defined in
the past (¢ < 0) to the initial condition xg att = 0.

Similarly, the observability operator ¥, : C™* — L5[0, c0) is
defined as [15]

CeAlgy, for t>0
2y s e?txg, for = 3)
0, otherwise
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This operator maps the initial condition g to the output of
the system when no input is applied for ¢ > 0.

The controllability and observability of a state can be mea-
sured using the concept of Gramians and derived from the
respective operators.

The controllability Gramian P is associated with the minimal
energy required to drive the states from O to « and is defined [15]
as

to
P=0.0 = / eA*BB* e tdt. )
Jt
where W : Ly(—00,0] — C™ and A* denotes the complex
conjugate transpose of matrix A.

The observability Gramian Q is a measure of the maximum
amount of energy obtained from the outputs caused by the initial
condition x( and is defined [15] as

to

Q=TV, = / eAtCHCeAtdt. )
ty

where W) : Ly[0,00) — C™.

A reduced-order model can be obtained by neglecting states
with relatively low controllability or observability. However, a
state’s controllability and observability depend on the coordinate
system used. The same model may be completely controllable
and observable in one coordinate system and have several un-
controllable or unobservable states when using another basis.
It is possible to carefully select a change of coordinate system
to result in as many unobservable and uncontrollable states as
possible to reduce the order of the system considerably.

Several model reduction approaches in the literature are based
on this idea [7]. However, this comes at the cost of mathematical
models that can no longer be interpreted physically. This article
proposes an approach to calculating a state variable’s relative
controllability and observability without changing coordinate
systems. The following Section covers the mathematical back-
ground for the technique proposed.

III. PROPOSED MODEL REDUCTION APPROACH

This section first explains how to calculate the approximation
error between the outputs of a full and reduced-order system.
Then, a heuristic is obtained from the approximation error that
determines a state’s participation in the input-output behavior of
the system. The heuristic is extended to take into account specific
frequency ranges. Finally, it is shown how it can be applied to
obtain a reduced-order model, and a physical interpretation for
the method is provided.

A. Calculation of Approximation Error

A single-input single-output system (SISO) is adopted to
make the derivation clearer. However, extending the same con-
cepts to multiple-input multiple-output (MIMO) systems is pos-
sible.

Suppose there is SISO system with n internal states. Let u(t)
be an input applied to this system during the time interval ¢ €
(—00,0]. The value @, of the states at ¢ = 0 can be calculated
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using the controllability operator .. as follows:
xo = W.ult) (6)

where ¥, = [¢(V) ¢ w(™]7T is a column vector and

\Ilf;k) is the controllability operator associated with the k-th state.
Now let us observe the system output y(¢) caused by the

initial condition @ during the interval ¢ € [0, 00). The output is

determined with the help of the observability operator ¥,, as

y(t) = Yoo @)

where ¥, = [g{) ¢@ '] is a row vector and gl
is the observability operator associated with the k-th state.

Equations (6) and (7) defining the controllability and observ-
ability operators are combined, resulting in an expression that
relates a system’s input to its output,

y(t) = \I’n‘I’cu(t) (8)

When expanded, this expression highlights the contribution
of the system’s state variables:

y(t) = [ + WPWE 4 W) )

where \Ilg,k) \Ilf;k) represents the product between the observabil-
ity and controllability operators associated with the k-th state.

Equation (9) is essential because it shows that the system
input-output behavior can be decomposed among the states
variables, allowing to isolate and measure the contribution of
individual states.

Suppose the order of the system is reduced from n
to » with r <n by eliminating n —r states denoted by
20 2 (r+2) () The output §(t) of the reduced model
is obtained from (9) by removing the components associated

with the states that are being eliminated, resulting in
g(t) = (WD + WPWE 4o wPUONu(t)  (10)

The approximation error incurred by reducing the model order
can be defined as the difference between the outputs of the full
and reduced-order models. It is quantified using the L, norm as

> wRwFt)
k=r+1

ly —gll2 = (11

2
Based on the submultiplicative and triangle inequality prop-
erties, (11) can be rewritten as
n
ly =glla < > 122l 2llu)2
k=r+1

12)

In order to develop the right-side term of (12), the controlla-
bility H\II(C’”> ||> and observability H\Ifgk) |2 norms associated with
the k-th state must be calculated. In order to achieve that, the
following definition of the H ., norm of bounded operators [16]
is used:

@]l = sup{[|®z[}2 : [|z]l2 = 1} (13)

where @ is a bounded operator and ® € H, and x € H>.
Let the \Ilf,k) be the component of the observability operator
associated with the k-th state. Using the definition in (13), it is
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possible to write

128 oo = sup{ WPz : |27 =1} (14)
The right-side term from (14) can be expanded into
w267 15 = 26w w Pl (15)

Based on (15) and knowing that |x(()k) |=1— xék) = =+1, the
right side term from (14) is evaluated as

H\I'S)k)Hvo =YV \ng)*‘lfs)k)

Similarly, let ) be the component of the controllability
operator associated with the k-th state. It follows from (13) that

(16)

18l = sup{1¥{uly < [lull2 = 1} (17)
Knowing that the following sets are equal [15], [17]:
{®.u:ue€ Ly(—00,0] and |ulls <1} (18)
{(¥,¥)32, 2, €C" and |z, <1} (19)
the right-side term in (17) is evaluated, resulting in
1P [lao = sup{[| (TP CE) 2|y : o =1} (20)
The right side term in (20) evaluates to
@O 2 = 22w 00, @1
Knowing that |z.| = 1 — z. = £1 results in
20l = v 2w 22)

It follows from the property ||® || < ||®||2 that the Lo norms
of the controllability and observability operators are given,

respectively, by
H\IJS,U”zS /\Ijék)qjgk)*
NZQIPERVA 22 2

The operator norms in (23) and (24) are related to the diag-
onal terms of the controllability and observability Gramians as

o = Qkk) and B = PGk) | Taking that into
consideration and substituting (23) and (24) into (12), results in

ly=gl:< Y VQEOPED|u(t)],

k=r+1

(23)

(24)

(25)

If the input is an impulse, that is, u(t) = §(t), then the output
y(t) is the impulse response denoted by h(t). The previous
equations shows that the norm of the impulse response error
|h — h|)2 is bounded by

Ih-bla< 3 VOEIPER

k=r+1

(26)

A reduced system is obtained when the error associated with
removing a certain number of states only has a negligible impact
compared to the states remaining in the model. Mathematically,
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this requirement can be formulated following Moore [7]. A re-
duced system exists if there is an internally dominant subsystem
of order r that satisfies the following equation:

3 VQEI PR Z JOERPED. (27
k=1

k=r+1

Based on these conclusions, it is possible to define an error
FE,. heuristic that measures how close the reduced system is to
the full system. Mathematically,

iy 41 VOEIPER
N S, VOERPER

This error measures the impact of removing certain states
from the model. In other words, state variables that produce
significant errors when removed have high participation in the
system response.

E, (28)

B. Participation of State in Input-Output Behavior

Equation (28) not only measures the error associated with
removing a group of states but also indicates the impact of indi-
vidual states on the model accuracy. Therefore, the participation
p®) of the k-th state variable in the system input-output behavior
is defined as

TR /Qk.k) P (k,k)
P S/ QP
1=1

Equation (29) allows ranking the importance of individual states.
Because each state is associated with a physical component of
the power system, the participation p%*) reveals not only the
most important states but also the most important components
of the system. The next sections show how this property is used
to produce a tool for visualizing which components contribute
the most to the system dynamics.

The participation defined in (29) describes the impact of the
state over the entire frequency range. When studying oscillation
phenomena in specific frequency ranges, it is helpful to under-
stand the participation of the states as a function of the frequency.
Certain state variables may be more associated with faster or
slower phenomena. For example, state variables related to the
network tend to be associated with high-frequency transients;
thus, models for quasi-steady-state studies discard those states.
To this end, the concept of frequency-limited Gramians can be
used to define the participation of the states in specific frequency
ranges.

Time-frequency duality and Parseval’s theorem can be used
to define the Gramians in the frequency domain from their
time-domain formulation presented in (4) and (5) [18]. The
frequency-limited controllability and observability Gramians
over the interval [wy, ws] are obtained, respectively, as

(29)

Poe [t - A) BB et - A7) e, 0
0, = [Tl - A OG- A) e, (1)
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Input to state State to output
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u Y
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Fig. 1.  Contribution of state variables to input-output system response.

By using (30) and (31), the controllability and observability of
a state can be measured in specific frequency intervals. They can
then be used, in conjunction with (29) to define the participation
pﬁ,w of the k-th state variable to the input-output system behavior
over the interval [wy, wo]. This results in

R o)
p&ngw—m

s y/2t P

Equation (32) provides a measure of which states have the
highest participation in a frequency range and can thus be
used to derive reduced-order models appropriate for studies of
oscillations within a frequency range. This result is obtained
without applying any coordinate changes to the state space.

The states with the highest participation should be included in
the models, while the remaining states may be safely neglected.
In other words, (32) provides a guideline for which parts of the
physical system correspond to the most relevant states and must
be modeled in detail and which ones can be simplified.

(32)

C. Physical Interpretation

This section provides the physical interpretation of the pro-
posed model reduction method from a signal injection point of
view, highlighting the relationship between Gramians and signal
energy.

The notion of signal energy is a purely mathematical concept
that may be related to the definition of energy in physics but does
not necessarily correspond to it. Mathematically, the energy F
of a signal « over the interval [t1, t5] is defined as

E = (@(t), 2(t)) = / ()2t (33)

1

The signal energy is related to both the controllability and
observability Gramians. The controllability Gramian P is asso-
ciated with the energy required to drive the states from 0 to x(
while the observability Gramian Q is a measure of the energy
obtained from the outputs caused by the initial condition x.

Based on that, consider the physical system illustrated in
Fig. 1.

Suppose unitary impulses are successively applied to each
system input, and each state’s response is observed. The set
of state response signals is represented by the matrix X (¢) €
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R'VLX'"L as
T (t)
xa(t)
X(t) = . 34
., (t)

where x,(t) € R™ is a row vector containing the response of
the k-th state to each of the inputs.
The vector X () is the input-to-state map and can be used to
obtain the controllability Gramian P over the interval [t1,t5] as
to
P= X ()X (t) dt.

t1

(35)

Based on that, the controllability Gramian matrix from (30)
can be expanded resulting in

<fU17-’E1> <-’E17-’1U2> <m1:mn>
P, — <9327.m1> <m2,.a:2) : <m2>.33n> 7 36)
Z. . .
(wn7wl> (wn7w2> <wn7wn>

where (xj, z;) denotes the inner product between the vectors
x;, and ;. When these vectors are equal, their inner product
(@), ) represents the total energy of the signal xj, as defined
in (33).

In other words, the k-th diagonal element of the controllability
Gramian measures the total energy contained in the response
of the k-th state to each of the inputs. A large energy value
indicates that the impulse had a greater effect on the state. This
input-to-state energy transfer is illustrated in the left portion of
Fig. 1.

Now suppose a unitary initial condition is imposed on each
state, and the system’s output signal is observed. This set of
signals is represented by the matrix Y (t) € RP*™ as

Yt = [0 w) - w0,

where y;,(¢) € RP is a column vector containing the response
of all outputs to the initial condition imposed to the k-th state.

The vector Y (¢) is the output-to-state map and it can be used
to calculate the observability Gramian Q over the interval [t1, ¢5]
as

(37

o= [“vuyvma.

ty

(3%

Based on that, the observability Gramian matrix defined in
(31) can be expanded as

<y1’y1> (ylay2> <y1yn>
o, - <y27.y1> <y27.y2> <y27.yn> (39)
<ynv y1> <ynv y2> <yn7 yn>

Similar to what was observed with the controllability
Gramian, the diagonal terms in the matrix represent the sig-
nal energy measure as defined in (33). In this case, (y,y;,)
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Algorithm 1: Model Reduction Method.

Select system inputs wu(¢), outputs y(¢) and operating point
of the full-order model

Linearize model to obtain a state-space representation
according to (1) and (2)

Define the frequency interval of interest [w, wo)

Choose a Gramian computation algorithm

Calculate the controllability P,, and observability Q,,
Gramians within the frequency interval [wy, wo)

Calculate participation p&k) of states according to (32)

Choose a participation threshold € value serving as a
boundary between states that will be included in the
model and those that will be neglected

Residualize states with a participation lower than a
selected threshold ¢

Return reduced state-space model

measures the total energy of the outputs resulting from a unitary
initial condition applied to the k-th state. The greater the energy,
the more a state affects the output. This state-to-output energy
distribution is illustrated in the right portion of Fig. 1.

The diagonal terms from the controllability and observabil-
ity Gramians for each state are combined into the product
’Pu(Jk"k) Q&k‘“. Fig. 1 illustrates the energy transfer from input
to output in a physical system taking into account how the
signal energy is distributed across the states before reaching
the output. The contribution of each state is reflected by the
product PR 9FR) 1 this term is large, the state is likely to
impact the input-output system behavior for a selected frequency
range. In absolute terms, it may be difficult to derive meaningful
conclusions from the product of the Gramian elements. When
all states are considered, however, the terms can be normalized.
The results of this normalization outline the relative importance
of an individual state.

D. Choice of Relevant States

The steps illustrated in Algorithm 1 should be followed to
obtain a reduced-order model using the proposed method. First,
the power system non-linear model should be linearized around
an operating point, resulting in a linear state-space model.

The system’s inputs and outputs are selected according to
the study intended to be performed or based on the application
the reduced-order model will have. This choice is essential as
it directly affects the results. This is because the controllability
is highly dependent on the inputs since it is a measure of how
those inputs can drive the system. Similarly, the observability
is dependent on the choice of outputs because it measures the
response “‘observed” from those outputs.

When obtaining a model for a specific frequency range, this
range must be defined and used during the calculation of the
Gramians according to (30) and (31). The Gramians can then
be used to calculate the participation of each state in the input-
output behavior based on (32). Based on the relative difference
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Fig. 2. Diagram illustrating the (a) VSC model connected to the AC network

and (b) the VSC control system.

between the participation of the states, a set of the most relevant
states can be chosen to represent the reduced-order model.

Care must be taken when selecting an algorithm for cal-
culating the controllability and observability Gramians. This
article uses the MATLAB library function ‘gram’ [19] which
calculates the Gramians using Lyapunov equations with a full
Gramian approach. This approach has a high computational cost
O(n?) [20] and may not be appropriate for realistic large-scale
systems. In this case, one of the several techniques proposed in
the literature [21], [22] may be used to speed up computation
as the proposed method is independent of the algorithm used to
compute Gramians.

IV. APPLICATIONS AND RESULTS

This section covers two study cases showing how the proposed
model reduction approach can be applied to derive reduced-order
models for (a) a VSC system and (b) a modified 39-bus system
with two converters. All computations were conducted using
MATLAB R2022a on an Intel i5 processor with a 2.40-GHz
clock and 32 GB RAM.

A. VSC System

The study case consists of a 10th order VSC model connected
to an equivalent AC network and a constant DC source. Fig. 2(a)
illustrates the modelled system. An averaged-value model is
used for the VSC according to details provided in [23]. In
this model, the converter AC and DC sides are represented as
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TABLE I
VSC CASE STUDY PARAMETERS

Name Symbol Value
Rated apparent power Srated 1 GW
DC bus voltage Uge 640 kV
AC bus voltage Upce 192 kV
VSC equivalent inductance Lyse 50 mH
VSC equivalent resistance Ryse 0.05 Q
Equivalent grid resistance Ryrid 10.19 Q@
Equivalent grid inductance Lgrid 324.3 mH
Active and reactive power control time constant TPQ 100 ms
AC current control time constant Tidgq 10 ms
AC current control damping ratio Cidg 0.7
PLL time constant TPLL 27 ms
PLL damping ratio CpPLL 0.7

controlled voltage and current sources at nominal frequency,
neglecting the switching harmonics.

The equations describing the converter AC side in the dq0
frame are summarized as:

dq
quc - Uggc = Rvscquc + Lvsc# + jWLvscIiiqu (40)

is the voltage at the point of common coupling

cC
(PCC), U%L, is the AC-side controlled voltage source, IZ, is
the AC current and R, and L. are the equivalent converter
resistance and inductance, respectively.

The control system consists of active and reactive power
controls; decoupled AC current control implemented in dg
reference frame including voltage feed-forward filters; and an
af phase-locked loop (PLL) implemented according to [24].
Fig. 2(b) summarizes the control structure. The parameters used
in the study case can be found in Table I.

The inner current controller is implemented in the dg-frame
according to Fig. 2(b). The main equations describing the control
loop are:

where qu

K;
d* dx d,meas i,d
U/‘{C’ = (ch —Iic™) (Kp,d + S )

+ Uk + I58 % Lysew @1
* * ,meas KZ
Ule = (Lhe — IR5°") (Kpﬁq + B q>
+ UL, — IG5 Lysew 42)

where K, 4, K, , are the controller’s proportional gains and
K; 4 and K; , are the integral gains.
The a5-PLL is implemented as follows:

WaBPLL = (Kp + ?) sin(Ogria — OappPLL) (43)
We,
OaprrL = % (44)

where 0,4 is the grid voltage angle, 0,gpr 1, is the grid an-
gle measured by the PLL, and wqgprr, is the measured grid
frequency in rad/s.

A first-order low-pass voltage-feedforward filter was used,
where wyy represents the filter’s cutoff frequency. The filter’s
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transfer function Gf¢(s) is given by:
wrs
Grp(s) = —LL 45
11(8) = T (45)

Finally, the main equations describing the active and reactive
power controls are:

* * meas K’i,

Iic = (Pic — PI&™) (Kp,P+ SP) (46)
* * meas K,

Ife = — (Qac — Q4E™) (Kp,Q + S'Q> €

where P}~ and 0% are the active and reactive power reference
values, respectively, while P5*° and Q'{&"® are the measured
active and reactive power values.

This model is referred to in this article as the full-order
VSC model. It was implemented in MATLAB/Simulink, and
a state-space representation was obtained from the linearized
system considering the arbitrarily selected active and reactive
power setpoints of P = 0.9 p.u. and () = 0.2 p.u., respectively.
The correspondence between states and the physical system
was maintained to derive practical modeling insights from the
analysis.

1) Application of Model Reduction Approach: The control-
lability and observability Gramians are calculated to derive a
reduced-order model. Frequency intervals of 10 rd/s are used
and considered sufficiently small for the intended analysis. The
diagonal terms of the Gramians are combined according to
(29) to calculate the participation of each state in the input-
output behavior of the system for frequencies ranging from 1 to
10* rad/s. The results are presented in Fig. 3 and are grouped
according to the parts of the physical system the states represent.
Additionally, the frequency is measured from the stationary dq
reference frame. This means, for instance, that O rd/s in the
results correspond to nominal system frequency.

To facilitate the analysis, in Fig. 3 the frequency spectrum
was divided into three parts highlighting low, medium, and
high-frequency ranges. In the initial portion of the low-frequency
range (from 1 to 100 rd/s), highlighted in green on Fig. 3,
only states associated with active and reactive power controls
contribute to the system behavior. If the model is used to
study phenomena in that frequency range, all other controls
may be simplified or neglected. In addition to that, the AC
equations can be represented by their steady-state formulation.
RMS simulations typically use these types of models [25], [26]
where the frequencies of interest are only those around the
nominal frequency. Thus, the results are in line with widely
used modeling practices. The upper portion of the low-frequency
range becomes increasingly affected by the PLL dynamics. This
points to the importance of including detailed PLL models even
for RMS simulations.

The middle frequency range (100 to 2000 rd/s) highlighted in
blue shows varying contributions from several system and con-
trol components, except for the power controls. The frequency
range in which each of the control loops becomes prominent
is in line with the control bandwidths expected considering the
tuning parameters used (found in Table I). This is the frequency
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Fig. 3. Participation of states in input-output behavior over the frequency
spectrum.

range where the RMS models relying on steady-state network
representation might no longer be applicable since the AC
current state variable has increased participation in the system
behavior.

Finally, in the high-frequency range (higher than 2000 rd/s)
highlighted in red, the AC current dominates the system re-
sponse. However, the full-order model selected for the study case
reaches its limitations in this frequency range. More complex
models, including PWM and switching elements, should be
considered when analyzing this frequency region to obtain more
meaningful conclusions. This is not covered by the study in this
article.

As a visual summary, the importance of each part of the
VSC model in the three frequency ranges is highlighted in the
corresponding colors in Fig. 2. This result clearly outlines that
the proposed approach can directly provide meaningful insights
into the importance of modeling each part of a system for
different frequency applications.

2) Reduced Model Development: To further illustrate the ap-
plication of the proposed approach, a reduced model is obtained
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Fig. 4. Response comparison between full and reduced models to a 5% step
in active power setpoint.

to verify the conclusions derived in the previous subsection. The
full-order VSC model presented in Fig. 2 is simplified, assuming
it will be used in the low-frequency range (considered in this
article up to 100 rd/s). The algorithm had a total execution time
of 0.788 s (of which 0.002 s is the time taken to compute the
Gramians). According to the results concluded from Fig. 3, the
low frequency reduced model should be obtained by neglecting
the AC current control and voltage feed-forward filter and repre-
senting the AC equations in steady-state. Only the state variables
associated with the active and reactive power controls and the
PLL are maintained. These controls are highlighted in green on
Fig. 2(b). This results in a 4th order VSC model.

Fig. 4 shows the response comparison between the full and
reduced models to a 5% step increase in active power setpoint
applied at ¢ = 0.05 s. The response of the full-order model has
two components: an exponential term and an oscillatory term
with frequency wys. ~ 306 rad/s.

The developed reduced-order model is only intended to repre-
sent the exponential term of the full model response. The results
in Fig. 4 indicate that the model reduction technique behaves as
expected. The fact that the oscillatory term is not present in the
reduced model response is further confirmed by Fig. 3 where
it is shown that at that frequency value, the AC current, AC
current controls, and voltage feed-forward have a significant
contribution, and these modeling details are not included in
the reduced model. These findings indicate that the proposed
model reduction approach successfully approximates the full
order model in the desired frequency range.

B. Modified 39-Bus System

The analysis is extended to a modified 39-bus system based
on [27] containing 396 state variables. The main modification
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Fig. 5. Participation of states in input-output behavior.

made to the original system was the addition of two VSC
converters based on the model described in Subsection IV-A. The
models include an additional AC voltage controller replacing
the reactive power control. The parameters used for VSC 1
are 7p = 30 ms and 7prz, = 5 ms, T4y = 3 ms, Ty = 10 ms.
The parameters for VSC 2 are 7p = 40 ms and 7pr,, = 10 ms,
Tidqg = 4ms and 7 = 10 ms. VSC 1 replaces generator 10 from
the original 39-bus system, and VSC 2 is connected to bus 26.

The electrical distance between the two converters is relatively
short, and both are operating in AC voltage control mode. In
order to evaluate the dynamic response of the system, a 0.1 p.u.
voltage reference step is applied to the voltage control reference
of VSC 1. Fig. 7 shows the dynamic response of the converter.

The method proposed in this article is applied following the
steps detailed in Algorithm 1 to determine which parts of the
system contribute to the observed behavior. First, the model
is linearized by selecting the AC voltage reference at VSC
1 as the input while the measured AC voltage is selected as
the output. This choice of input/output was deliberate as it
will provide insight into which elements of the power system
are essential to capture the voltage dynamics at VSC 1. The
controllability and observability Gramians are calculated from
the state space model. Finally, the overall participation of each
state is determined using (29).

Fig. 5 presents the participation of the most significant states
in the input-output response of the system obtained from the
analysis. Because the states are associated with the physical
components of the power system, the participation value mea-
sures the relevance of each state and the corresponding compo-
nent in the system response. Because of that, the results of the
model reduction method are directly interpretable and can be
used to decide which parts of the system can be simplified. These
results can be further used to determine whether the system
must be modeled in RMS, EMT, or as a hybrid RMS/EMT
simulation. For instance, the highlighted area in Fig. 6 represents
the area where the models must be represented in EMT. The
components in the outside area, however, can be simplified and
even represented in RMS.

This is in contrast to model reduction methods that rely on
a transformation of the coordinate system to evaluate which
states are most relevant. For instance, the balanced truncation
method requires that the state vector « be transformed using a
balancing transformation T'b [7]. Thus, any conclusions about
the relevant states must be interpreted back to the original system
frame of reference. The required mapping of the states decreases
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Fig. 6. Tool developed for MATLAB/Simulink showing the contribution of
different parts of the system in a converter interaction case. Area in blue
represents the components that contribute the most to the studied dynamics.

the interpretability of results and its potential to provide clarity
around modeling detail requirements for novel dynamics in
converter-rich power systems.

The results on Fig. 5 show that the main factors contributing
to the AC voltage dynamics are both of the converters’ voltage
controls, the smoothing reactor impedances, and the nearby
transmission lines. Additionally, the results show that each trans-
mission line has relatively low participation. However, when all
of them are taken into account, they contribute significantly to
the system’s behavior.

The proposed methodology was used to develop a tool for
MATLAB/Simulink, which helps visualize the contribution of
different parts of a model to the system’s response. The tool
presents an alternative view of the results found in Fig. 5 by
creating a color gradient overlay that highlights the elements
that contribute the most and must be modeled in detail.

Fig. 6 shows the results of analyzing the modified 39-bus sys-
tem with the tool. The red colors indicate a higher participation
level, while colors closer to yellow indicate a lower level of
participation. This color map contributes to the interpretability
of the results obtained using the method.

Finally, a reduced-order model is obtained by residualizing
states that do not significantly affect the system response. The
only states maintained in the reduced model are those associated
with the area highlighted in blue in Fig. 6). The resulting
reduced-order system has 48 states. The method achieved a
reduction of approximately 88% of the number of states in the
original system. In addition to that, the dynamic response closely
matches that of the full-order system as shown in Fig. 7, indi-
cating that the area which has not been highlighted in Fig. 6 can

Authorized licensed use limited to: Tallinn University of Technology. Downloaded on August 10,2025 at 14:01:49 UTC from IEEE Xplore. Restrictions apply.



5390

1.15
3 ~
o 11 / ~ e
o /
‘_,:;’ 1.057 / = Full model (396 states)
> / Reduced model (48 states)
17 T T T T
0 200 400 600 800

Time (s)

Fig. 7. Comparison between full and reduced-order models for a response to
a 0.1 p.u. step in the terminal voltage reference.

be significantly simplified without accuracy loss. The algorithm
had a total execution time of 24.844 s (of which 0.716 s is the
time taken to compute the Gramians).

The proposed tool has some limitations as it is only suitable
for analyzing dynamic phenomena that can be studied using
small-signal analysis. In addition to that, the computation of
Gramians can be expensive for very large systems.

V. CONCLUSION

This article proposed a novel model reduction approach using
frequency-limited controllability and observability Gramians
to understand how relevant each state is to the input-output
behavior in different frequency ranges. The technique does not
rely on any coordinate system transformation, preserving the
physical meaning of the states. The approach demonstrated that
it is possible to determine the parts of a system that must be
modeled in detail in a practical study setting.

The method was applied to analyze two case studies. The first
case study used the proposed approach to derive a reduced-order
model of a VSC-based system valid for low-frequency studies.
The results confirmed the validity of typical model simplifica-
tions reported in the literature. The authors propose that this
method could be beneficial when applied to scenarios where it
is unclear whether the simplifications are valid.

The second case study applied the method to investigate a
converter interaction in a modified 39-bus system. The technique
was able to identify which parts of the system were associated
with the observed voltage dynamics. In addition to that, a tool
was created for MATLAB/Simulink, allowing visualization and
immediate identification of the power system components that
are most relevant for the phenomenon under study. This tool can
be beneficial when analyzing oscillatory behaviors where the
cause is unknown or poorly understood.

The main limitation of the proposed method is that it applies
only to linear time-invariant systems and small-signal studies.
The system must have a stable operating point because Gramians
are not defined for unstable systems. In addition, a limitation of
the proposed algorithm is the potential computational burden
of calculating the controllability and observability Gramians
for very large systems. Despite the shortcomings mentioned,
techniques proposed in the literature [21], [22] may be used
to speed up Gramian computation. Also, Gramian definitions
may be extended to unstable systems [28]. The extension of the
proposed method to account for unstable systems is a topic for
future research.
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Within modern power systems comprising both power-electronic converters and synchronous generators, a
sufficiently high power quality and a stable operation can only be guaranteed if the fundamental mecha-
nisms underlying converter-related issues can be thoroughly understood, properly identified and successfully
mitigated. In particular, classifications are regarded as essential tools for the identification of converter-
related instabilities and interactions. However, the large variety of emerging events make that proposed
classifications have not always been capable of encompassing all observed problems. This paper addresses
this issue and presents a bottom-up approach capable of constructing more-encompassing classifications. The
approach consists in carrying out a comprehensive literature review of problematic real-life events that have
been reported by the electrical power industry, and that have directly or indirectly involved power-electronic
converters. The focus is set on five prominent types of systems in which such converters are used: wind
farms, photovoltaic systems, electrical railways, LCC-HVDC, and VSC-HVDC/STATCOM systems. Next, patterns
are identified among the real-life events in order to pinpoint underlying mechanisms capable of explaining
the converter-related issues. Lastly, the underlying mechanisms are discussed in regard to the events, their
triggers, modeling requirements and dedicated terminology. The overview of real-life events and the set of
underlying mechanisms established in this paper can support the development of new interaction and stability
classifications and contribute to ensuring the correct identification and mitigation of converter-related issues
in future converter-based power systems.

1. Introduction offering substantial advantages in terms of control and flexibility, PE
converters also significantly impact the dynamic behavior of electrical
networks. Since the first converter-based devices were integrated into
power systems, numerous events have been reported in which con-
verters contributed to (i) network instabilities, (ii) adverse forms of
interactions, or (iii) degradation of power quality. As a consequence,
the potentially negative impact that PE converters can have on the
network has become a prominent concern within the power system

With the ongoing energy transition, conventional power systems
that have traditionally relied on synchronous generators (SGs) in ther-
mal and hydro power plants, are rapidly evolving to meet future energy
needs. Large thermal power plants are being phased out while the
share of renewable energy sources (RES) grows fast, for instance with
the commissioning of onshore and offshore wind farms (WFs). At the
transmission level, flexible AC transmission systems (FACTS) and high-

voltage direct current (HVDC) systems are becoming more common [1],
while at the distribution level, both the generation from domestic
photovoltaic (PV) systems and the demand from electric household
appliances continue to increase [2]. Moreover, we see a rising trend in
the electrification of transportation, particularly with electric vehicles
and railway (RW) systems.

A common feature of the aforementioned systems is that their grid
interface generally relies on power-electronic (PE) converters. Despite

community [3-5]. Within modern power systems comprising both PE
converters and SGs, a sufficiently high power quality and a stable
operation can only be guaranteed if the fundamental mechanisms un-
derlying converter-related issues are thoroughly understood, properly
identified and successfully mitigated. In particular, classifications are
regarded as essential tools for identifying converter-related instabilities
and interactions.
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Abbreviations
CPL Constant power load
DFIG Doubly-fed induction generator
FACTS Flexible AC transmission systems
FRT Fault ride through
GSC Grid-side converter
HVDC High-voltage direct current
IGE Induction generator effect
LCC Line commutated converter
MMC Modular multilevel converter
OWF Offshore wind farm
PE Power-electronic
PLL Phase locked loop
PMSG Permanent-magnet synchronous generator
PV Photovoltaic
PWM Pulse width modulation
RES Renewable energy sources
RW Railway
SCR Short circuit ratio
SCTL Series-compensated transmission line
SG Synchronous generator
SSCI Subsynchronous control interaction
SSO Subsynchronous oscillation
SSR Subsynchronous resonance
SSTI Subsynchronous torsional interaction
STATCOM Static synchronous compensator
STG Steam turbine generator
VsC Voltage source converter
WF Wind farm
WT Wind turbine

Various classifications have been established over the years, ini-
tially dealing with issues that were specific to conventional systems
based on SGs [6,7], but progressively evolving towards the inclusion
of PE converters in order to accommodate the complexity of modern
systems [8]. However, the large variety of emerging converter-related
events makes it such that proposed classifications have not always
been capable of encompassing all observed problems [9]. Often, real-
life issues within modern power systems are cascaded phenomena
with multiple causes and consequences, where dynamics of rotating
machines, PE converters, and passive grid components are intertwined.
This paper addresses the complexity of creating new classifications and
presents an approach capable of constructing more-encompassing clas-
sifications. The undertaken strategy consists in identifying fundamental
mechanisms in a bottom-up approach based on an extensive overview
of problematic real-life events involving PE converters. Consequently,
the first step is to select or establish such an overview.

Several overviews of converter-related events have been published
in the past years. For instance, Hu et al. [10] reviewed events that have
occurred within electrical RW networks, while Yin et al. [11] reviewed
events related to voltage source converter (VSC)-HVDC systems. Vir-
ulkar et al. [12] presented an overview of subsynchronous oscillations
(SSOs) in wind power systems, while Shair et al. [13] expanded on
this topic to include a more detailed analysis of real-life events and a
categorization of instability phenomena. The impact of PV integration
on stability was discussed in [14,15].

However, by limiting the discussion to one type of application,
these overviews fall short of drawing analogies between similar events
observed in different types of systems. Consequently, a comprehen-
sive cross-system overview has been missing to this day, while being
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essential for identifying a coherent set of mechanisms. This paper
fills this gap by first carrying out a comprehensive literature review
to collect examples of problematic real-life events from the electrical
power industry that have directly or indirectly involved PE converters.
To ensure that the overview covers only real-life events, works in
the literature discussing purely theoretical phenomena exclusively ob-
served in simulations are discarded. The focus is set on five prominent
types of systems in which PE converters are used: (1) WF systems, (2)
PV systems, (3) electrical RW systems, (4) line commutated converter
(LCC)-HVDC systems, and (5) VSC-HVDC/static synchronous compen-
sator (STATCOM) systems. In a second phase, patterns are identified
among the real-life events in order to pinpoint their fundamental
underlying mechanisms, which eventually supports the establishment
of new classifications.

The outline of the remaining part of the paper is depicted in Fig. 1.
Sections 2 to 6 are dedicated to reviewing problematic real-life events.
Each of these sections is assigned to one of the five above-mentioned
types of systems. It is noted that several real-life events involve more
than one type of system, but these cases are only discussed in one of
the sections. Next, Section 7 is dedicated to identifying the fundamental
underlying mechanisms. In Section 8, the mechanisms are discussed
in regard to the events, their triggers, modeling requirements and
dedicated terminology. Section 9 concludes the paper.

Throughout the paper, each event is identified by an acronym and
a number, which are listed in Tables 1 to 5. The tables provide main
characteristics such as a summary of the observed event, the frequency
of oscillations (when relevant), and the terminology used in the original
references to describe the issues at hand. The complete list of events is
provided in Table 9, which gives additional information such as year,
location, and identified mechanisms for each event.

2. Overview of wind farm events

Nowadays, the dominant types of wind turbines (WTs) are either
based on doubly-fed induction generators (DFIGs) in which the stator
is directly connected to the grid while the rotor is connected through
a partial-scale back-to-back converter, or on permanent-magnet syn-
chronous generators (PMSGs) where the stator is connected through a
full-scale back-to-back converter [32]. This section provides an overview
of real-life events involving PE converters within WFs. A selection of
events is presented in detail, and a complete list is provided in Table 1.

2.1. Wind farms and series-compensated transmission lines

A first type of phenomenon that was reported in the literature in-
volved the radial connection of DFIG-based WFs with
series-compensated transmission lines (SCTLs). In this configuration,
SSOs involving energy exchanges between the WTs and the SCTLs have
been observed on several occasions. It was shown that such oscillations
are due to a phenomenon called induction generator effect (IGE), in
which the equivalent rotor resistance of a rotating machine becomes
negative at subsynchronous frequencies, resulting in self-sustained
oscillations [40]. In the case of DFIGs, the controls of the rotor-
side converter can significantly amplify the negative rotor resistive
behavior [40].

Events WF1 [16,17], WF2 [18-22], WF3 [21,23] and WF4 [24,25]
are examples of such interactions between DFIGs and SCTLs. In event
WF3 for instance, the Texan transmission system operator ERCOT
reported that the tripping of a line caused two DFIG-based WFs to
become radially connected to a SCTL, leading to SSOs [21]. The series
capacitors were bypassed and then reinserted, restarting and further
aggravating the oscillations. This event happened even though the
WFs were equipped with SSO damping controls and had undergone
subsynchronous resonance (SSR) studies prior to their installation [41].
The phenomenon, termed “subsynchronous control interaction (SSCI)”
in [21], stopped after the WFs were tripped.
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Fig. 1. Outline of the paper: review of real-life events in five types of systems and identification of mechanisms.
Table 1
Events involving wind farms.
Context D Ref. Trigger Outcome Josc. [Hz] f, [Hz] Terminology in references
WF1 [16,171 line switching electrical SSOs o016 60 K‘undamped subsynchrgnous f)scllllatlgns
sustained sub-harmonic oscillations
WEF2 [18-20] fault electrical SSOs 20-25 60 “subsynchronous conAtrolA interaction ”
SCTLs [21,22] 'subsynchronous oscillation phenomena’
“sub: hi illati h ”
WE3 [21,23] line switching electrical SSOs 25 60 “su synchronous ?,SC[ ation phenomena
SSCI phenomena’
WF4 124,251 power decrease in electrical SSOs 6-9 50 “DFIG—contml participated {GE
specific ranges subsynchronous resonance
_ electrical SSOs, 194,296 “subsynchronous interaction”
WF5 [26-28] not given or known _ excitation oﬁ ngnEngariij _ 398,602,704, 80.6 50 “subsynchronous oscillation”
electromech. (torsional) osc. 30.6
WF6 [21] fault electrical SSOs <10 60 “subsynchronous control interactions”
“voltage stability issues”
weak grids WF7 [29] line switching electrical SSOs 2-3 60 “temporary overvoltage”
“voltage oscillations”
electrical SSOs, reached over- “unexpected WF control system
WF8 [30]1 fault current limit, frequency col- ~8 50 response”
lapse
. “weak grid voltage stability issues”
WF9 [4] power fluctuations voltage collapse - 60 “classical voltage instability conditions”
FRT issues WF10 311 fault reached max. allowed _ 50 activation of protection feature

FRTs, frequency collapse

“significant sustained power reduction”

fosc.: oscillations frequency. f,: fundamental grid frequency.

2.2. Wind farms and weak grids

Low short-circuit levels have been associated with a higher risk of
control interactions between WT converters and the grid. This consti-
tutes a second type of phenomenon that was reported in the literature.
A notorious example of control interaction involving WFs within a
weak grid is that of event WF5 [26-28]. This event took place in the
area of Hami (China), which comprises multiple WFs mostly based on
PMSG WTs, as well as traditional thermal plants. In this system, the
generated power is collected on an AC grid before being sent over a
long distance via an LCC-HVDC link. On several occasions, interactions
between the converters of the WTs and the weak grid impedance,
termed “subsynchronous interactions” in [28], caused SSOs to appear.
In turn, these oscillations had an adverse impact on the WT converter
controllers. Specifically, the nonlinear nature of the phase locked loops
(PLLs) led the converters to emit additional non-fundamental frequency
components when disturbed by the SSOs [26]. Some of the oscillations
had frequencies that were complementary to the torsional modes of
the turbine-generator shafts of the thermal plants, causing them to trip
despite being located hundreds of kilometers away. It is worthwhile
noting that the local LCC-HVDC converter was not involved in the

event [26].

Similar control interactions were observed in event WF6 [21],

At times, such control interactions have led to a frequency collapse.
In event WF8 [30], a large offshore WF in the United Kingdom tripped

involving a DFIG-based WF, and event WF7 [29], involving a PMSG-

based WF and in which the WTs tripped as a consequence of the
resulting SSOs, thereby ending the event. In both cases, the WFs were

in a weak grid configuration when SSOs occurred.

after a fault left the connection point in a weak grid configuration.
Simultaneously, the fault triggered an unexpected control system re-
sponse within the WF. Post-event analysis showed that the unexpected
control response was due to an “insufficiently-damped electrical res-
onance” in the subsynchronous frequency range. These SSOs caused
the WF to trip when the over-current limit was reached. The loss of
generation from other plants impacted by the fault was aggravated
by the loss of generation from the WF and eventually resulted in a
blackout.

Aside from the above-described converter-grid interactions, WFs
within weak grids can also be faced with cases of traditional voltage
instability. In event WF9 [4], a large WF was connected near the
mid-point of a long high-voltage transmission line. The area had the
characteristics of a weak grid and presented high sensitivity to changes
in active and reactive powers, causing significant voltage fluctuations.
After a major wind ramp, the area experienced a voltage collapse. Post-
event analysis showed that the WF was operating at unity power factor,
while it was expected to provide voltage support.

2.3. Wind farms and fault-ride-through issues

Generally, protection controls rely on monitoring the grid condi-
tions and are capable of disconnecting converters or reducing their

power output, thereby preventing damage to the converters themselves.
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Table 2
Events involving PV systems.
Context ID Ref.  Trigger Outcome fose. [Hz] ~ f, [Hz]  Terminology in references
incorrect PLL operation,
PV1 [33] faults reached low-frlequency, 60 “perceived, though incorrect, low system
under/over-voltage, frequency condition”
and over-current
capability limits
PLL or reached under/over-voltage
FRT issues o
PV2 [34] faults and OYG_’r cu.rre.:nt 60 “restoration of power output was
capability limits, . hindered by ramp limiters”
slow power restoration,
synchronization issues
reached under/over-voltage “momentary cessation of active and
PV3 [35] faults and over-current - 60 . L,
I reactive current injection
capability limits
harmonics
amplified PV4 [36] harmonic emissions electr. supersynchr. osc., 1150 50 “power quality problem”
by grid converters tripping “harmonic interference”
resonances
PV5 [37]1 faults electrical SSOs 7 50 “post-fault voltage oscillations”
PV6 [38] capacitor energization electrical SSOs 20 60 “unstable operation a_t 1n'terhfrmomcs
subsynchronous oscillations
interactions PV7 [39]1 PV power generation  electrical SSOs 9 50 “low frequency oscillation”
with the “unstable PV ration at low-order
grid pPV8 electr. supersynchr. osc. 420 60 unstabe . operation at fow-orce
harmonics
pvg  [38] not given or known electr. supersynchr. osc. 780 60 unstab!e EVL‘operatlc{n at low‘-(')rd”er
harmonics”, “harmonic instability
PV10 electr. supersynchr. osc. 2370 60 “unstable operation at high frequency”

In multiple events, the protection systems of WTs and WFs have de-
tected abnormal grid conditions and tripped the converters or reduced
their active power output, causing the anomalies to end. However,
an excessive limitation of the fault-ride-through capabilities can also
be problematic. For instance, in event WF10 [31], a series of faults
occurred in Southern Australia over a short period of time. In these
circumstances, eight WFs reduced their power output upon activation
of a specific protection feature. This unique feature allowed the WTs
to withstand only a pre-set maximum number of voltage dips within a
two-minute period, thereby limiting their effective fault ride through
(FRT) capability. At the moment of the event, the power demand in
the South Australian area was also supplied by a single interconnec-
tor. Following the reduction of the WFs power generation, the power
imported through the interconnector reached a too high level, which
caused the interconnector to trip and the South Australian system to
enter an islanded operation. The strong power imbalance within the
islanded area eventually led to a frequency collapse.

Event WF8, discussed in the previous subsection, is also an example
of WF tripping when FRT limits were reached after a fault.

In summary, seven types of events have been observed in WFs:

SSOs resulting from the radial connection of DFIG-based WFs and
SCTLs;

Oscillations resulting from interactions between WFs or WTs con-
trols and weak grids or natural grid resonances;

WTs tripping as a consequence of SSOs;

Emission of non-fundamental frequency components by WTs con-
verters resulting from the disturbance of control nonlinearities
(e.g. PLLs);

Interactions between WT converters and grid-connected SGs via
the excitation of their torsional oscillatory modes;

Voltage collapse caused by inadequate voltage or reactive power
control in a weak grid environment;

Frequency collapse caused by active power reduction, for instance
after reaching low-voltage or over-current protection limits in
amplitude or in number of instances.

3. Overview of PV system events

In recent years, a large amount of PV generation has been com-
missioned and the installed PV capacity continues to increase at a
fast pace [42]. The generation capacity is composed of large-scale
centralized PV plants and small-scale distributed PV systems, both
introducing additional converters into the grid and hence impacting its
dynamic behavior. In this section, problematic real-life events involving
PE converters within PV systems are reviewed. A selection of events is
presented in detail, and a complete list is provided in Table 2.

3.1. PV converters and PLL or fault-ride-through issues

In case of faults in the grid, PV systems and their converters have
experienced PLL issues or have reached their fault ride-through capa-
bility limits. For example, in event PV1 [33], a series of faults occurred
in the transmission grid and resulted in the loss of nearly 1200 MW
of PV generation when PV plants decreased their power output as a
response to the faults. The largest part of the generation loss, approx-
imately 700 MW, was caused by an incorrectly-measured fundamental
frequency: the PLL control mistakenly detected a frequency of less than
57 Hz due to the phase-jump and waveform distortion of the system
voltage during the fault transients, to which the converters responded
by tripping as the measured frequency exceeded the control limits.
Similar synchronization issues were reported in PV2 [34].

Still in PV1, additional generation loss was primarily attributed to
the momentary cessation of PV plants as a consequence of reaching the
under/over-voltage capability limits of the converters. During momen-
tary cessation, the converters remained connected to the grid, but tem-
porarily suspended their current injection. When the voltage returned
to its normal operating range, the converters resumed current injection.
Similar issues of PV plants exceeding their under/over-voltage or over-
current capability limits during faults have also been reported in events
PV2 and PV3 [35].
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3.2. PV converter harmonics amplified by grid resonances

Another type of converter-related problematic phenomenon is illus-
trated by event PV4 [36], which refers to the undesired tripping of PV
converters in residential areas with high penetration of PV generation.
Measurements showed that the harmonic distortion of the grid voltages
and currents exceeded the levels specified by power quality standards.
This power quality problem was associated with natural resonances
amplifying both harmonic emissions of PV converters and background
harmonics. In particular, it was also shown that the capacitive behavior
of the PV converters contributed to the natural resonance with the
inductive behavior of the distribution grid. The most dominant reso-
nance frequency of event PV4 was determined to be around the 23rd
harmonic.

3.3. Interactions among PV converters and with the grid

Interactions between the PV converters and the grid impedance
may lead to oscillations over a broad frequency range. For example, in
event PV5 [37], a subsynchronous voltage oscillation of approximately
7 Hz was observed at the connection points of five PV plants after a
fault. Studies showed that reducing the number of online converters
would lower the amplitude of the oscillations. However, individually
decreasing the total power output of each PV plant, while maintaining
all converters online, was ineffective in solving the problem. This
indicates that the issue consisted of a form of interaction between
the PV plants. SSOs have also been observed in a system with three
PV plants connected to the same feeder (event PV6 [38]), and in a
distribution grid with small-scale PV systems (event PV7 [39]).

Aside from SSOs, several grid-connected PV plants have also experi-
enced oscillations above the fundamental frequency, even up to several
kilohertz, due to interactions between the PV converters and the grid. In
event PV8 [38], output current oscillations of about 420 Hz occurred
in a PV plant with multiple converters in parallel, and reached 20%
of the rated current. Due to the internal protection control, the PV
converters restarted, which resolved the distortions. The triggering of
these oscillations could not be related to utility switching, outages or
faults. Similar phenomena also took place in events PV9 and PV10 [38]
where oscillations appeared at 780 Hz and 2.37 kHz, respectively, and
disappeared after (partially) shutting down the converters.

In summary, four types of events have been observed in PV systems:

» PV converters tripping after the fundamental grid frequency was
mistakenly identified to be outside specified limits following a
grid disturbance;

Momentary cessation of current injection by PV converters af-
ter the fundamental voltage amplitude reached the under/over-
voltage capability limits, or after the fundamental current ampli-
tude reached the over-current capability limits;

PV converters tripping due to supersynchronous oscillations re-
sulting from the amplification of converters switching harmonics
by grid resonances;

Subsynchronous or supersynchronous oscillations resulting from
interactions between the controls of PV converters and the grid.

4. Overview of railway system events

Nowadays, PE converters play an essential role in electrical RW
systems, in particular on board of locomotives where they are used
as variable speed drives. Up to this day, grid-side converters (GSCs)
have evolved from thyristor-diode rectifiers to pulse width modulation
(PWM)-based VSCs with regenerative braking capability.

This section reviews real-life events involving PE converters within
electrical RW systems. A selection of events is presented in detail, and
a complete list is provided in Table 3.
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4.1. Interactions between train converters and rotating machines

A first type of phenomenon reported in RW systems concerns events
RW1, RW2 and RW3 [43]. These events show that, from the 1990s,
low-frequency oscillations were experienced in RW systems supplied
by rotary frequency converters, which are intended to provide traction
networks with electrical power at a fraction of the fundamental fre-
quency of the supplying transmission grid. Such events were referred to
as “interaction between electric rail vehicles and rotary frequency con-
verter” and can arise when a mechanical oscillatory mode - although
not necessarily a torsional mode - of the rotary frequency converters is
triggered while the oscillations are negatively damped as a consequence
of non-passive behavior of the converters on board the trains [54]. Such
non-passive behavior at low frequencies was explained by a constant
power load (CPL) operating mode, i.e. when the PE converters consume
a fixed amount of power, independently of the supply voltage [55].

4.2. Converter harmonics amplified by natural resonances

A second type of event reported for electrical RW systems involves
frequency components generated by PE converters and amplified by
natural resonances of the traction network.

For instance, in event RW4 [45], the problematic frequency compo-
nents were the switching harmonics of mixed thyristor-diode bridges.
The harmonics were generated while trains were at a standstill, and
were amplified around a frequency of 20f,. The phenomenon was
described as a “harmonic interaction” between the trains and the
network impedance. Similarly, in event RW5 [46], switching harmonics
were generated by locomotives with PWM-based VSCs. The oscillations
appeared when a train entered regenerative braking, which triggered a
natural resonance of the traction network.

In event RW6 [44], parasitic frequency components also originated
from PWM-based VSCs, which were not switching harmonics but the
consequence of improper interleaving of the PWM carrier waves: with
a switching frequency f; of 450 Hz, improper interleaving produced
parasitic frequency components at 2/, + f}, i.e. 850 and 950 Hz, both
being close to the first resonance frequency of the line.

Lastly, it is worthwhile noting that not only converters on-board the
trains can emit frequency components susceptible to be amplified by
natural resonances, but also off-board converters (supplying loads along
the RW lines such as signalization, automation and telecommunication)
may be the cause of undesired switching components. This was the
case in event RW7 [47], where the single-phase thyristor bridge of an
uninterruptible power supply emitted undesired harmonic components
amplified by a network resonance after being triggered by harmonic
disturbances from a train in operation.

4.3. Interactions among train converters and with the railway network

Events RW10 [43,48], RW11 [43,49], RW12 [44], RW13-17 [10,
50,511, RW18 [52,53] and RW19 [10] constitute a third type of issue
reported from electrical RW systems, which is usually referred to as
the “depot problem” or “low frequency-oscillations without rotary
converter” for RW10-RW17, and as “harmonic instabilities” for RW18-
RW19. In this type of phenomenon, interactions occurred among train
converters or between train converters and the RW network. More
specifically, undesired frequency components appeared when multiple
trains were at a standstill in depots, stations or workshop areas while
their converters were kept active to supply the auxiliary on-board
equipment, or were operating during light-load conditions [10].

In event RW10 [43,48], the problem manifested itself in the form
of “low-frequency power oscillations” when a large number of lo-
comotives were in operation. While many disturbances occurred at
standstill in stations, protective shutdowns and unusual vibrations were
also reported during acceleration. Recordings show unstable SSOs and
evidence of interference between converters of different bogies within
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Table 3
Events involving railway systems.
Context ID Ref. Trigger Outcome Sose. [Hz] f1 [Hz]  Terminology in references
change of power
. . RW1 direction (regenerative electromech. SSOs (non-torsional) 1.6, 1.9 50/3 “low-frequency oscillations and
interactions R . R
. . . braking) interaction”
with rotating 1431 "interaction between electric rail
i rapid power changes .
machines RW2 dui topslippery ra%ls electromech. SSOs (non-torsional) 1.6 50/3 vehicles and rotary converter"
RW3 not known or given electromech. SSOs (non-torsional) 3 25
“repetitive distortion with over
voltages”
RW4 [44,45] SWIFChmg harmqmcs electr. supersynchr. osc ~1 k 50 “haFmonlc interactions between
during acceleration rolling stock and network
impedance”
3 switching harmonics « e
harm_o'mcs RW5 [46] during regenerative electr. supersynchr. osc. 2.55 k 50 voltage oscillations’
amplified braking
by grid
resonances RW6 [44] improper interleaving electr. supersynchr. osc. 0.85-0.95 k 50 “harmonic overvoltages”
switching harmonics
RW7 [47] (?n-board converter electr. supersynchr. osc. 1.05 k 50 harmonics amphﬁcat}‘on due to
first, off-board resonance phenomena
converter next)
RWS8 [10] not given or known electr. supersynchr. osc. 0.9 k 50 -
RW9 train operation electr. supersynchr. osc. 25k 50 -
RW10  [43,48] hlgh.lmped@ce, electrical SSOs 5 50/3 “low frequency power oscillations”
multiple trains
RW11 [43,49] operatlor} in system fed electrical SSOs 7 50 “low-frequency interactions”
by a static converter
RW12  [44] electrical SSOs 5 50 ulow-frequency ¥ntera(':t'101’1’
low-frequency instability’
interactions L3 Jectrical SSO: 24 50 “low-fr illation (LFO)”
. electrica s — ow-frequency oscillation
with the —— [10,50] multiple trains in quency
railway RW14 energized stand-by electrical SSOs 5 50 “depot problem”
network  pw1s mode electrical SSOs 5 50
rRwie [10:50,51] electrical SSOs 6-7 50
RW17 electrical SSOs 0.6-2 50
“these converters can interact
RW18 [52,53] new PWM-based trains electr. supersynchr. osc. 100, 165 50/3 :el:‘};::l:h other via the supplying
“harmonic interaction”
RW19 [10] PWM-based trains electr. supersynchr. osc. 1.8k 50 -

the same locomotives. Similarly, in event RW12 [44], trains at a
standstill were supplied by the same substation but located in two
depots 25 km apart. Both were simultaneously involved in a “low-
frequency instability”. For such events, it was shown that the oscillation
frequencies and amplitudes were related to the number of trains locally
connected, the grid strength as well as the control strategy of the
onboard GSC in the locomotives [10,51].

While events RW10-RW17 featured oscillations at subsynchronous
frequencies, events RW18 and RW19 involved oscillations at super-
synchronous frequencies. In particular, event RW18 involved oscilla-
tions at 100 Hz and 165 Hz in a system with a fundamental frequency
/1 of 16.7 Hz [52,53]. The event followed the introduction of new
locomotives using PWM-based converters with a switching frequency
f, of 1.6 kHz on the Swiss RW system. The phenomenon explaining
the 165 Hz oscillation was described as an interaction between the
controller of the GSCs of the trains and a natural grid resonance.
More specifically, the control delay caused the input impedance of the
locomotives to present a non-passive small-signal behavior at several
frequencies, in particular at 165 Hz. In [10], this event is referred to as
an example of “harmonic instability”.

In summary, three main types of phenomena have been observed in
RW systems:

+ SSOs resulting from interactions between converter controls on-
board trains interacting with the mechanical oscillatory modes of
rotary frequency converters;

« Supersynchronous oscillations resulting from the amplification of
harmonic emissions from converters (on- or off-board trains) by
natural grid resonances;

+ Subsynchronous or supersynchronous oscillations resulting from
interactions between converters on-board trains and/or with the
traction network, sometimes resulting in converters tripping.

5. Overview of LCC-HVDC system events

The first LCC-HVDC link was the Swedish Gotland link built in 1954,
originally based on mercury arc valves and refurbished in 1970 to
become the first thyristor-based LCC-HVDC system [67]. Since then,
different types of phenomena have been reported for both generations
of the technology.

In this section, real-life events involving LCC-HVDC converters are
reviewed. A selection of events is presented in detail, and a complete
list is provided in Table 4.

5.1. Interactions between LCC-HVDC converters and rotating machines

A first type of phenomenon that was reported in the literature and
in which LCC-HVDC converters were involved, consists of a form of
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Table 4

Events involving LCC-HVDC systems.
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Context ID Ref. Trigger Outcome Sose. [Hz] /1 [Hz] Terminology in references
inter-area oscillation
Lccl [s6] damping control, elect.romech. SSOs 115 60 “interacting in gn adverse :vay with
change (torsional) an 11.5 Hz torsional mode
in AC grid topology
“SSTI, but with different
inFeractions L2 [57-59] increase in electromech. SSOs 20 5 charictensncs from conventional
with transmitted power (torsional) = SSTI”,
rotating machines “over-threshold subsynchronous
oscillations”
change of DFIGs
1 h.
LCC3  [60] rotor speed, electromech. $50s 1.5-2.6 50 “SSTI
change of HVDC-link ~ (torsional)
operation mode
“waveform-distortion instability”
LCC4 [61,62] weak grid electr. supersynchr. osc. 100, 150-200 50 “a form of harmonic instability or
magnification”
weak grid,
LCC5 DC-side natural electr. supersynchr. osc. 600 50 “core saturation instability”
interactions [63] resonance
with the not given or not . L o
grid LCC6 known electr. supersynchr. osc. 120 60 core saturation instability
AC-side natural “second harmonic resonance
LCC7 [64] resonance electr. supersynchr. osc. 120 60 problems”
“undesirable phenomena at
LCC8 [65] weak grid electr. supersynchr. osc. 150 50 frequencies close to the third
harmonic”
harmonics shift of natural
amplified resonance due to
by grid LCC9 [66] cables replacing electr. supersynchr. osc. 550 50 “harmonic amplification”
resonances overhead lines,

switching harmonics

adverse interaction between the controls of an LCC-HVDC converter
and the torsional modes of nearby rotating machines. For instance, in
event LCC1 [56], such interactions were observed on two occasions in
1977. The event involved a converter of the Square Butte LCC-HVDC
link and the 11.5 Hz torsional mode of a steam turbine generator (STG).
The first occurrence of the interaction was related to the inter-area os-
cillation damping control of the link, while the second occurrence was
triggered by the switching of a transmission line. The phenomenon was
described as an “interaction between the STG shaft and the converter
controls”. In particular, it was explained that the DC current control
contributed to the negative damping of the rotor oscillations. The
interaction was found to be dependent on the AC system configuration
and strength [68], on the DC link load level, and on the characteristics
and control of the LCC-HVDC link.

Similar interactions were also observed more recently in event
LCC2 [57-59], in which an LCC-HVDC converter, SCTLs and SGs of
multiple thermal power plants were involved. In [57], the phenomenon
was referred to as a “subsynchronous torsional interaction (SSTI) be-
tween the generators and the HVDC converter”.

While SSOs arose in both LCC1 and LCC2 when torsional modes
of SGs were excited by converter controllers, the same type of phe-
nomenon was observed with DFIG WTs in event LCC3 [60]. In the
reported event, the variations in the frequency of the SSOs were in
agreement with the variations of DFIGs torsional modes, which depend
on the rotor speed. It was also shown that the frequencies of the
oscillations were influenced by the operational mode of the LCC-HVDC
link.

5.2. Interactions among LCC-HVDC converters and with the grid

A second type of phenomenon in which LCC-HVDC converters have
been involved is related to the interaction between the controls of LCC-
HVDC converters and the grid impedance. For instance, LCC4 [61,62]
refers to a set of events in which abnormal harmonics (i.e. other than
orders n-k+1 for an n-pulse LCC-HVDC converter) were observed. In
particular, oscillations occurred at 2/, and between 3/, and 4f, at
the Cross-Channel link (UK-FR), and oscillations occurred at 3f; at the
Inter-Island link (NZ). Back in 1967, a distinction was already made
between the phenomenon at hand and ordinary low-frequency loop
instability, describing the issue as a “waveform-distortion instability”
or “a form of harmonic instability or magnification”, involving a pos-
itive feedback loop between the AC voltage distortion and the control
system, which aggravated the original distortion [61]. It was shown
that this “harmonic instability” can occur in weak AC systems, and in
systems of moderate short circuit ratio (SCR) with a natural resonance.

A similar type of interaction was reported in events LCC5 and
LCC6 [63], although in these cases, the harmonic instability involved
an additional amplifying effect from transformer saturation, which was
referred to as “core saturation instability”. Specifically in LCC5, the
instability occurred when the AC system was weak and a DC-side
resonance was present near the AC grid fundamental frequency. Then,
a parallel resonance amplified the 12th AC-side harmonic component
of the distorted transformer magnetizing current. Comparable unstable
harmonic oscillations were also reported in events LCC7 [64] and
LCC8 [65].

5.3. LCC-HVDC converter harmonics amplified by natural grid resonances

Although the above-described events LCC4-LCC8 display many char-
acteristics of classical harmonic amplification by natural resonances,
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Table 5
Events involving VSC-HVDC and STATCOM systems.
Context D Ref. Trigger Outcome Sose. [Hz] fi [Hz] ~ Terminology in references
VSC1 increase in transmitted electrical SSOs 20-30 50 « O
[11] subsynchronous oscillations
vsc2 power electrical SSOs 20-30 50
VSC3 [69,70] change in AG grid electr. supersynchr. osc. 451 50 harmon%c fnStabll{ty
topology “harmonic interactions”
VSc4 [71] fault electr. supersynchr. osc. 830 50 “overvoltage phenomena”
VSC5 [72] electr. supersynchr. osc. ~ 1500 50 “excitation of resonance frequency”
electr. supersynchr. osc. “control instability”
VSC6  [731  change in AC grid e 1700 50 harmonic interactions”
interactions topology converter tripping armonic interactions
with the “instability phenomena”
AC grid VSC7 [74,751 electr. supersynchr. osc. 1270 50 “high-frequency resonance”
“harmonic resonance”
Vscs 11 HYDC control mode electr. supersynchr. osc. > 1000 50 osc1llatlo|?s in the range of high
switch frequency”
VSC9 [76] increased time delay electr. supersynchr. osc. 700, 1800 50 high freq\llency Ir.esonances
“resonant instability”
VSC10  [77] ST,ATCOMS n Yveak elec. sub. & super. osc. 2.5, 97.5 50 'sub- al,ld saper-synchronous
grid configuration interactions’
) ) Vscll 178,791 HYDC control mode elec. osc. 550 0 high freqt.lency Ir.esonances
interactions switch “resonant instability”
with the increase in transmitted
DC grid VSC12 [80,81] elec. osc. 23.6-25.2 0 “subsynchronous oscillations”

power

the involvement of converter controls is the fundamental difference
with respect to the latter phenomenon. On the contrary, in event
LCC9 [66], the 11th voltage harmonic amplification that was observed
after the energization of a high-voltage underground cable did not
involve converter controls. The impedance of the cable caused a shift
of the natural grid resonances, which amplified the harmonics emitted
by the LCC-HVDC converters.

In summary, three types of events have been observed in LCC-HVDC
systems:

+ SSOs resulting from interactions between LCC-HVDC controls and
torsional modes of rotating machines (namely grid-connected SGs
in thermal power plants and DFIGs in WFs);

+ Supersynchronous oscillations resulting from interactions between
LCC-HVDC controls, weak grids and/or natural grid resonances;

+ Supersynchronous oscillations resulting from the amplification of
LCC-HVDC converter harmonic emissions by natural grid reso-
nances.

6. Overview of VSC-HVDC and STATCOM events

The first commercial VSC-HVDC link was introduced at the his-
toric Gotland island interconnection with Sweden in 1999 [67]. The
increased flexibility, reduced converter footprint and lower harmonic
generation of VSC-HVDC technology make it a preferred solution with
respect to LCC-HVDC technology. Nowadays, STATCOMs based on
the VSC technology also provide flexibility and services to the power
network.

In this section, real-life events involving VSC-HVDC converters and
VSC-based STATCOMs are reviewed. A selection of events is presented
in detail, and a complete list is provided in Table 5.

6.1. Interactions among VSCs and with the AC grid

In event VSC1 [11], SSOs caused by converter-grid interactions were
observed at the Nanhui modular multilevel converter (MMC)-based
VSC-HVDC link connecting a DFIG-based offshore wind farm (OWF) to
shore. Voltage and current oscillations occurred at early testing stage
and depended on variations of transmitted power. Similar SSOs were

also observed in event VSC2 [11], again in an MMC-based VSC-HVDC
link.

While events VSC1 and VSC2 were concerned with SSOs, other
events presented oscillations at supersynchronous frequencies. For in-
stance, event VSC3 [69] referred to a type of “harmonic instability” at
a German VSC-HVDC link connecting an OWF to shore. This instabil-
ity was observed after a switching operation which was intended to
connect a second OWF to the same HVDC station. The mechanisms
behind these “harmonic instabilities” are discussed in the case of link
BorWinl connecting a DFIG-based OWF in [70]. In particular, the risk
of interactions between control loops of the VSC-HVDC converter and
grid resonant frequencies is described as an interaction between critical
resonant frequencies and control loops such as the current control loop
or the PLL of the converter.

Events VSC4 [71] and VSCS5 [72] also featured supersynchronous os-
cillations in VSC-HVDC links connecting OWFs to shore. In VSC4, both
the offshore station and the WTs controls were involved in the incident,
while in VSCS5, the oscillations appeared at the onshore station.

Yet, not all cases of interactions involving VSC-HVDC systems
were related to the connection of OWFs. In event VSC6 [73], a high-
frequency oscillation was recorded and led to tripping of the INELFE
France-Spain MMC-based VSC-HVDC link. The 1.7 kHz oscillatory
phenomenon was described as an “interaction between the HVDC link
and the surrounding AC network”. Post-event analysis showed that the
“control instability” depended on the AC line parameters, the SCR, and
the AC grid configuration.

Similarly, in event VSC7 [74,75], 1.27 kHz oscillations were re-
ported at the Luxi asynchronous back-to-back HVDC link in China. The
back-to-back system is composed of one MMC-based VSC-HVDC link
in parallel with two LCC-HVDC links. The high-frequency oscillations,
termed “harmonic resonance” in [75], occurred when the LCC con-
verters were shut down, their AC filters were disconnected, and one
out of three AC lines was in service. The instability appeared to be
caused by non-passivity due to the control delay and the instantaneous
voltage feedforward of the AC current controller. Events VSC8 [11] and
VSC9 [76] are comparable to events VSC6 and VSC7, as they featured
supersynchronous oscillations in VSC-HVDC systems not connected to
OWFs.
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Table 6
Overview of identified
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CONVERTER OR CONTROL LIMITATIONS

POWER QUALITY
DEGRADATION

CONTROL
INTERACTIONS
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(A1) limited under/over-! |

voltage ride-through !

capability I(B1) limited/inadequate!

777777777777 : voltage support :

(A2) limited under/over-: :

freq. ride-through

capability | |

| |

1(B2) limited/inadequate!

(A3) limited over- | frequency support !

current ride-through
capability

fundamental frequency phenomena

While all previous events were characterized by either subsyn-
chronous or supersynchronous oscillations, a phenomenon called “sub-
and supersynchronous interaction” was reported in event VSC10 [77].
These oscillations were frequently observed in a system with three
VSC-based STATCOMs connected between an LCC-HVDC converter and
SCTLs, as a result of dynamic interactions between the STATCOMs
and the weak AC grid. The oscillations appeared even when the series
capacitors were bypassed, but ceased as soon as the STATCOMs were
(partially) disconnected.

6.2. Interactions among VSC-HVDC converters and with the DC grid

Although the above-described VSC-HVDC/STATCOM events are
specifically related to interactions with the AC grid, interactions with
the DC grid have been reported as well. For instance, event VSC11 [78,
79] covers a 550 Hz oscillation on the DC side of the Xiamen project,
a bipolar MMC-based VSC-HVDC link with a cable length of 10 km.
Post-event analysis in [79] showed that the oscillations were caused by
an interaction between the converter controls and the DC resonances
related to the cable impedance and DC inductors. The oscillation of DC
voltage and current was triggered by a control mode switch. Lastly,
event VSC12 [80,81] refers to DC-side current oscillations, which were
also observed at the aforementioned Xiamen VSC-HVDC link. The
frequency of the oscillations (23.6 Hz and 25.2 Hz) depended on the
transmitted power. To explain the event, [80] refers to [82], where it
is pointed out that when the VSC station that controls the DC voltage
injects active power into the DC line, the converter presents a negative
resistance, and the risk of system oscillation is increased.

In summary, a single type of event has been observed in VSC-
HVDC/STATCOM systems:

+ Sub- and/or supersynchronous oscillations resulting from interac-
tions between the controls of VSC-HVDC converters (or VSC-based
STATCOMs) and the AC or DC grid impedance.

7. Identification of underlying mechanisms

The previous sections have provided an overview of problematic
real-life events in which PE converters were directly or indirectly
involved. In this section, patterns are identified among these events in
order to pinpoint their fundamental underlying mechanisms. Precisely,
a mechanism is defined in this paper as the intermediate process be-
tween the initial trigger, e.g. a fault, and the eventual outcome of the
event, e.g. supersynchronous oscillations. Proceeding by elimination, a
total of 11 underlying mechanisms are established in this section. The
mechanisms are sorted into three main types: (1) converter or control
limitations, (2) power quality degradation and (3) control interaction
mechanisms. All mechanisms are summarized in Table 6, where they
are displayed according to type and frequency.

(C) limited
Foc oo | synchronization - — — = = — = = = — — — —
capability

(F) electrical interactions
among converter controls
and/or with passive
grid components

(G) electrical interactions
between converter-controlled
rotating machines and
passive grid components

(H) electromechanical
interactions between
converter controls
and rotating machines

(D) nonlinear converter
or control behavior

(E) amplification of
converters emissions by
passive grid components

non-fundamental frequency phenomena

In the following, the term electrical always refers to an electromag-
netic phenomenon. Additionally, the expression passive grid components
refers to, for instance, filters and compensation devices, but may also
refer to larger systems such as a WF collection system.

7.1. Converter or control limitations

This subsection identifies underlying mechanisms related to con-
verter or control limitations.

7.1.1. Mechanism A1

A common feature of events WF10 and PV1-PV3 is that converters
were tripped after the voltage amplitude at fundamental frequency
became too high or too low with respect to the rated voltage amplitude,
or when such voltage deviations occurred too many times within a
given period of time. In these events, the protection control of con-
verters generally operated as expected, but the fact that the predefined
limits had been reached caused the converters to trip or cease current
injection, which in turn negatively impacted the network.

In this paper, this mechanism is referred to as limited under/over-
voltage ride-through capability.

7.1.2. Mechanism A2

A common feature of events PV1 and PV2 is that converters were
tripped after the fundamental frequency of the grid voltage was iden-
tified to be too low or too high with respect to the rated fundamental
frequency. In these events, the protection control of converters gener-
ally operated as expected, but the fact that the predefined limits had
been reached led to converters tripping or ceasing current injection,
which in turn negatively impacted the network.

In this paper, this mechanism is referred to as limited under/over-
frequency ride-through capability . It mirrors the mechanism of limited
under/over-voltage ride-through capability, but is concerned specifi-
cally with deviations in terms of frequency instead of voltage ampli-
tude.

7.1.3. Mechanism A3

A common feature of events WF8 and PV1-PV3 is that converters
were tripped after the current amplitude at fundamental frequency
(50/60 Hz for AC systems, 0 Hz for DC systems [9]) became too
high with respect to the rated current amplitude. In these events, the
protection control of converters generally operated as expected, but
the fact that the predefined limits had been reached led to converters
tripping or ceasing current injection, which in turn negatively impacted
the network.

In this paper, this mechanism is referred to as limited over-current
ride-through capability. It also mirrors the mechanism of limited
under/over-voltage ride-through capability, but is concerned specifi-
cally with current amplitude instead of voltage amplitude.
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7.1.4. Mechanism B1

A particular feature of event WF9 is that a converter-based plant was
unable to provide adequate or sufficient voltage support in the form of
reactive power generation or consumption to avoid a voltage collapse.

In this paper, this mechanism is referred to as limited or inade-
quate voltage support capability, which describes the fact that con-
verters have a limited short-circuit power capability, and/or inadequate
voltage support control algorithms.

It is worthwhile noting that cases of classical voltage instability
(not listed in this paper) can also be considered as indicators of lim-
ited or inadequate voltage support capability from converters, more
specifically when converter-based power plants were operating within
the grid before it collapsed, but were unable to contribute to voltage
containment when this was necessary.

7.1.5. Mechanism B2

A common feature of events WF8 and WF10 is that the tripping
of converter-based power plants, or a reduction of their active power
output, directly or indirectly led to a frequency collapse. While it is
apparent that the converter tripping or active power reduction prior
to the frequency collapse was generally caused by another mechanism
(such as a limited under/over-voltage ride-through capability), these
events hint towards a mechanism in which converter-based power
plants have not been able to provide a sufficient amount of active power
in order to maintain the fundamental grid frequency within acceptable
limits.

In this paper, this mechanism is referred to as limited or inade-
quate frequency support capability, which describes the situation in
which converters have limited energy reserves or inadequate frequency
support control algorithms. It mirrors the mechanism of limited or
inadequate voltage support capability, but is concerned specifically
with variations of the fundamental frequency instead of the voltage
amplitude at the fundamental frequency.

7.1.6. Mechanism C

A common feature of events PV1 and PV2 is that grid disturbances
led to an incorrect operation of synchronization controls of converters,
such as PLLs misreading the fundamental grid frequency and causing
converters to trip.

In this paper, this mechanism is referred to as limited synchroniza-
tion capability. Unlike the mechanisms of limited under/over voltage
and frequency ride-through capabilities, the incorrect PLL response is
not an expected control behavior in this mechanism.

Up to this point, identified mechanisms A1-A3, B1 and B2 are
related to fundamental frequency phenomena, while mechanism C is
also related to non-fundamental frequency phenomena. All mechanisms
of types A, B and C correspond to intrinsic limitations of PE converters,
i.e. limitations that are a consequence of the fundamental characteris-
tics or principles of operation of PE converters (for instance, the use
of semiconductor switches or the lack of inherent energy storage), or
extrinsic limitations, i.e. limitations that can theoretically be resolved
by means of improved controlled algorithms.

7.2. Power quality degradation

In this subsection, underlying mechanisms related to power quality
degradation are identified.

7.2.1. Mechanism D

A common feature of events WF5, PV4, RW4-RW9 and LCC9 is that
converters emitted non-fundamental frequency components, either har-
monics or inter-harmonics. Based on the events, three mechanisms are
identified in which converters are susceptible to generating undesired
non-fundamental frequency components:

10
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» Semiconductor switching: in events PV4, RW4, RW5, RW7-RW9
and LCC9, harmonics of the switching frequency were generated
as a consequence of the switched behavior of the converters.
Frequency couplings caused by modulation issues: in event RW6,
the improper interleaving of PWM carrier waves caused undesired
components to appear at 2f, + f; with f; the fundamental grid
frequency and f, the switching frequency.

Frequency couplings caused by control nonlinearities [83]: in
event WF5, undesired frequency components were propagated
to the network when the PLLs and Park’s transformation were
disturbed by SSOs. Although this particular example involves the
PLL, it is not a case of limited synchronization capability, but
illustrates the response of a control nonlinearity to an external
perturbation.

The common denominator of the three above-mentioned mechanisms
lies in the nonlinear behavior of the converter itself, or of its control
functions. In this paper, these mechanisms are collectively referred to
as nonlinear converter or control behavior.

It is noted that this mechanism should be distinguished from mech-
anisms A, B and C, as they reflect different concepts. Mechanisms A
to C refer to the inability of converters to operate properly outside
predefined ranges of values, while mechanism D is concerned with the
impact of nonlinearity.

It is also noted that network nonlinearities, such as transformer
saturation, also cause harmonics of the fundamental frequency to ap-
pear. However, they are not covered by this mechanism as they are not
specifically related to PE converter operation.

7.2.2. Mechanism E

A common feature of events PV4, RW4-RW9 and LCC9 is that
non-fundamental frequency components emitted by converters were
amplified by natural grid resonances. It is emphasized, however, that
the grid resonance alone was responsible for the amplification effect,
while controls of converters did not contribute to the amplification
effect in these particular events.

In this paper, this mechanism is referred to as amplification of
converters at non-fund ies by passive grid
components. This mechanism corresponds to the traditional resonance
phenomenon, where natural grid resonances amplify non-fundamental
frequency components in a steady-state manner. It is worthwhile noting
that the passive components of converters also have an impact on
the grid impedance and, therefore, on the existence of natural grid
resonances.

Both mechanisms D and E are examples of ways in which converters
may contribute to a degradation of power quality. While closely related,
mechanisms D and E are distinct from each other: the first one describes
how nonlinear converter or control behavior leads to the generation
of undesired frequency components, while mechanism E describes the
amplification of these components.

1
Jreq

7.3. Control interactions

In this subsection, underlying mechanisms related to control inter-
actions are identified.

7.3.1. Mechanism F

A common feature of events WF5-WF8, PV5-PV10, RW10-RW19,
LCC4-LCC8 and VSC1-VSC12 is that an oscillatory phenomenon re-
sulted as a consequence of a control interaction between converters and
the grid, or among converters via the grid.

In this paper, this mechanism is referred to as an electrical interac-
tion among converter controls and/or with passive grid components.

Unlike cases of classical resonance where undesired components
coincide with a natural frequency of the network, converter controls
play a role in amplifying frequency components in this mechanism. For
this reason, cases of “harmonic instabilities” reported from LCC-HVDC
systems also fall within this category.
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Table 7
Summary of events per mechanism.
D Mechanism Events
Al Limited under/over-voltage ride-through capability WF10, PV1-PV3
A2 Limited under/over-frequency ride-through capability PV1, PV2
A3 Limited over-current ride-through capability WEF8, PV1-PV3
Bl Limited/inadequate voltage support WF9
B2 Limited/inadequate frequency support WF8, WF10
C Limited synchronization capability PV1, PV2
D Emission of non-fundamental frequency components by converters WF5, PV4, RW4-RW9, LCC9
E Amplification of converters emissions by passive grid components PV4, RW4-RW9, LCC9
F Electrical interactions among converter controls and/or with passive grid WF5-WF8, PV5-PV10, RW10-RW19,
components LCC4-LCC8, VSC1-VSC12
G Electrical interactions between converter-controlled rotating machines and passive WF1-WF4
grid components
H Electromechanical interactions between converter controls and rotating machines WEF5, RW1-RW3, LCC1-LCC3

7.3.2. Mechanism G

A common feature of events WF1-WF4 is that the rotor-side con-
verter of induction machines, and more specifically the controls of such
converter, led to an aggravation of the negative-resistance effect of
these machines at subsynchronous frequencies. Fundamentally, this is
an accentuated form of the IGE, enabling interaction with passive grid
components such as SCTLs.

While this phenomenon is a form of electrical resonance, the in-
volvement of converter controls implies that it should be distinguished
from the traditional amplification of frequency components by natural
resonances.

Consequently, in this paper, this mechanism is referred to as an
electrical interaction between converter-controlled rotating machines
and passive grid components, where the rotating machines can be
seen as a medium enabling interactions between converter controls
and passive grid components. It is worthwhile noting that, despite the
involvement of rotating machines, no mechanical oscillatory modes are
involved in this mechanism a priori.

7.3.3. Mechanism H

A common feature of events WF5, RW1-RW3 and LCC1-LCC3 is that
mechanical oscillatory modes of rotating masses (such as SGs, rotary
frequency converters, ...) were excited and the resulting oscillations
were sustained or amplified as a consequence of an adverse interaction
with the controls of converters.

In this paper, this mechanism is referred to as an electromechanical
interaction between converter controls and rotating machines. It is
noted that the mechanical mode can be torsional or non-torsional.
Additionally, the frequency of the resulting oscillations is generally
low,' which is explained by the torsional or mechanical characteristics
of the involved rotating masses.

Mechanisms F, G and H are examples of interactions between con-
trols of converters on one side, and passive components, rotating
machines or other converters on the other side.

8. Discussion

The observation of common patterns among real-life events has led
to the identification of underlying mechanisms in which PE converters
play a direct or indirect role. Four aspects are further discussed in this
section: (1) the identified mechanisms, (2) the initial triggers of the
phenomena, (3) the modeling requirements for the study of the events,
and (4) the original terminology used in the references reporting the
events. For clarity, the mechanisms identified in Section 7 and the
corresponding events are summarized in Table 7.

! Among the reported events involving this mechanism, the highest
mechanical oscillation frequency was 30.6 Hz, in event WF5.
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Fig. 2. Illustration of the relationship between triggers, mechanisms and outcomes.
The provided example corresponds to the first set of trigger-mechanism-outcome of
event WF8.

8.1. Discussion of identified mechanisms

It is apparent from Table 7 that multiple mechanisms were involved
in some of the events. More precisely, several mechanisms can happen
simultaneously as a response to the same trigger, or consecutively when
the outcome of one mechanism acts as a trigger to one or several other
mechanisms, as depicted in Fig. 2. For example, in event WF5, the
interaction between the controls of the WTs converters and the weak
grid caused SSOs. Next, these oscillations triggered torsional modes
of turbine-generator shafts of thermal power plants. In that regard,
the identified mechanisms ought not to be seen as mutually-exclusive
categories. It is also expected that more converter-related events have
involved a combination of mechanisms than what has been reported in
the literature so far.

Furthermore, Table 7 shows that the same mechanisms can occur
in different types of systems. The most prominent example is that of
mechanism F, which has been observed in all five types of systems
considered in this paper. On the other hand, mechanism G has ex-
clusively been observed in WFs involving DFIG-based wind turbines.
Similarly, mechanism H necessarily involves grid-connected rotating
machines. Nevertheless, this mechanism can be triggered by converters
from different types of systems in the vicinity of the rotating machines.

Within the category of converter or control limitations mechanisms,
issues related to limited synchronization capabilities (mechanism C)
have only been observed in PV systems. However, incorrect determina-
tion of the fundamental frequency can technically happen with all types
of PLL-based converters. Consequently, it is expected that unreported
events from other types of systems have also involved this mechanism.
A similar observation holds for mechanisms A2, B1 and B2, which also
have been reported in only one type of system, respectively.

Within the category of power quality degradation mechanisms, all
converters emit non-fundamental frequency components due to switch-
ing and comprise passive components that influence the grid impedance
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(and therefore the existence of natural grid resonances). Consequently,
all types of systems are potentially subject to mechanisms D and E, even
if no events involving these mechanisms were reported for VSC-HVDC
systems.

While the identified mechanisms exclusively rely on the overview of
real-life events, other theoretically relevant mechanisms have not been
included, lacking evidence or clarity from the literature. For instance,
a common feature of (at least) events WF7, WF8, PV1, PV2, PV4,
RW18 and VSC6 is that non-fundamental grid disturbances led to the
tripping of the converters. Yet, in most events, the non-fundamental
frequency oscillations have caused the converters to trip by setting
off fundamental-frequency protection features such as over-voltage,
over-current or under-frequency protection. Consequently, these events
have been considered to involve mechanisms of type A, although
non-fundamental disturbances were involved. For this reason, no mech-
anism describing a limited non-fundamental disturbance ride-through
capability was included in Table 6.

It is also expected that more events featuring non-fundamental
disturbances have caused converters to trip. However, the available
references do not always specify whether the sub- or supersynchronous
oscillations actually caused the converters to trip. Overall, the bound-
ary between fundamental and non-fundamental frequency phenomena
remains unclear. Newly reported real-life events and further research
may support an evolution of the number and definition of identified
mechanisms. In particular, not only the inability of converters to re-
main connected during a non-fundamental disturbance, but also the
inability to perform active filtering to contribute to eliminating such
disturbances could be seen as a control limitation in the future.

While this paper focuses exclusively on converter-related issues,
parallels can be established between the identified mechanisms and
the traditional stability concepts defined for systems dominated by
the dynamics of SGs [7]. In particular, mechanisms B1 and B2 (lim-
ited/inadequate voltage and frequency support) are closely related
to classical voltage and frequency instability concepts and express
the way in which PE converters can contribute to classical forms of
instabilities. Additional similarities can be seen between mechanism
C (limited synchronization capability) and classical rotor angle in-
stability, although the definition of mechanism C concerns the PE
converters themselves, and not their possible involvement in SG ro-
tor angle instabilities. Lastly, mechanisms G (electrical interactions
between converter-controlled rotating machines and passive grid com-
ponents) and H (electromechanical interactions between converter con-
trols and rotating machines), have the particularity of occurring in
systems where both PE converters and rotating machine dynamics are
jointly relevant.

8.2. Identification of triggers

In addition to the identification of underlying mechanisms, the
overview of real-life events enables establishing a list of disturbances
that are responsible for triggering the mechanisms. These disturbances
are referred to as triggers and are noted T1 to T7 according to Table 8:

» Events with T1 triggers were initiated by faults.

+ Events with T2 triggers were initiated by switching lines or
capacitor banks, or other grid topology changes.

Events with T3 triggers were initiated by variations in power
generation or power consumption, sometimes leading to volt-
age fluctuations. Specifically in event WF9, fluctuations of wind
power generation led to large voltage variations. This class of
triggers also covers the loss of load or generation.

Events with T4 triggers were initiated by a change of control
mode.
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« Events with T5 triggers were initiated by non-fundamental fre-
quency components. In some events, the non-fundamental fre-
quency components were the outcome of another mechanism.
For instance, in event WF5, an electrical interaction between
converter controls and passive grid components (mechanism F)
led to SSOs, which triggered the emission of additional non-
fundamental frequency oscillations due to control nonlinearities
(mechanism D), in turn setting off electromechanical interactions
between converter controls and rotating machines (mechanism
H). In other events, the switching harmonics resulting from the
nonlinear (switched) behavior of PE converters (mechanism D)
were amplified by natural resonances of the network (mechanism
E).

Events with T6 triggers were initiated by a normal converter
operation at low load, in a weak grid configuration or in the
presence of a natural grid resonance.

For the remaining events, no initial trigger was identified, either
because of limited measurement data at the time of the event, or
limited information provided in the original references. Unknown
triggers are referred to as T7 triggers.

To summarize, triggers can take the five following forms:

Changes of power or voltage at fundamental frequency, which
translates into amplitude and/or phase angle variations of volt-
ages and currents at fundamental frequency;

Changes of grid impedance as seen by the converters. This class of
triggers also comprises the (dis)connection of passive appliances
such as filter banks and SCTLs, which have an impact on the
impedance of the grid;

Changes of converter control mode;

Non-zero non-fundamental frequency components in voltages or
currents, for instance as a consequence of a fault;

A normal converter operation at low load, in a weak grid and/or
in the presence of a natural grid resonance.

The following section discusses modeling requirements based on the
identified mechanisms and triggers.

8.3. Discussion of modeling requirements

In the literature, power system instabilities are typically categorized
according to the size of the trigger, or initial disturbance [7], as this
information indicates modeling requirements and analysis techniques
that are applicable to study the event they initiate. As a general rule,
events following a small disturbance can be studied in a linearized
mathematical framework, while nonlinear aspects must be retained
when studying events following large disturbances.

On the one hand, triggers such as faults are commonly considered
as large disturbances, since they generally cause significant variations
with respect to rated values of electrical quantities. The switching and
energizing of lines, resulting in a new grid configuration characterized
by a different impedance, are also considered as large disturbances.

On the other hand, triggers such as power variations can be consid-
ered as either small or large disturbances, depending on amplitude and
rate of change: slow variations of aggregated demand can generally be
considered as small disturbances. In contrast, the loss of a generation
unit will be considered as a large disturbance. Similarly, control mode
changes can also be seen as small or large disturbances.

Just as their triggers, the mechanisms in Table 6 can be related to
different modeling requirements and analysis techniques. A distinction
is also made between linear and nonlinear frameworks.

In the category of converter or control limitations, mechanisms A,
B and C are generally studied within a nonlinear framework, as the
mechanisms involve nonlinear operations such as control mode switch,
saturation, and other nonlinear functions.
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Table 8
Summary of events per trigger.
ID Trigger Events
T1 Faults WF2, WF6, WF8, WF10, PV1-PV3, PV5 and VSC4
T2 Switching of lines or capacitor banks WF1, WF3, WF7, PV6, LCC1, VSC3 and VSC5-VSC7
T3 Power variations/fluctuations WF4, WF8-10, RW1, RW2, LCC2, LCC3, VSC1, VSC2, VSC9 and VSC12
T4 Change of control mode LCC3, VSC8 and VSC11
T5 Non-fundamental frequency components WF5, WEF8, WF10, PV4, RW4, RW5-RW7 and LCC9
T6 Normal operation with low load, weak PV7, RW9-RW19, LCC4, LCC5, LCC7, LCC8 and VSC10
grid or natural grid resonance
T7 Not given or known WF5, PV8-PV10, RW3, RW8 and LCC6

In the category of power quality degradation, mechanism D is
intrinsically related to the nonlinear characteristics of the converter
(semiconductor switching) and its controller (nonlinear functions and
saturation). On the other hand, mechanism E is more traditionally
studied in a linearized framework with small-signal analysis of grid
resonances.

In the category of control interactions, linearized models and small-
signal analysis techniques are typically used to assess the interactions
between converter control and grid resonances or rotating machines.

The above considerations can be illustrated based on the example
of event WF8, which is broken down as follows:

» First, a fault (Trigger T1) initiated an interaction between the WF
controls and a poorly-damped natural grid resonance (Mechanism
F), which resulted in growing voltage oscillations (outcome).
These steps are illustrated in Fig. 2.

Next, the oscillations (Trigger T5) set off the over-current pro-
tection control (Mechanism A3), causing the converters to trip
(outcome).

Finally, the reduced power generation (Trigger T3) associated
with limited frequency-support capabilities (Mechanism B2) re-
sulted in a frequency collapse (outcome).

Although the fault at the origin of the event can be considered as
large perturbation, the interaction between converter controllers and
grid resonances is typically analyzed in a linearized framework. Next,
the activation of protection features and the tripping of converters are
nonlinear operations. Hence, the nonlinear dynamics related to the
second part of the event may impose other modeling requirements,
which complicates the overall analysis of the incident. The third part
of the event is related to frequency stability and is triggered by a large
disturbance.

The example illustrates that not only the type of trigger, but also
the mechanisms involved have an influence on modeling requirements
for the study of problematic events.

8.4. Discussion of terminology

According to the terminology used in the references to describe
the different real-life events (summarized in Tables 1-5), it appears
that the terminology is often diverse and system-specific, even when it
concerns the same underlying mechanism. For example, electrical inter-
actions among converter controls and/or with passive grid components
(mechanism F) are frequently referred to as subsynchronous oscillation
or subsynchronous control interaction in WF systems. However, the same
mechanism is called low-frequency interaction or depot problem in RW
systems, and harmonic instability in LCC-HVDC systems. In addition, the
expressions subsynchronous oscillations and harmonic instability are used
multiple times in PV and VSC-HVDC systems. This example also indi-
cates that terminology generally relies on the frequency of oscillations
involved in the events, describing whether they appear above or below
the fundamental frequency, and whether they occur at multiples of the
fundamental frequency.
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To gain further insights, Fig. 3 provides an overview of the real-life
events per mechanism as a function of the observed oscillation fre-
quencies.? The figure shows that mechanism F actually leads to a large
variety of oscillation frequencies. In this case, the use of terminology re-
lated to a specific frequency range could lead to the misconception that
the corresponding events are a consequence of different mechanisms.
On the other hand, applying frequency-based terminology can be ben-
eficial in some cases in order to provide additional information on the
characteristics of the underlying mechanisms: for mechanisms G and
H, which both involve rotating machines, all the observed oscillations
occurred in the subsynchronous frequency range, as shown in Fig. 3.
This results from the oscillatory and torsional mode characteristics of
rotating machines and from the basic principles of IGE. Additionally,
frequency-based terminology is not generally applicable to all types
of mechanisms, as is the case for converter or control limitations
(mechanism A, B and C), which do not necessarily feature oscillatory
phenomena.

Finally, Table 5 shows that expressions such as harmonic interaction,
harmonic instability, harmonic resonance and resonant instability have
been used interchangeably in the context of VSC-HVDC events when
referring to supersynchronous phenomena, even though these expres-
sions are not equivalent. For instance, an instability can be an outcome
of an interaction, whereas an interaction does not necessarily lead to
instability. Moreover, a resonance is commonly considered a steady-
state phenomenon causing a constant amplification of an oscillation,
while an instability is a dynamic phenomenon that typically involves
growing oscillations. Lastly, in the aforementioned expressions, the
term harmonic normally indicates an oscillation at a multiple of the
fundamental frequency, which was, however, not the case for events
VSC3 and VSC7.

The above discussion suggests that standardized definitions appli-
cable across multiple systems are necessary to harmonize terminology
concerning problematic converter-related phenomena.

2 For clarity, the definitions of the mechanisms are repeated here:

D Mechanism

Al  Limited under/over-voltage ride-through capability
A2 Limited under/over-frequency ride-through capability
A3 Limited over-current ride-through capability

Bl Limited/inadequate voltage support

B2  Limited/inadequate frequency support

C Limited synchronization capability

D Emission of non-fundamental frequency components by converters
E

F

Amplification of converters emissions by passive grid components
Electrical interactions among converter controls and/or with
passive grid components

G Electrical interactions between converter-controlled rotating
machines and passive grid components
H Electromechanical interactions between converter controls and

rotating machines
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Fig. 3. Overview of oscillation frequencies observed for mechanisms D to H. Mechanisms A to C are not included in the figure as no oscillation frequencies could be associated
based on the real-life events. A link to the system type is provided by the marker symbols: WF (O), PV (%), RW (x), LCC-HVDC: ((J) and VSC-HVDC ({).

Table 9
Events, references and mechanisms.

D Location Year References Mechanism(s) D Location Year References Mechanism(s)
WF1 USA 2007 [16,17] G RW11 DEU 2006 [43,49] F
WF2 USA 2009 [18-22] G RW12 FRA 2008 [44] F
WF3 USA 2017 [21,23] G RW13 CHN 2008 [10,50] F
WF4 CHN 2012-13 [24,25] G RW14 CHN 2010 [10,50] F
WEF5 CHN 2014-15 [26-28] D,F, H RW15 CHN 2010 [10,50,51] F
WF6 USA 2013&15 [21] F RW16 CHN 2011 [10,50,51] F
WF7 USA ~2011 [29] F RW17 CHN 2015 [10,50,51] F
WF8 GBR 2019 [30] A3, B2, F RW18 CHE 1995 [52,53] F
WF9 USA 2010-11 [4] Bl RW19 CHN 2015 [10] F
WF10 AUS 2016 [31] Al, B2 LCC1 USA 1977 [56] H
PV1 USA 2016 [33] Al, A2, A3, C LCC2 CHN 2011 [57-59] H
pPV2 USA 2017 [34] Al, A2, A3, C LCC3 CHN 2014 [60] H
PV3 USA 2018 [35] Al, A3 LCC4 GBR, ITA, NZL ~1966 [61,62] F
PV4 NLD 2004 [36] D, E LCC5 GBR 1977 [63] F
PV5 AUS 2019 [37] F LCC6 USA 1987 [63] F
PV6 CAN 2018 [38] F LCC7 CAN 1992 [64] F
PV7 DEU 2014 [39] F LCC8 RUS-FIN 1994 [65] F
PV8 CAN 2018 [38] F LCC9 DNK 2017 [66] D, E
PV9 CAN 2018 [38] F VSC1 CHN 2011 [11] F
PV10 CAN 2018 [38] F VSC2 CHN 2014 [11] F
RW1 DEU 1991 [43] H VSC3 DEU 2013 [69,70] F
RW2 NOR 1996 [43] H VSC4 DEU 2016 [71] F
RW3 USA 2006 [43] H VSC5 DEU 2014-17 [72] F
RW4 FRA 1990s [44,45] D,E VSCé6 FRA-ESP 2015 [73] F
RW6 FRA 2006 [44] D, E VSC7 CHN 2016 [74,75] F
RW7 ITA 2011 [47] D, E VSC8 CHN 2016 [11] F
RW5 CHN 2011 [46] D, E VSC9 CHN 2018-19 [76] F
RW8 CHN 2008 [10] D, E VSC10 CHN 2018 [771 F
RW9 CHN 2011 [10] D, E VSC11 CHN 2015 [78,791 F
RW10 CHE 2004 [43,48] F VSC12 CHN 2015 [80,81] F

9. Conclusion

This paper demonstrated the value of a comprehensive cross-system
overview to support the construction of more-encompassing classifi-
cations of issues related to power system stability. For the first time,
by drawing analogies between problematic converter-related events
that have been observed in different applications ranging from elec-
trical railway systems to wind farms, three main types of underlying
mechanisms were identified. Firstly, converter or control limitation
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mechanisms refer to intrinsic limitations of PE converters, or to extrin-
sic limitations that can theoretically be resolved by means of improved
control algorithms. Secondly, power quality degradation mechanisms
correspond to the generation and amplification of undesired frequency
components in steady-state. Lastly, control interaction mechanisms
refer to interactions between controls of converters on one side, and
passive components, rotating machines or other converters on the other
side.

The overview of events in this study showed that (i) multiple mech-
anisms were involved in some of the events, (ii) the same mechanisms
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can occur in different types of systems, and (iii) outcomes of mecha-
nisms may trigger other mechanisms. By associating the mechanisms
with either fundamental or non-fundamental frequency phenomena,
it appeared that the boundary between the two types of phenomena
remains unclear, and an evolution of the number and definition of
identified mechanisms may be supported by new reported real-life
events and further research.

The decomposition of events in a series of triggers and mecha-
nisms showed that both aspects impact the choice of mathematical
modeling requirements. Lastly, the study illustrated that the employed
terminology is often diverse and system-specific, relying mostly on
frequency-dependent considerations. Further research and standardiza-
tion are regarded as necessary to define clear and uniform terminology
in the field of problematic converter-related phenomena.
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Abstract—The increasing integration of renewable energy
sources and high voltage direct current (HVDC) connections
has led to a proliferation of power electronic devices within
the grid, thereby transforming the power system dynamics. The
applicability of traditional power system modeling approaches,
based on the distinction between fast and slow dynamics, became
limited due to the introduction of power converter dynamics.
Consequently, it becomes critical to determine the minimum
level of modeling details required for accurately representing
these systems. The paper aims to demonstrate how a Gramian-
based model reduction method can be used to develop a tool
for MATLAB/Simulink that allows visualizing and identifying
the model components most relevant for a given oscillation
phenomenon under study. This tool is beneficial when analyzing
power system oscillations where the cause is poorly understood.
The proposed approach is especially relevant given the new
categories of interactions introduced in converter-dominated
power systems.

Index Terms—controllability and observability, Gramians,
MATLAB tool, power system modelling, stability analysis

I. INTRODUCTION

Power systems have undergone changes driven by the in-
creasing adoption of renewable energy sources, government
policies incentivizing sustainable practices, and the growing
interconnectivity of power grids. These developments are part
of the global commitment to combat climate change and
enhance the grid infrastructure. To achieve these goals, renew-
able energy sources are expected to supply a substantial 90%
of electricity by the year 2050, with wind and photovoltaic
technologies contributing up to 63% of the total electricity
generation needs [1].

At the same time, power systems are witnessing increased
interconnectivity caused by the expansion of cross-border
transmission capacity. Europe, for example, anticipates an
increase of 35 GW in cross-border transmission capacity by
2025, with a further addition of 93 GW by 2040 [2]. The
HVDC technology is becoming more relevant, offering greater
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operational flexibility for long-distance transmission and inte-
grating renewable energy sources compared to traditional AC
transmission methods.

A common thread connecting these trends is the increase of
power electronic devices within the power systems. However,
incorporating these devices into stability studies poses a chal-
lenge. Despite diligent studies conducted during the planning
and operation of new interconnections, the power industry has
witnessed several incidents of instability in recent years.

For instance, in 2017, the Electric Reliability Council of
Texas (ERCOT) observed three subsynchronous oscillation
(SSO) events involving wind farms. These wind farms had
undergone stability studies and were equipped with SSO
damping controls, as recommended by studies. Nevertheless,
these measures proved insufficient for predicting and mitigat-
ing the instability risks [3]. Similarly, in 2019, the Australian
Energy Market Operator (AEMO) reported five instances of
solar farms experiencing sustained voltage oscillations under
credible contingencies. These incidents led to months of
generation curtailment and delayed commissioning of new
units, highlighting the criticality of stability assessment in an
evolving grid powered by renewables [4].

These occurrences highlight the need to improve our
understanding of power electronic device behavior within
the broader grid context. Unpredictable interactions between
power electronic devices and the surrounding power system
and a limited understanding of their dynamic behavior con-
tribute to the risks of undetected instability issues during
project studies. Conventional root mean square (RMS) simula-
tion practices increase these risks by assuming that all system
signals are steady-state or near steady-state, potentially leading
to incorrect stability assessments, particularly for oscillation
phenomena far from the steady-state frequency.

On the contrary, Electromagnetic Transient (EMT) simula-
tions offer the potential for highly accurate stability assess-
ments. However, they raise an important question: to what
extent should each component within a complex system be
detailed in the model? High levels of detail in modeling can
introduce computational complexities that are challenging to
manage. Furthermore, it may require data that is often unavail-
able, as manufacturers may not have provided detailed EMT

23rd Power Systems Computation Conference

Paris, France — June 4 — 7, 2024

PSCC 2024



models of their devices. This gap in modeling capabilities
was evident in past incidents, such as the sub-synchronous
oscillation incident involving wind farms in 2009, where the
ERCOT lacked the necessary wind farm EMT models for
thorough studies [5].

Therefore, understanding the minimum modeling details
required for various stability studies becomes critical. This
knowledge allows Transmission System Operators (TSOs) to
demand the appropriate studies and models to ensure reliable
operation of power systems.

The main contribution of this paper is demonstrating how a
Gramian-based model-order reduction method can be used to
create a tool to analyze the modeling of converter-dominated
power systems. A practical MATLAB/Simulink tool was im-
plemented based on the method, which enables users to iden-
tify the sources of observed oscillations. The tool provides a
straightforward visualization of the power system components
that contribute the most to the oscillation phenomena, thereby
offering insights into which parts of the system must be
modeled in detail and which ones can be simplified.

This paper is organized as follows. Section III describes
the main concepts of model-order reduction and the Gramian-
based method utilized. The details of the tool implementation
are described in Section III. The mathematical modeling of
a modified 9-bus system test case is detailed in Section IV
while Section V demonstrates the application of the tool to
analyze converter interactions arising in the test case system.
Finally, Section VI discusses the findings and limitations of
the proposed tool.

II. MODEL-ORDER REDUCTION METHOD

Model-order reduction (MOR) is used to derive simplified
models that are accurate enough for given phenomena of
interest. For this reason, MOR techniques are especially valu-
able for determining the minimum modeling details required
for different system studies [6]. A reduced-order model is
obtained by eliminating or simplifying parts of the system
that are less relevant to the study. The accuracy of the results
depends on appropriately choosing which system components
are important for the study and must, therefore, be represented
by detailed models.

The problem of finding a reduced-order model of a linear
system represented in state space consists of identifying which
states are relevant and which ones can be discarded while
ensuring the results remain within an acceptable error margin.

Consider a high-dimensional system that is linear time-
invariant (LTT) with n states, m inputs, and r outputs defined
in state space by

&(t) = Ax(t) + Bu(t) (€))
y(t) = Cz(t) )
where u(t) € R™ is a vector of system inputs, y(t) € R"
is a vector of system outputs and x(t) € R™ are the state

variables and A € R"*", B € R™"*™ and C € R"™" are the
state-space matrices.

Il

The controllability operator W, : La(—o00,0] — C" is

mathematically defined as [7]

0
u»—>/ e A" Bu(7)dr.

This operator can be interpreted as a mapping between
inputs in the past (f < 0) to the initial condition x( at ¢t = 0.

Similarly, the definition for the observability operator ¥, :
C™ — Ls[0,00) is given by [7]

CCAtZEU,
Ty —r
0,

for t>0

otherwise

3

It maps the initial condition x( to the system’s output when
no input is applied for ¢ > 0.

From the definitions of the controllability and observability
operators, it is possible to define Gramians. These matrices
measure the controllability and observability of a state.

The controllability Gramian P is associated with the min-
imal energy needed to drive the states from O to x and is
specified [7] as

to
P =0,V :/ eA'BB e L. “)

t1
where W), : Ly(—00,0] = C™ and A" denotes the complex
conjugate transpose of matrix A.
Similarly, the observability Gramian Q measures the max-
imum amount of energy obtained from the outputs due to the
initial condition x and is defined [7] as

2
eAtCrCceAtdt.

t
Q= ‘I’Z‘I’o = / ©)

Jt,
where W) : L2[0,00) — C™.

An approach for reducing the order of a model is based on
measuring the relevance of a state in the model input-output
response using their relative controllability and observability
[8]. These are measured using the Gramians and combined into
a participation index that ranks the importance of individual
states to the oscillation observed. This approach preserves the
connection between the states and the physical system, unlike
other methods that rely on the transformation of the coordinate
system in order to evaluate which states are the most relevant
(91, (10], [11].

Mathematically, the participation p*) of the k-th state
variable in the system input-output behavior is defined as

\/Q(kyk')fp(kwk‘)

i=
where Q and P and the observability and controllability
Gramians, respectively and n is the number of state variables
in the system.

Equation (6) allows ranking the importance of individual

states. Because each state is associated with a physical com-
ponent of the power system, the participation p(*) highlights

™ = ©
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not only the most important states but also the most important
components of the system. The next sections use this property
to illustrate how a tool can be created to visualize the most
significant components contributing to the system dynamics.

III. TOOL DESCRIPTION

Based on the method from the previous section, a MAT-
LAB/Simulink tool was developed from (6), allowing the
visualization and immediate identification of the power system
components most relevant for the oscillation phenomenon
under study. The steps illustrated in Fig. 1 are used to apply the
model-reduction method and obtain a visualization of which
parts of the system contribute the most to the oscillation. This
section discusses how each step is implemented to create the
tool.

A. Model linearization

First, the power system non-linear model should be lin-
earized around an operating point. The system’s inputs and
outputs are specified in Simulink by defining the linear anal-
ysis points. They should be selected according to the study
intended to be performed or based on the application the model
will have.

Since the model-order reduction method calculates the par-
ticipation of the states based on the input-output behavior, the
choice of inputs and outputs choice is essential as it directly
affects the results. This is because the controllability is highly
dependent on the inputs since it is a measure of how those
inputs can drive the system. Similarly, the observability is
dependent on the choice of outputs because it measures the
response observed from those outputs. A consequence of this
fact is that the tool cannot be used to analyze instability due
to states that are neither observable nor controllable.

Finally, the "linearize’ function [12] in MATLAB is utilized
to obtain the linear state-space model.

B. Gramian calculation

Once the matrices of the state-space model are obtained, the
tool determines the observability and controllability Gramians.
These matrices are calculated by solving the corresponding
Lyapunov equations. For the controllability Gramian P, the
following continuous-time Lyapunov equation must be solved:
-BBT.

AP +PAT = - @

Similarly, the observability Gramian Q is obtained by
solving the Lyapunov equation

ATo+04=-CTcC. @®)

In practical terms, this calculation is performed with the
assistance of the “gram’ [12] function from the MATLAB
Control System toolbox. It is important to mention that the
tool’s algorithmic complexity and performance is limited by
the complexity of calculating the controllability and observ-
ability Gramians.

Non-linear model

l Linearization

Choice of inputs
and outputs

State-space model linearized at
operating point

Calculate controllability and
observability Gramians

!

Participation of states in input-output

!

Plot participation heatmap

Fig. 1. Flowchart of the tool’s operational steps.

Computing the solution of the Lyapunov equations is an
approach that has a high computational cost of O(n?) [13]
and does not scale well to realistically large systems. However,
there are methods in the literature that can be used to decrease
this computational cost [14], [15]. For example, low-rank
Gramian approximations are able to compute the Gramians
efficiently by obtaining an approximate Gramian matrix both
in the time and frequency domain.

C. Participation of states

Once the Gramians are computed, each state’s participation
is calculated using (6). For this step, the system should prefer-
entially be modeled using p.u. values to avoid the occurrence
of ill-conditioned matrices. This problem has been observed
during the practical implementation of the tool.

D. Results visualization

Finally, the participation of each component in the system is
calculated by taking into account the participation of all state
variables in that component’s model. The resulting value is
normalized and used to create a heatmap that indicates which
parts of the power system are mostly involved in the oscillation
phenomenon observed.

IV. MODELING OF A CONVERTER-DOMINATED 9-BUS
SYSTEM

This section presents the modeling description for the 9-bus
system based on [16] used in this paper as a case study. The
main modification to the original system was substituting two
synchronous generators with two-level VSC converters, thus
turning the test system into a converter-dominated system. The
full system contains 84 state variables, and details of how each
component was modeled are provided in the remainder of this
section.
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A. Generator modelling

The generator in the system was modeled using the classical
model, which is a simple model consisting of a constant
voltage source behind a transient reactance. This model is
commonly used in screening studies to obtain a first idea about
the system behavior and to represent generators located far
from the point where the disturbance is applied. The classical
model neglects all electromagnetic dynamics and considers the
field voltage constant, resulting in a constant electromotive
force. An X/R ratio value of 15 was employed. Therefore,
the system can be considered relatively strong.

B. Network modelling

To accurately represent the behavior of the transmission
lines, a lumped-parameter pi-circuit model was chosen, which
takes into account the phase resistance, phase self-inductance,
line-line mutual inductance and resistance, line-line capac-
itance, and line-ground capacitance. This model is recom-
mended for short to medium-length transmission lines. It
assumes that the total line resistance, inductance, and capac-
itance are lumped as if they were located in a single point,
ignoring the effects of electromagnetic traveling waves. The
parameters are evaluated at the nominal frequency.

For the loads, the static model was used. This model
expresses the active and reactive power at any instant of time
as functions of bus voltage magnitudes and frequency.

C. VSC modelling

An averaged-value model is used for the VSC according
to details provided in [17]. Table I describes the parameters
used for the controls of both VSCs. In this model, controlled
voltage and current sources at nominal frequency represent
the converter AC and DC sides, neglecting the switching
harmonics.

TABLE 1
VSC PARAMETERS FOR THE CASE STUDY.

Name Symbol Values

VSC 1 VSC 2
Rated apparent power Srated 1 GW 1 GW
DC bus voltage Ude 640 kV 640 kV
AC bus voltage Upc(‘, 192 kV 192 kV
VSC equivalent inductance vse 50 mH 50 mH
VSC equivalent resistance vse 0.05 © 0.05 ©
Equivalent grid resistance Ryrid 10.19 Q 10.19 Q
Equivalent grid inductance Lgrid 324.3 mH  324.3 mH
AC current control time constant Tidg 10 ms 1 ms
AC current control damping ratio Cidg 0.7 0.7
PLL time constant TPLL 27 ms 6 ms
PLL damping ratio CpLL 0.7 0.7
Active/reactive power control time TPQ 100 ms 10 ms

constant

The converter AC-side dynamics is modeled in the dq0
frame according to the following equations:

7%
U%, U, = Ry oD% + Lyse 5 + jwLysc ISy 9)

where Uﬁ?( is the voltage at the point of common coupling
(PCC), U‘]‘I is the AC-side controlled voltage source, I (ffc is
the AC current and R, and L, are the converter resistance
and inductance, respectively.

The control system consists of active and reactive power
controls; decoupled AC current control implemented in dg
reference frame; voltage feed-forward filters; and an o phase-
locked loop (PLL).

The active and reactive power controls are described by the
equations:

« « meas K,
Ife = (Pic — PRE™) (K, L) (10)
meas KZV
Ite = —(Qhc — QUE™)(Kpq + —SQ) (1D

where P}, and Q% are the active and reactive power
reference values, respectively, while P} and Q& are
the measured active and reactive power values‘

The inner current controller is implemented in the dq-frame,
and the main equations describing the control loop are:

Ul = (I5o =152 ") (I, ) +Upeet

IR Lysew (12)

K,

Ule = (I3e—158"")(Kp, D) f U~ IG5 Lysew (13)

where K, 4, K 4 are the controller’s proportional gains and
K; q and K, are the integral gains.
The aS-PLL is implemented according to [18] as follows:

K, .
wappLL = (Kp + f)szn(egrid —OappPLL) (14)

OappPLL = (15)

WaBPLL
where 04,,q is the grid voltage angle, 0,gprr, is the grid
angle measured by the PLL, and wgprz is the measured
grid frequency in rad/s.

Finally, a first-order low-pass voltage-feedforward filter was
used. The filter’s transfer function G'ys(s) is given by:

__Wif
Gpls) = Py (16)
where wy ¢ represents the filter’s cutoff frequency.

This model was implemented in MATLAB/Simulink, and
a state-space representation was obtained from the linearized
system considering the arbitrarily selected active and reactive
power setpoints of P = 0.9 p.u. and @) = 0.2 p.u., respectively.
The correspondence between states and the physical system
was maintained to derive practical modeling insights from the
analysis.
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V. TOOL APPLICATION AND RESULTS

The proposed tool is used to investigate the converter
interaction in the 9-bus system case study described in the
previous section.

Fig. 2 presents the system’s eigenvalues, and the highlighted
blue region shows the eigenvalues with damping lower or
equal to 10%, which can be considered poorly damped. The
initial analysis of the eigenvalues indicates that the system may
oscillate due to these poorly damped eigenvalues. However,
it is uncertain whether any eigenvalues will be excited by a
change in the operation point of the system.

8000 o : ] 1
-==-10% damping line 5
6000 7| « Eigenvalues x X b
X
4000 T Xxxo b
e e
2000 b
o A
< * n
s * :
g 0 - x T x . ﬁ;p
= 2000 P
-4000 o
x %
6000 =
) x
-8000 += w ‘ ‘ ‘
-800 -600 -400 200 0
Real

Fig. 2. System eigenvalues and 10% damping line.

To evaluate the time-domain response of the system, we
applied a 5% step change to the reactive power reference of
VSC2. The result was an oscillatory response, as shown in
Fig. 3.

; 0.06

e Y

g 0.04

2

2002 —— Reference reactive power
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0 0.1 0.2 0.3 0.4

Time (s)

Fig. 3. Response to a 5% step in the VSC 2 reactive power reference.

By analyzing only the system eigenvalues based on their
damping, it is not possible to directly predict which specific
components are causing the oscillation.

The tool proposed in this paper aims at solving this issue
by simplifying the analysis. In order to identify the relevant
states for the observed phenomena, we applied the proposed
tool according to the steps in Fig. 1. We linearized the model
by selecting the reactive power reference as an input and the
measured reactive power as an output. Using the state-space
model, we calculated the Gramians, which were then used to
determine the overall participation of each component using

(6).

Fig. 4 presents the participation of the most significant
states in the input-output response of the system obtained from
the analysis. The participation not only measures the state’s
relevance but also that component’s relevance in the system
response since the states are associated with the physical com-
ponents of the power system. Preserving the state’s physical
nature enables the tool’s results to be directly interpretable to
decide which parts of the system are causing the observed
oscillation.

To make the analysis more intuitive, the tool presents an
alternative view of the results found in Fig. 4 by creating a
color gradient overlay in MATLAB/Simulink model that indi-
cates the most relevant parts of the system to the phenomenon
under study.
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Fig. 4. Participation of states in input-output behavior.

The visualization results are shown in Fig. 5. The red colors
indicate a higher participation level, while colors closer to
yellow indicate a lower level of participation. This color map,
along with the results in Fig. 4, makes drawing conclusions
about a system’s behavior easier. It shows that the VSC 2
reactive power control and the VSC 2 PLL interaction with
the network are the main factors contributing to the response.

Fig. 5. Tool developed for MATLAB/Simulink showing the contribution of
different parts of the system in a converter interaction case.

The results also indicate that each transmission line has
relatively low participation. However, when considering their
combined contribution, they significantly influence the sys-
tem’s behavior. Furthermore, the color map can be used to
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identify which areas of the model should be modeled in high
detail and which parts could be simplified. This is particularly
useful when analyzing more complex systems.

The proposed tool has some limitations as it is only suitable
for analyzing oscillatory phenomena that can be studied using
small-signal analysis.

VI. CONCLUSIONS

This paper presents a MATLAB/Simulink tool that was
developed for modeling and analyzing the stability of power
systems with a large number of power electronic devices based
on a model-reduction method proposed by the authors.

The tool was applied to investigate an instance of converter
oscillation in a converter-dominated modified 9-bus system.
It identified the interaction between PLL and grid, and pro-
vided a clear visualization of the power system components
that contributed to the oscillation. The results offer valuable
insights into how to correctly model the different components
and address the instability problem.

However, the proposed tool has certain limitations. It can
only analyze stable oscillations and cannot be used for insta-
bility caused by unobservable or uncontrollable states.

Future research could focus on implementing methods
to accelerate the calculation of Gramians to deal with the
computational challenges of large power systems. The tool
and model-reduction method can also be extended to address
unstable systems.
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Appendix B — Transformations

This appendix presents relevant transformations involving the abc, dg0, and a3y coordinate
frames, which are essential for analysing and controlling power systems.

abc to dq0 and its Inverse

The transformation from the abc reference frame to the dg0 frame is based, in part, on an
arbitrary rotation defined by an angle 6. If the rotation occurs at speed @, which may be
constant or variable, the rotation angle can also be expressed by wz. This assumption will
be utilized in the following discussion. There are several variations of this transformation,
depending on whether the active and reactive powers are preserved and how the axes of
the two reference frames are aligned. The following is a summary of the existing variations.

¢ The power variant transformation with a-axis aligned with qg-axis is given by:

sin(wt)  sin(wr— &) sin(ot +
xd cos((a)t)) cos(( ot — 24’”)) cos((a)t + i)) T
x| = 3 i 1 { 3 xp| - (183)
X0 — — — Xe
2 2 2
Its inverse is given by:

Xa sin(ot) cos(or) 1 [x/]

xp| = |sin(or — 27”) cos(ot — 2—”) L [xg] - (184)

Xc sin(ot+ %) cos(wt + 2”) 1| |xo]

e The power invariant transformation with a-axis aligned with g-axis is given by:

sm(a)t) sin(wr — 2X) sm((x)t—&—;)

X,
2 lco cos( (x)t—i cos(@r + F “
3

X,
PR | ¢
Xc
e The power variant transformation with a-axis aligned with d-axis (known as Park
transformation) is given by:

X4
(185)

o cos(wt)  cos(wt — ) cos(ot+ )
d : T %7: Xa
x| =3 —sin(wt) —sin(ot — %) sm(ait +5)| |x|. (186)
X — X
’ 2 2 2 ‘
Its inverse is given by:
Xa cos(mt) —sin(ot) 1] [x4
xp| = |cos(wt — 27”) —sin(ot — %”) | |xg] - (187)
Xc cos(wt+2F) —sin(ot+3) 1] [xo

Another variation of the Park transformation defines that the g-axis is ahead of the
d-axis and that wt is the angle between phase-a and g-axis. It is given by:

cos(ot) cos(ot—2E) cos(wt+ %)

Xq . : “
o) sm(wtl—%’f) sm(wrl+%”) x|, (188)

Xq
X0

sin

—~

_ X¢

2 2

S
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e The power invariant transformation with a-axis aligned with d-axis is given by:

cos(ot)  cos(wt—2E)  cos(wt+ 2E)

M _ 2 | =sin(or)  —sin(wr = %) —sin(ot + %) ib C nse)
xg 3 1 1 1 B
- - - ¢
2 2 2
Its inverse is given by:
. 1
cos(ot) —sin(or) 3
Xa D) 1 Xd
xp| =4/= _2my g _2 —| [xq1. (190)
b 3 cos(ot — ) —sin(ot — ) q
X 2 X0
1
cos(a)t—i—%”) —sin(a)t—i—%”) 3

Power Calculation

This section illustrates how to calculate power considering the previously discussed trans-
formations. The instantaneous power in a three-phase circuit, represented in the abc
reference frame, is determined as:

Pso = vaig +vpip 4+ veie. (191)

Based on the analysis presented in [131], Equation (191) can be reformulated as follows:
iq

P3¢ = [Va Vp VC] ipl . (192)
ic

Let Ty represent a transformation from the abc to the dq0 frame and let Te’1 denote its
inverse. The three-phase power Ps4 can be calculated in the dg0 frame using the following
expression:

Pyp=[va vg wol (Ty )T, |ig] . (193)

The transformation will be power invariant only if Ty is unitary. For example, when
considering the Park transformation represented by the transformation in Equation (186),

100
(T, H'r,'==10 1 0f. (194)
00 2

The three-phase power is calculated by substituting Equation (194) into (193), resulting
in the following expressions:

3 1 0 0] |ig
P3¢ = 5 [Vd vq VO] 0 1 0 iq . (195)
0 0 2] |io
3, . . .
Py = E(vdld+vqlq+2vOl()) (196)

Thus, it can be concluded that the Park transformation is not power invariant. A similar
approach can be taken to derive the power expressions for the other transformations.
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abc to oSy and its Inverse

In this section, the transformations from the abc frame to the o3y frame are introduced,
including both power variant and invariant versions.

¢ The power variant transformation (known as Clarke transformation) is given by:

1 1
1 —= =
2 2
Xa Xa
2
=50 Vi V3 x| - (197)
%y 2 2 | |y,
11 1
2 2 2

This transformation preserves the amplitude of the electrical variables to which it is
applied. Its inverse is given by:

1 0 1
Xa 1 \/§ Xa
Xp| =173 3 1 xXg | - (198)
Xe X
S B/ T I
2 2
e The power invariant transformation is given by:
_ | 1
1 -—
2 2
Xa Xa
xg 0 ? _? X (199)
.x'y xC
1 1 1
v2 V2 V2
Its inverse is given by:
- 1 -
1 0 —
V2
Xa 1 \/§ 1 Xo
Xp —5 7 % .Xﬁ (200)
X Xy
13
2 2 /24

oy to dg0 and its Inverse

The transformation from the stationary o3y reference frame to the dg0 reference frame is
achieved by applying a rotation at an arbitrary speed w. The rotation of the o3 components
into dg components is based on the rotation matrix from linear algebra. The component y
is equivalent to the component 0. The resulting transformation can be expressed as:

X4 cos(or)  sin(wr) O] [xq
xg| = | —sin(ot) cos(wt) O |xg|. (201)
X0 0 0 1] [xy
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The inverse of this transformation is obtained by applying a similar rotation in the
opposite direction. This is mathematically represented by substituting the rotation angle
with — oz, resulting in sign changes for the sine terms. The resulting matrix for the inverse
transformation is given by:

Xa cos(wt) —sin(wt) O [x4
xg | = |sin(wt) cos(wt) Of |xg4]. (202)
Xy 0 0 1{ [xo0
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Appendix C — Eigendecomposition

Eigendecomposition is a fundamental concept in linear algebra that facilitates the analysis
and simplification of linear transformations represented by matrices. For a linear time-
invariant system described by the state equation

x(t) = Ax(t) + Bu(t). (203)

The system matrix A can be examined through its eigenvalue properties. Specifically,
the following relationship holds:
AV =VA, (204)

where V is the matrix of right eigenvectors, with each column representing an eigenvector,
and A is a diagonal matrix containing the eigenvalues along its diagonal.
This leads to the expression of the matrix A in terms of its eigenvectors and eigenvalues:

A=VAVL. (205)

In this equation, V! denotes the matrix of left eigenvectors, where each row corre-
sponds to an eigenvector. By substituting W = V!, the definition of eigendecomposition
is established:

A=VAW. (206)

This framework provides valuable insight into the properties of the system and is widely
applied in the study of power system dynamics.
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Appendix D — Singular Value Decomposition

This appendix presents the definition of Singular Value Decomposition, a tool from linear
algebra that allows the factorization of a matrix A € R"*™ into a product of three matrices,
as described in [86]:

A=UXV", (207)

where V* denotes the conjugate transpose (or simply the transpose for real matrices) and
U and V are unitary matrices (or orthogonal matrices for real matrices). This implies that
UU*=U"U =1, and VV* =V*V = I,,,. Additionally, the following points can be noted:

e The left singular vectors u; correspond to the elements of U = (u,uy, ..., u,);
e The right singular vectors v; correspond to the elements of V = (vi,v,...,v,);

e The singular values o; correspond to the nonnegative diagonal entries of the matrix
Y = diag(o1, 0, ...,0,)-

Based on the above, the dyadic decomposition of A can be expressed as:
A = ouv] + orupvs + ... + GV (208)

If the matrix A is symmetric, its singular value decomposition can be derived from the
eigendecomposition, following the instructions provided in [132].
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Appendix E — Hardy Spaces

This appendix provides a brief overview of Hardy spaces, which play a fundamental role in
control theory and signal processing. In particular, the spaces H, and H., are commonly
used to characterize signals and system transfer functions, respectively. Their associated
norms offer useful interpretations in terms of signal energy and system gain.

Hardy Space H,

The Hardy space H is the set of complex-valued functions F(s), defined over a complex
variable s, that satisfy the following properties:

e F(s) is analytic in the open right half-plane (Res > 0);

e F(s) satisfies the boundedness condition [117]:

1/2
1 00
sup — / F(E+ jo)do| <. (209)
5>0 27( —o0

H> Norm

The H; norm is given by the expression on the left-hand side of the bounding condition
above. The integrand can be interpreted as the mean square value of the function F. In
the special case where F is a real rational function, that is, stable and strictly proper, then
F € RH,, and the norm simplifies to:

| 1/2

1]l = [Zn / °;|F<jw>|2dw} . (210)

Properties
Letx(¢) be a signal defined for ¢ € [0,0), and let £(s) denote its Laplace transform. According
to Plancherel’s theorem [117]:

@3 = [ x(02dr. (2n)

This integral represents the energy of the signal x(7).
The H., norm of a transfer function F(s) provides an upper bound on the system gain
in response to H; inputs:

|F |l = sup{|Fxz : x € Ha, ]} = 1). (212)
Hardy Space H..
The Hardy space H.. is the set of complex-valued functions F (s) that are:

e Analytic in the open right half-plane (Res > 0);

e Bounded, i.e., there exists b > 0 such that

|F(s)| <b forallRes>0. (213)

H.. Norm
The H., norm is defined as the infimum of all such bounds b:

|Flle = sup{|F(s)| : Res > 0}. (214)
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Properties
The H.., norm satisfies the following key properties [133]:

e Submultiplicativity:
[FGlloe < [|F|o - |G]oo-

e Triangle Inequality:

[+ Glleo < [[Flleo + | G oo-
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Appendix F — Control Tuning

This appendix outlines the procedures used to tune the control loops of the Voltage Source
Converters (VSCs). The tuning methods are based on classical control theory and aim to
achieve the desired dynamic performance.

Inner Current Control

The tuning of the inner current control is based on the closed-loop transfer function:

K
1+ L’ds
)5 K;
o u . (217)
Ig’z‘ 1+ Kp7d +Rvsc 5+ Lvsc gz
Kia Kia

Method 1: Pole Placement via Second-Order Approximation

This method compares the characteristic polynomial of the closed-loop system with a
standard second-order system:

28 2.

P(s )—1+—s+ (218)

n

The system poles are then given by:
s=a, (=8 ++/1-82). (219)

By matching the polynomials, the natural frequency @, and damping ratio { are related
to the control parameters as:

Kia
W =] -2, (220)
" Lyse
K R
C _ p.d + Ryse (221)

2\/ Ki.dLv.vc )

The desired w, and { are selected according to dynamic performance specifications.
For instance:

3
W, = for { =0.7, (222)
5%
5
W, = for { = 1. (223)
5%
The corresponding Pl gains are computed as:
Kiq = Lysc 007, (224)
Kp,d = 2Ca)nLvsc - Rvsc~ (225)
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Method 2: Zero-Pole Cancellation

In this method, the controller is tuned such that the system reduces to a first-order response

via zero-pole cancellation. The characteristic equation roots are:

_ Kp,d +R"SC + \/(Kp,d +RVSC ) : B 4vac

o Kia Kia Kia
12= szsc '
Kiq
The system zero is located at:
1= _ X
Kpa

Zero-pole cancellation requires two conditions:
1. Real poles: { > 1, implying:

K, a > 2+/K; aLysc — Ryse-
2. The system zero must coincide with one of the poles.

Phase-Locked Loop

The linearized PLL transfer function is expressed as:

Kp pit s+ 1
d d
AOpll _ UgridKi-,PH Ugrid
q .
AUgrid Ubase S‘2 + Kp.pll s+1

d ’ .
Ugridl(iWIZ K’vl’”

This transfer function can be compared to a second-order system:

20 1o,
P(s) :1+—s—|—?s .

y, )

From this comparison, the PLL controller gains are obtained as:

K _ 2CwnUhase
p.pll = vyl
grid
K _ w;%Ubase
i,pll — UT
grid

The bandwidth of the PLL controller is:

a)b:wn\/l—ZC2+ 404 —482+2.
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Active and Reactive Power Control

The active and reactive power controllers share the same PI structure and tuning logic. The
closed-loop transfer function is:

K
1+ -2
&:& (234)
AN EY 73
Kip

The gains are selected to yield a first-order system with desired response time 7,:

Kpp=Kpo=0, (235)
1
Kip=Kig= o (236)

Voltage Feed-Forward Filter

The voltage feed-forward filter is tuned to avoid interference with the inner current control
loop. If the current loop bandwidth is defined as:

3
widq = ) (237)
Tidq
then the feed-forward filter bandwidth @y is chosen as:
Wpf = K(D,'dq, (238)

where K = 10 ensures sufficient separation between the two bandwidths.
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