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Introduction
Power systems have experienced substantial transformations in recent years, primarilydriven by government policies aimed at reducing greenhouse gas emissions and promotingrenewable energy sources. To achieve ambitious climate targets, renewables are expectedto supply up to 90% of electricity by 2050, with wind and photovoltaic sources projected toaccount for approximately 63% of total electricity generation [1]. At the same time, powersystems are increasingly interconnected. For example, Europe’s cross-border transmissioncapacity is projected to grow by 35 GW by 2025, with an additional 93 GW anticipatedby 2040 [2]. To enable long-distance transmission and renewable interconnections, High-Voltage Direct Current (HVDC) technology has emerged as a key solution, offering improvedoperational flexibility compared to traditional Alternating Current (AC) connections.A common consequence of these trends is the increased reliance on power electronicconverters. However, the integration of these devices introduces complex stability issues.Despite extensive stability studies during planning and commissioning phases, severalunexpected instability events have occurred. Notably, in 2017, ERCOT observed Subsyn-chronous Oscillation (SSO) events involving wind farms that had previously undergonestability analyses and employed damping controls, yet these measures failed to adequatelypredict and mitigate instability risks. Similarly, in 2019, the Australian Energy Market Oper-ator (AEMO) identified persistent voltage oscillations at multiple solar farms, leading toprolonged generation curtailment and delayed project commissioning.One significant reason for these undetected instability risks is the inherent complexityand limited understanding of power electronic device interactions within the system. Tradi-tional Root Mean Square (RMS) modelling assumes near steady-state operating conditions,significantly simplifying the dynamic representation of power electronic converters andtheir interactions. This simplification can result in inadequate representation of dynamicphenomena, particularly oscillatory behaviours distant from steady-state frequencies, po-tentially leading to inaccurate stability assessments.Conversely, Electromagnetic Transients (EMT) simulations provide higher accuracy incapturing dynamic phenomena. However, EMT simulations pose challenges related tocomputational complexity and the requirement for detailed component models, which areoften unavailable due to proprietary constraints or incomplete information from manufac-turers. For instance, after a sub-synchronous incident involving wind farms in 2009, ERCOTlacked sufficient EMT models to predict and mitigate instability events effectively.Thus, a critical challenge emerges: identifying the minimum modelling details requiredfor an accurate stability assessment while accounting for the unique dynamic behaviourintroduced by converters. Understanding these requirements is essential to ensure thatTransmission System Operators (TSOs) and other stakeholders can request appropriatemodels in various studies, thereby ensuring system reliability and operational security. Thisthesis addresses that challenge, aiming to establish a clear and systematic framework todetermine the minimal necessary model complexity for accurate stability assessments inconverter-dominated power systems.
Main Objectives of the Thesis
To address the modelling and stability assessment challenges introduced by the increasingpenetration of power electronic converters in modern power systems, this thesis sets outto achieve the following objectives:

• Investigate the modelling and simulation methodologies for converter-dominatedpower systems, as well as their limitations.
11



• Develop methodologies to simplify power system models in order to enhance com-putational efficiency without compromising dynamic stability accuracy.
• Create and implement software tools to help determine the necessary level ofaccuracy for modelling various power system components.
• Validate the effectiveness of proposed methodologies through case studies demon-strating computational efficiency improvements and model accuracy.

Contribution of the Thesis
This thesis presents a novel, automated, and physics-preserving Model Order Reduction(MOR) framework designed to address the increasing complexity of stability analysis inconverter-dominated power systems. The contributions are grouped below under theoret-ical and practical aspects.
Theoretical Novelty

• Review of emerging stability challenges in converter-dominated networks, includinga comparison of modelling frameworks and a summary of the different modelsavailable for representing various power system components.
• Development of a methodology based on controllability and observability Gramiansto quantify the contribution of individual states to system dynamics.
• Extension of Gramian-based MOR theory that preserves the physical interpretabil-ity of reduced-order models without requiring coordinate transformation, therebymaking the results intuitive and directly applicable.
• Extension of the newly developed participation coefficient through the introductionof frequency-limited Gramians, enabling the quantification of each state’s contribu-tion within specific frequency ranges.
• Introduction of a frequency-specific model reduction technique that effectivelyisolates relevant dynamic behaviour across distinct frequency ranges.

Practical Originality
• Development of an automated model reduction framework for identifying the mini-mal model complexity required for stability studies.
• Creation of a user-friendly software tool based on MATLAB/Simulink that integratesthe proposed MOR algorithms and provides a visual summary of model reductionoutcomes.
• Demonstration of the tool’s effectiveness through case studies, confirming its abilityto identify critical system components and reduce the computational burden.

Thesis Outline
The thesis is organised as follows: Chapter 1 introduces the stability challenges encoun-tered in modern power systems increasingly dominated by power electronic converters. Itreviews newly emerging stability issues, summarises the various models available for repre-senting different power system components, and evaluates existing modelling frameworks,highlighting their strengths and limitations when applied to stability analysis. The chapter
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concludes by presenting MOR as a valuable technique for determining the appropriatelevel of detail needed in models for different types of studies.
Chapter 2 presents the theoretical foundations of MOR, focusing particularly on thebalanced truncation method. It explores fundamental concepts such as controllability,observability, andminimal realisation. The chapter then introduces the balanced truncationmethod and presents a case study to demonstrate its advantages and limitations. A notablelimitation identified is the lack of physical interpretability of the method, which makes itdifficult to understand which parts of the model are most relevant to the study.
Chapter 3 addresses this limitation by adapting the balanced truncation method. Itproposes two novel physics-preserving MOR methodologies specifically developed forconverter-dominated systems: the event-based and frequency-limited approaches. Thischapter details their algorithms, provides physical interpretations, and demonstrates theireffectiveness through a case study.Finally, Chapter 4 introduces a practical MATLAB/Simulink-based software tool thatimplements one of the MOR methodologies described in Chapter 3. The chapter presentsdetailed validation of the tool’s functionality and efficacy through case studies involving aconverter-dominated 9-bus system and a modified 39-bus system, highlighting practicalapplications and benefits.
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1 Dynamic Modelling of Converter-Dominated Power Systems
This chapter examines how the increasing penetration of power-electronic converters isreshaping modern power systems and challenging the classical rotor-angle, frequency,and voltage stability classifications. It introduces the newly recognised converter-drivenand resonance stability categories, then reviews the most widely adopted models forgenerators, transmission lines, loads, and converters, highlighting the assumptions andsimplifications that influence accuracy in dynamic studies. Next, the chapter reviews thesimulation tools currently used for stability assessment, comparing their capabilities andinherent limitations. It concludes by introducing Model Order Reduction (MOR) techniquesapplied to power systems, which have the potential to serve as tools for determining theappropriate level of detail required in models for different types of studies. The content ofthis chapter is partially based on the results presented in Publications I and III.
1.1 Stability Challenges in Converter-Dominated Grids
Power systems are currently transitioning from traditional generation, which mainly relieson synchronous machines, to systems that incorporate a high number of power electronicdevices. This shift is primarily driven by the use of renewable energy sources and HVDCtransmission. The dynamic behaviour of these devices, characterised by fast-acting controlsystems and limited short-circuit capability, sets them apart from the devices comprising thetraditional grid. This new dynamic behaviour presents both challenges and opportunities.One significant challenge involves changes in system stability. New system conditionscan push converters into unstable operation and increase the potential for interactions be-tween converters and other grid components. These stability issues have been documentedin the literature and observed in existing grids. Such problems can result in equipmentdamage, brownouts (a condition where the system voltage is decreased to reduce the loadand potentially avoid further disruption to the system), or even blackouts in severe cases.To address these challenges, significant research efforts are underway to understand theircauses and how to best study them. These concerns have motivated a recent review [3] ofthe widely accepted stability classification published in 2004 by the IEEE/CIGRE Joint TaskForce on Stability Terms and Definitions [4]. The newly proposed classification, illustrated inFigure 1, features two additional categories of stability issues primarily observed in systemswith a high penetration of converters, namely, converter-driven stability and resonancestability.
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Figure 1: Power system stability classification [3, 4].
Table 1 offers a more detailed view of the new stability categories, including the fre-
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quency range of oscillations, the instability phenomena involved in each category, andexamples of practical scenarios where they may occur. It can be observed that these newstability issues impact most converter-based systems such as Wind Farms (WFs), Photo-voltaics (PVs), and HVDC. The remainder of this section explores the various oscillationphenomena involved. Given the recent emergence of some stability issues, the terminologyused to describe different phenomena in the literature is not always consistent. Variousterms may be applied to the same phenomena, and different interpretations exist in theirclassification. In addition to the aforementioned stability reclassification effort, other on-going initiatives aim to reclassify different phenomena [5]. The following discussion triesto align with recent developments in terminology while still mentioning industry-acceptedterms.
Table 1: Instability phenomena and examples resulting from the new stability categories.

Category Subcategory Phenomenon Example

Converter-drivenstability

Slow interaction(<10 Hz)

Instability due topower transferlimits
WF limited voltage supportdue to current limits [6]

Instability in weakgrids
Phase-Locked Loop (PLL)losing synchronism duringfaults [7]

Low-frequencyoscillations Interaction amongtransmission-level PVs [8]

Fast interaction(>10 Hz) Harmonicinteraction
Interaction of fast HVDCcontrols with passivegrid [9]

Resonancestability

Torsionalresonance
Subsynchronoustorsionalinteraction

Wind turbine generatorinteracting with HVDCcontrols [10]

Electricalresonance

Inductiongenerator effect Induction generator effectin WFs [11]
Subsynchronouscontrolinteraction

WF connected to seriescompensated lines [12]

Amplification ofharmonics
Amplification of harmonicsfrom distribution-levelPVs [13]
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1.1.1 Converter-Driven Stability
Converter-driven stability issues include system-wide stability problems caused by thedynamics of power converters. This oscillatory behaviour occurs across all frequency ranges,which can be either slow (typically up to 10 Hz) or fast (greater than 10 Hz) [3]. Converter-driven stability serves as an umbrella term that encompasses several emerging and well-known instability phenomena, such as instability in weak grids, low-frequency oscillations,and harmonic interaction. Table 2 presents chronological examples of real-life converter-driven stability events.
Instability in Weak Grids
Low system strength is linked to various stability issues. According to the Australian EnergyMarket Commission [25], system strength is defined as “a characteristic of an electricalpower system that relates to the size of the change in voltage following a fault or disturbanceon the power system.” In other words, a weak system exhibits high sensitivity to voltagechanges, both in magnitude and phase angle, when there is a change in active and reactivepower injection or consumption [6]. System strength can be assessed by the short-circuitcurrent level at a specific location. Elevated short-circuit current levels are typically found ina strong power system, whereas low levels indicate a weak power system. Reduced systemstrength can elevate the risk of system instability and converter interactions, impactingnumerous systems that employ converters.

For example,wind farms face various challenges linked toweak grid conditions, includingsubsynchronous oscillations. These oscillations arise from the interaction between thecontrols of wind farm converters and the grid, a situation often aggravated by low systemstrength. However, system strength is merely one of several factors that determine if asystem experiences instability or oscillations. When a system is weak, the likelihood ofsubsynchronous oscillations is also influenced by factors such as thewind farm’s operationalmode, control design, controller tuning, and communication delays [7, 26]. The fulfilmentof grid code requirements poses another significant challenge for wind farms. Duringnormally cleared faults, they are expected to remain connected to the grid. Once the faultis cleared, they may also be expected to provide active and reactive power to support gridstability [27]. Wind farms face several difficulties in fulfilling fault ride-through requirements.For example, if a wind farm fails to regulate its terminal voltage, it risks disconnectiondue to the protection functions being triggered [27]. Additionally, disconnection can occurif the controls cannot synchronise with the grid voltage, often due to limitations in thePLL or inadequate tuning. Low system strength conditions may also trigger harmonicoscillations [28] and increase the risk of the wind farm becoming islanded, requiring thedesign of special anti-islanding schemes [27].
The operation of HVDC systems is also influenced by system strength. Like wind farms,instability cannot be attributed solely to system strength but typically involves multipleother factors. Low Short Circuit Ratio (SCR) not only poses challenges for HVDC operation,such as influencing power transfer limits, but it also amplifies the effect of control tuning,including PLL [29] and power controls [30], on system stability.
Several significant real-life instability events have occurred in the past involving weakgrid conditions [16, 31–33]. One notable incident was the 2019 blackout in the UnitedKingdom, initiated by subsynchronous oscillations at the Hornsea One wind farm. Thisincident impacted over a million customers and disrupted train services [31]. A lightningstrike triggered the tripping of a transmission line, weakening the system at its connectionpoint, which led to the wind farm experiencing subsynchronous oscillations [24]. Subse-quent investigations revealed that prior to the blackout, the voltage control at the wind
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Table 2: Timeline of real-life converter-driven stability events [14].

2014 · · · · · ·•
Nanao Modular Multilevel Converter (MMC)-based
Voltage Source Converter (VSC)-HVDC project,
Guangdong, CN Low freq.
Oscillations observed when increasing output power [15].

2014 - 2015 · · · · · ·•
Permanent Magnet Synchronous Generator (PMSG)
wind farm, Xinjiang, CN Weak grid
Wind farms tripped 111 times in one year [16].

2015 · · · · · ·• Xiamen MMC-based VSC-HVDC project, CN Low freq.
Low-frequency oscillations in the DC-side currents [17].

2015 · · · · · ·•
INELFE MMC-based VSC-HVDC project, FR and ES
Harmonic
Interaction between converter and grid [9].

2015 · · · · · ·•
Xiamen MMC-based VSC-HVDC project, CN Harmonic
Oscillations on the DC side resulting from the interaction
between converter controls and DC resonances [18, 19].

2016 · · · · · ·•
VSC-HVDC connecting offshore wind farm, DE Harmonic
Oscillations involving offshore network and wind farm controls
after blocking HVDC converter [20].

2016 · · · · · ·•
Luxi HVDC project, CN Harmonic
Three parallel back-to-back HVDC composed of one MMC and
two Line-Commutated Converter (LCC) links [21].

2016 · · · · · ·•
Zhoushan five-terminal VSC-HVDC project, CN Harmonic
Oscillations after one of the terminals switched to islanded
mode [15].

2018 · · · · · ·• Transmission-level photovoltaics, CA Harmonic
Multiple events at harmonic frequencies [22].

2018 - 2019 · · · · · ·•
Yu-E MMC-based VSC-HVDC project, CN Harmonic
Blocked converter station and damaged lighting arrester
triggered oscillations [23].

2018 · · · · · ·•
Transmission-level photovoltaics, CA Low freq.
Oscillations involving three PV plants connected to same feeder
when capacitor is energized [22].

2019 · · · · · ·•
Transmission-level photovoltaics, West Murray, AU
Low freq.
Oscillations among PV plants led to restrictions on operation
and commissioning of units [8].

2019 · · · · · ·•
Hornsea One wind farm, UK Weak grid
Instability led to blackout affecting more than 1 million
customers [24].
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farm presented a damped oscillatory response. During the event, however, the voltageand power oscillations lacked sufficient damping, triggering overcurrent protections andresulting in the wind farm’s tripping. Another significant example of weak grid oscillationsin real life took place in Xinjiang, China, in 2014 and 2015. Multiple occurrences of os-cillations at various subsynchronous and supersynchronous frequencies were observedinvolving a PMSG-based wind farm in Northwest China [16, 32, 33]. In one of the cases,three turbine generators tripped due to torsional modes coinciding with the oscillations.After implementing protection devices to detect these oscillations, the wind farms tripped111 times over the course of a year.
Low-Frequency Oscillations
Another form of instability caused by converters is low-frequency oscillations. These oscil-lations occur at subsynchronous frequencies and can arise from the interaction betweenthe control systems of a power electronic device and the network, or from the interactionbetween several power electronic devices [5].

A notable instance of oscillation involving a single converter interacting with the gridwas recorded at the Nanhui MMC-based VSC-HVDC link, which connects a Doubly-FedInductionGenerator (DFIG)-basedOffshoreWindFarm (OWF) to the shore. During the initialtesting phase, voltage and current oscillations in the range of 20 to 30 Hz were observed,particularly during fluctuations in transmitted power [15]. Another example occurred in2019, in West Murray, Australia, where multiple devices experienced oscillations, notablyinvolving several transmission-level PV plants. The oscillations imposed limitations on thegeneration of solar farms already in operation and further restrictions on commissioningnew units. Research indicated that reducing the number of connected PV plants woulddecrease oscillation amplitudes while lowering the power output of individual plants wouldbe ineffective [8].
Most low-frequency interactions have been observed on the AC network. However,there are also instances of oscillations on the Direct Current (DC) side. This was the case,for example, in 2015, when the Xiamen MMC-HVDC project in China recorded DC currentoscillations of approximately 25 Hz [17].

Harmonic Interaction
The final type of issue related to converter-driven stability is harmonic interaction. Thisterm describes high-frequency oscillations, typically between hundreds of hertz and severalkilohertz, that arise from the interaction between converter controls and grid dynamics,synchronous machines, or other converters. These oscillations have been observed in windfarms, photovoltaic systems, and HVDC links. The term can sometimes be ambiguous, as itmay be used to describe phenomena with varying physical causes. Alternative terms likeharmonic resonance or supersynchronous interaction can also be found in the literature[34].

Harmonic interactions can have negative effects at the component level, such as di-minishing the effectiveness of power electronics or damaging equipment insulation. Theycan also lead to system-wide issues, including overheating of equipment connected to thenetwork, interference with communication circuits, and even system instability [35]. Thisphenomenon arises from the interaction between control loops and passive grid compo-nents, resulting in high-frequency oscillations. This occurs when the system, including theconverter and the remaining network, contains areas in the frequency spectrum whereoscillations have low or negative damping. At these frequencies, oscillations may either beinadequately damped or significantly amplified.
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One of the earliest instances of harmonic interaction occurred in 2013 at the BorWin1VSC-HVDC link in Germany, connecting an OWF to shore. The oscillations started after aswitching operation that connected a second OWF to the same HVDC station. Subsequentinvestigations determined that the primary cause of the oscillations was the interactionbetween the control loops of the VSC-HVDC converter and the resonant frequencies of thegrid [36]. A separate incident took place in 2015, when a high-frequency oscillation wasrecorded, resulting in the tripping of the INELFE France-Spain MMC-based VSC-HVDC link.This 1.7 kHz oscillatory phenomenon, characterised as an interaction between the HVDClink and the surrounding AC network, could only be reproduced by control replicas [9].
1.1.2 Resonance Stability
Resonance stability is a newly recognised category of stability issues that has emergedalongside converter-driven stability. It occurs when series-compensated AC transmissionlines interact with turbine generators. By adding series capacitors to AC transmission lines,the net reactive power transferred through the line is decreased, which increases powertransfer capability and improves transient stability [37]. However, these devices changethe harmonic impedance of the network, causing natural resonant frequencies to shift,which may potentially interact with other devices in the system. Resonance stability canmanifest in two forms: torsional resonance, which is related to mechanical components,and electrical resonance, as observed in the induction generator effect. Table 3 presentschronological instances of real-life resonance stability events.
Electrical Resonance
Electrical resonance occurs due to various phenomena. One such phenomenon is theInduction Generator Effect (IGE), which refers to the interaction between the electricalgrid and turbine generators [37]. This interaction can occur in type 3 wind turbines andarises from the negative resistance of the turbine rotor, potentially aggravated by theturbine controls. When induction machines operate at supersynchronous speeds, the rotorbehaves as if it has negative resistance from the perspective of the stator terminals [11],and such negative resistance may result in undamped or even unstable oscillations.

A real-world example of this issue occurred in 2007, when interactions were detectedbetweenwind farms and a series compensated line in a 345 kV system inMinnesota, UnitedStates [39,45]. These interactions occurred in the subsynchronous frequency range andwere attributed to the induction generator effect. The oscillatory modes ranged from 10.95to 15.78 Hz, with the damping ratio varying from 3.8% to 2.1%. Two separate events showedoscillations: the first involving a series compensated line and the second occurring afterthe series compensation was bypassed.
A related, yet different phenomenon is Subsynchronous Control Interaction (SSCI), char-acterised by electrical oscillation in the subsynchronous frequency range. These oscillationsare often observed in wind farms when connected radially to the grid via a SCTL. They maybe triggered, for example, by a network topology change due to a line outage following afault. The oscillations primarily arise from the interaction between wind farm controls andthe network impedance.
SSCI is a phenomenon that has been observed multiple times in power systems [12, 42,46]. For example, in 2017, South Texas experienced three distinct events with oscillationsranging from 20 to 30 Hz. Two of these incidents led to the disconnection of wind farms.These occurrences were significant as all wind farms had undergone SSCI studies and wereequipped with controls for subsynchronous oscillation damping. Nevertheless, this provednot to be sufficient to fully eliminate the risk of interaction [12]. Another notable example
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Table 3: Timeline of real-life resonance stability events [14].

1977 · · · · · ·•
Square Butte LCC-HVDC project, Montana, US Torsional
First Subsynchronous Torsional Interaction (SSTI) oscillations
observed in an HVDC project [38].

2004 · · · · · ·•
Distribution-level photovoltaics, NL Electrical
Harmonic emissions amplified by network resonances in
residential area [13].

2007 · · · · · ·•
Wind farm, Buffalo Ridge, Minnesota, US Electrical
Wind farm located near Series-compensated transmission lines
(SCTLs) [39].

2009 · · · · · ·•
DFIG wind farms, Texas, US Electrical
Following a permanent fault, the wind farms were connected to
SCTL, resulting in subsynchronous currents. [40].

2011 · · · · · ·•
LCC-HVDC link, CN Torsional
Torsional oscillations involved the converter controls, SCTLs and
multiple synchronous generators [41].

2012 - 2013 · · · · · ·•
DFIG wind farms, Hebei, CN Electrical
Oscillations observed in several events resulting from the
interaction between the wind farms and SCTLs [42].

2014 · · · · · ·•
Wind farms connected by an HVDC line, Santanghu, CN
Torsional
Torsional modes of DFIG wind farm were excited by the
LCC-HVDC controls [10].

2014 - 2017 · · · · · ·•
VSC-HVDC connecting offshore wind farm, DE Electrical
Harmonics observed on the onshore station after a switching
event [43].

2016 · · · · · ·• LCC-HVDC, DK Electrical
Amplification of 11th harmonics after cable energization [44].

2017 · · · · · ·• Wind farms near SCTL, Texas, US Electrical
Wind farms were equipped with SSCI damping controls [12].

occurred between 2012 and 2013 in Hebei province, China, where 23 DFIG wind farms witha total installed capacity of over 3,000 MW were commissioned. Several events duringthis period revealed subsynchronous oscillations caused by the interaction of these windfarms with nearby series compensated lines [42,46]. The frequency of these oscillationsranged from 6 to 8 Hz but changed over time during the events. The analysis indicatedthat oscillations can arise for transmission line compensation levels as low as 6.67%. Thisexperience from China highlights the necessity of conducting appropriate studies to assessthe risk of SSCI even when transmission lines are not significantly compensated.Lastly, electrical resonance can occur as an amplification of harmonic emissions when
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harmonics are injected into the grid by switching elements present in power electronicconverters. When these harmonics interact with the impedance in the network, they can beamplified, leading to high-frequency oscillations that are poorly damped. This phenomenoncan affect single power electronic-based devices andmay worsen whenmultiple convertersare involved [28,47].
Torsional Resonance
Torsional resonance is a specific type of resonance stability that can occur due to the inter-action between generator shafts and either the electrical network or connected devices [5].The first type is known as Subsynchronous Resonance (SSR) with torsional characteristics,arising from the interaction between a series-compensated network and the generator’sshaft system. Oscillations occur when the subsynchronous frequency induced in the gener-ator matches one of the natural oscillatory modes of the generator shaft. Certain generatortypes, particularly those found in thermal plants with long shafts, are more susceptible toexperiencing this issue [48].

The second form, commonly referred to as SSTI, involves electromechanical oscillationsthat occur between converter controls and the torsional modes of rotating machine shafts.This device-dependent phenomenon can arise fromany control device that responds rapidlyto power and speed variations in the subsynchronous frequency range [37]. Examples ofsuch control systems include those found in HVDC converters, Flexible AC TransmissionSystems (FACTS) devices, Static VAR Compensators (SVCs), wind turbines, and synchronousgenerators.
Certain types of generators, particularly those used in steam turbines, are more vulner-able to SSTI because of their natural mechanical modes in the subsynchronous frequencyrange [49]. Manufacturers measure the modal frequencies of turbine generators, whichhave been used to predict whether the unstable excited modes arise from the generatoritself [39]. When there is a detection of a potential risk of SSTI oscillations, an additionalSubsynchronous Damping Controller (SSDC) can be integrated into the existing currentcontroller. This controller increases the damping at critical frequencies by sending a sig-nal to the rectifier controller, which makes slight modifications to the firing angle of theconverter switching elements [34].
SSTI oscillations involving LCC-HVDC and synchronous generators have been extensivelystudied. The LCC converter topology creates currents across a broad frequency range,potentially exciting subsynchronous mechanical modes in generator turbines. LCC-HVDCsystems do not solely interact with traditional synchronous generation. The increase ofrenewable energy introduces new challenges, as SSTI has also been detected betweenLCC-HVDC systems and wind turbines [10]. Sometimes, multiple generators are involved inan SSTI event. According to [50], both wind turbines and traditional synchronous machinescontribute to these oscillations, highlighting the importance of accuratelymodelling devicesthat are at risk when assessing SSTI.
Research has indicated that VSC topologies can negatively impact the damping ofgenerator torsional modes under constant active power control [51]. Despite this, theoverall risks associated with SSTI are relatively minor when compared to those of LCC-HVDC. In certain situations, the VSC can even contribute to slightly improved damping.
The initial observation of SSTI oscillations in an HVDC project occurred during the com-missioning of the Square Butte project in Montana, United States, in 1977. During the event,oscillations were recorded at approximately 14 Hz between the HVDC controls and a turbinegenerator, which required the implementation of additional damping controls [38, 52].More recently, in 2014, China experienced multiple oscillation events caused by the inter-
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action of wind turbine generators with the controls of a nearby HVDC link. Measurementresults showed that these oscillations occurred at lower frequencies (between 0 and 3 Hzfor DFIGs) compared to traditional SSTI events involving classic generators. Furthermore,the measured frequency was inconsistent, varying according to the operating mode of thewind turbines [10].
1.2 Component Models
This section summarises the most commonly used models for dynamic studies of powersystems. The review includes models for synchronous generators, transmission lines, loads,and power electronics converters.
1.2.1 Synchronous Generators
Models of synchronous generators must accurately represent the mechanical and elec-tromagnetic dynamics of the machine. This section provides an overview of synchronousgenerator modelling. For more details, please refer to [53–56].
Prime Mover
Modelling a synchronous generator begins with the representation of the prime mover,which includes the turbine and its speed-governing system. This system converts theprimary energy source into the mechanical power that acts on the generator shaft. Atypical turbine-governor model consists of three main components: (i) a speed governorthat detects the rotor speed (or frequency) and generates a command for the valve orwicket gate, (ii) a servo mechanism that drives the flow-controlling element, and (iii) oneor more turbine stages that translate the admitted fluid into torque.

The turbine-governor model is usually represented as a block diagram. In this model,the governor introduces a steady-state droop R, along with time constants ranging from0.1 to 0.5 s, while the turbine stages add extra delays whose magnitudes depend on theenergy source [55]. In multi-mass shaft systems, the turbine stages are often modelled asseparate inertias that are elastically coupled to the generator, allowing for the analysis oftorsional modes [54].
The output from the prime mover model is a time-varying mechanical torque, denotedas Tm. This mechanical torque, together with the electrical torque Te, can be used toformulate the equation of motion for the generator, as will be demonstrated next.

Swing Equation
The motion of the machine rotor is described based on the angular position δ of the rotorrelative to the synchronous reference frame. The relationship between the mechanicaltorque Tm and the electromagnetic torque Te determines the angular position of therotor. When there is an imbalance between these torques, the rotor experiences eitheracceleration or deceleration. This change in motion is governed by the swing equation [4],which can be expressed as follows:

2H
ω0

d2δ

dt2 = Tm −Te −
KD

ω0

dδ

dt
, (1)

where H is the inertia constant, KD represents the damping factor and ω0 denotes therated electrical speed of the rotor.
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Electromagnetic DynamicsThe electrical torque Te, which appears alongside the mechanical torque Tm in Equation(1), originates from the electromagnetic model of the synchronous generator. This modelemploys the dq-frame to represent three-phase electromagnetic quantities through theuse of the Park transformation. Details regarding the Park transformation can be found inAppendix B.In the dq-frame, there are two defined axes: the direct axis (d-axis), which is alignedwith the field windings, and the quadrature axis (q-axis), which is positioned at a right angle(90◦) to the d-axis, in line with the rotor [56]. This representation offers several advantages,which have contributed to its popularity. First, under steady-state conditions, the currentsand fluxes in both the stator and rotor maintain constant values, behaving similarly toDC quantities. Second, the d- and q-axis circuits can be decoupled, enabling independentanalysis of each circuit.The d-axismodel features two terminals: one for the armaturewinding and the other forthe field winding. The direct axis can be represented in varying degrees of complexity [56]:
• Field circuit f : this is the simplest representation, which considers that the onlycurrent path in the d-axis is the flux linkage within the armature windings and fieldwindings. This model is regarded as a first-order representation.
• Field circuit f and one damper circuit 1d: this is the most common representation,which expands on the previous model by incorporating not only the field windingbut also an additional damper circuit 1d that accounts for the effects of the damperwindings. As a result, this model is categorised as a second-order representation.Figure 2 illustrates the corresponding circuit diagram.

Figure 2: Circuit diagram for second-order d-axis representation [56].

• Field circuit f and two damper circuits 1d and 2d: in this third-order model, the fieldwinding and two damper windings are considered.
In the d-axis models discussed earlier, there is an internal voltage source labelled e f d ,which corresponds to the field voltage. In simplified generator models, it can be assumedthat the field voltage remains constant. However, more detailed models must account forthe effects of the Automatic Voltage Regulator (AVR). The AVR regulates the field voltagebased on the difference between the machine’s measured terminal voltage and a fixedreference. It uses this error signal to adjust the field voltage; for instance, it increases thevoltage whenever the terminal voltage begins to dip and decreases it when the terminalvoltage rises, thereby maintaining the desired generator terminal voltage [55].Because the AVR can lower the damping of rotor-angle oscillations, modern excitationsystems typically include a Power System Stabilizer (PSS). This supplementary controller
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extracts the rotor speed and feeds it through additional control blocks as a stabilisingsignal into the AVR. By adding an extra voltage component that is in phase with thegenerator speed, the PSS introduces damping torque, which helps stabilise small-signaloscillations [54].Subsequently,models for representing the q-axis will be addressed. Similar to the d-axis,the representation of q-axis dynamics can vary in complexity. It is typically depicted as acircuit with a single terminal. The following variations exist:
• One damper circuit 1q: in this first-order model, a single damper circuit 1q, whichcorresponds to the amortisseur winding, is considered for the quadrature axis, asshown in Figure 3.

Figure 3: Circuit diagram for first-order q-axis representation [56].

• Two damper circuits 1q and 2q: for this model, two damper circuits are taken intoaccount. The first corresponds to the amortisseur winding 1q, while the second, 2q,represents the eddy currents in the rotor, making it a second-order model. Figure 4illustrates the circuit diagram for this model.

Figure 4: Circuit diagram for second-order q-axis representation [56].

Synchronous machine models are typically named to indicate the order of their d- andq-axis representations, using the notation N for the d-axis and M for the q-axis. This istypically presented in the format “Model N.M” [56]. The selection of appropriate modelsdepends on the specific studies being conducted as well as the rotor structure of thesynchronous machine.
1.2.2 Transmission LinesTransmission line models can be classified into two main categories: lumped-parametermodels and distributed-parameter models. These models differ in detail based on the
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length of the transmission line and the desired level of accuracy. This section will provide abrief overview of the most commonly used models.
Lumped-Parameter Short Line ModelThe short line model consists of a lumped parameter circuit that represents the total lineresistance and reactance, obtained by multiplying the per-phase per unit length resistance
R and inductance L by the total length l of the line. For lines shorter than 80 km, the linecapacitance can be neglected without introducing significant approximation errors [57].Figure 5 illustrates this model. The total line impedance Z is defined as follows:

Z = (R+ jωL)l. (2)

Figure 5: Short line model [57].

Lumped-Parameter Medium Line ModelLines with lengths between 80 km and 250 km are considered medium-length lines. In thiscase, a recommended model consists of a lumped parameter circuit similar to that of shorttransmission lines. However, the effect of charging currents becomes significant and mustbe represented by a shunt admittance [57]. Half of the shunt capacitance is representedat each end of the line, as illustrated in Figure 6. The admittance value is obtained bymultiplying the per-phase per unit length shunt conductance G and shunt capacitanceCby the total length l of the line. This configuration is known as the nominal π model. Thetotal line impedance Z is defined by the same expression as given in Equation (2) for shorttransmission line impedance, and the total line admittance is calculated as follows:
Y = (G+ jωC)l. (3)

Figure 6: Medium line model [57].

Lumped-Parameter Long Line ModelFor transmission lines longer than 250 km, it is important to consider that the line param-eters are distributed uniformly along the line rather than being lumped [57]. Assuming
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a transmission line of length l with a per unit series impedance R+ jωL and a per unitshunt admittance G+ jωC, it is possible to define a complex constant γ , known as the linepropagation constant and calculated as follows:
γ = α + jβ =

√
(R+ jωL)(G+ jωC), (4)

where α is the attenuation constant and β is the phase constant.
A lumped parameter circuit can be derived to account for the effects of parameterdistribution, yielding accurate results that align with the measurements taken at the endsof the transmission line [58]. This circuit is referred to as the equivalent π model, as shownin Figure 7.

Figure 7: Long line model [57].

The total series line impedance Z′ and shunt admittance Y ′ can be expressed in termsof the impedance Z and admittance Y of the medium transmission line, as well as thepreviously defined propagation constant γ . A comprehensive demonstration of how toderive these equations can be found in [57]. This results in the following expressions:
Z′ = Z

sinhγl
γl

, (5)

Y ′ = Y
tanh γl

2
γl
2

. (6)

Distributed-Parameter Model
When studying transmission line transients, it may be necessary to use more detailedmodels than those previously presented. This section discusses the fundamental mathe-matical modelling required to derive distributed models of transmission lines. To simplifythe analysis, a lossless transmission line is considered.

Consider a section of length ∆x along a transmission line, as illustrated in Figure 8. Inthis segment, the distance from the line element to the sending end is represented by x.The relationships that describe the voltage u and the current i along the transmission lineare expressed by partial differential equations as follows [58]:
∂u
∂x

∆x =−
(

Ri+L
∂ i
∂ t

)
∆x, (7)

∂ i
∂x

∆x =−
(

Gu+L
∂u
∂ t

)
∆x. (8)
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Figure 8: Section of distributed line model [58].

When both Equations (7) and (8) are divided by ∆x, and the constants R and G are setto zero, assuming the line is lossless, the following expressions are obtained:
∂u
∂x

=−L
∂ i
∂ t

, (9)
∂ i
∂x

=−C
∂u
∂ t

. (10)
Finally, combining Equations (9) and (10) leads to an expression known as the travellingwave equation. This expression is represented as:

1
LC

∂ 2u
∂u2 =

∂ 2u
∂ t2 . (11)

The solution to the travelling wave equation can be expressed as a voltage u = f (x−vt).This voltage u represents a wave travelling in the positive direction of x at a speed v [58].The speed is given by the following expression:
v =

1√
LC

. (12)
When the voltage u is applied at the sending end of the transmission line, it travelstoward the receiving end, where it may be partially reflected. When the reflected wavereaches the sending end, it can also be partially reflected again. This series of wave reflec-tions in the transmission line leads to the occurrence of transients.

1.2.3 LoadsTo describe how electrical loads behave in the grid, engineers typically use two complemen-tary types of loadmodels: static and dynamic. Static loadmodels represent the relationshipbetween active and reactive power consumed by a load as an algebraic function of thevoltage and frequency across the load. In contrast, dynamic load models utilise differentialequations to describe the relationships between power, voltage and frequency at the load.
Static Load ModelsStatic load models are used to represent loads that present time-invariant and near-instantaneous changes in power demand when there is a variation in voltage or frequencyat the connecting bus. As previously mentioned, these models represent the dependencebetween active P and reactive Q powers as a function of the voltageU and frequency f asfollows:

P = fP(U, f ) (13)
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Q = fQ(U, f ) (14)
where fP and fQ are algebraic time-independent functions.

Static load models are primarily used to represent resistive loads, residential loads,and other types of loads that do not significantly involve induction motors or electricaldrives. These models are mainly utilised for power flow and voltage stability studies [59].Depending on the form of the functions fP and fQ, the model can be classified as anexponential, polynomial, linear, comprehensive, induction motor, and power-electronicinterfaced load model.
The exponential load model, for example, is one of the most frequently utilised staticload models [59] and is represented by the non-linear Equations (15) and (16):

P = Pn

(
U
Un

)kpu ( f
fn

)kp f (15)

Q = Qn

(
U
Un

)kqu ( f
fn

)kq f (16)
where Pn and Qn represent, respectively, the nominal active and reactive powers drawn bythe load, kpu, kqu, kp f and kq f are the exponents that describe the load’s response.The dependency of the power with respect to the frequency is often neglected becausevariations in voltage are more common and more significant than changes in frequency. Asa result, the model can be simplified to:

P = Pn

(
U
Un

)kpu (17)

Q = Qn

(
U
Un

)kqu (18)
The exponents kpu and kqu represent the sensitivity of active and reactive power tovoltage changes. When these exponents are set to 0, 1, or 2, themodel behaves according toconstant power, constant current, or constant impedance characteristics, respectively [54].
Another widely used static model is the polynomial load model, often referred to as theZIP model. This model includes three load components: constant impedance (Z), constantcurrent (I), and constant power (P). Mathematically, it can be expressed as:

P = Pn

[
p1

(
U
Un

)2

+ p2

(
U
Un

)
+ p3

]
(19)

Q = Qn

[
q1

(
U
Un

)2

+q2

(
U
Un

)
+q3

]
(20)

where the parameters p1 and q1 represent the contribution of the constant impedance load,
p2 and q2 represent the participation of the constant current load and p3 and q3 representthe proportion of the constant power load. The participation of each load componentranges from 0 to 1 p.u., and the sum of all three components must equal 1 p.u.
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Dynamic Load ModelsDynamic load models share a similar general mathematical representation with staticmodels; however, the functions that describe power consumption also vary with time. Thiscan be expressed as:
P = fP(U, f , t) (21)
Q = fQ(U, f , t) (22)

where fP and fQ are time-dependent functions.Dynamic load models are primarily used to represent loads that involve a significantnumber of induction motors and electrical drives. These loads can be categorised intoseveral types, including exponential loads, induction motors, transfer function-based in-duction motors, composite loads, distribution loads, bulk power bus loads, and distributedenergy storage system loads. For further details, refer to [59].
1.2.4 ConvertersThere are several topologies available for power converters, but this section will focusspecifically on the modelling of VSCs for the sake of brevity. VSC technology is based on self-commutating switches, typically Insulated Gate Bipolar Transistors (IGBTs). By employingPulseWidthModulation (PWM) techniques, it is possible to control the firing pulses sent tothe switching devices which in turn generates a controlled AC waveform at the converter’sterminals. This waveform comprises a sinusoidal component at the fundamental frequencyalong with harmonics that are multiples of the switching frequency [60]. VSCs comein various topologies, generally classified based on the number of voltage levels theyincorporate: two-level, three-level, and multi-level converters.Figure 9 illustrates a single phase of a two-level converter that uses IGBTs. As the nameimplies, this converter can produce only two distinct voltage levels at its terminals. Oneadvantage of this topology is the reduced number of switching elements required. However,it is essential for the DC capacitor to be sufficiently large to maintain a constant DC voltage,and IGBTs must withstand significant voltage differentials [60].Building upon the two-level VSC, researchers developed a three-level diode-clampedconverter. This design is capable of producing three different voltage levels, which helpslower the switching frequency of the IGBTs and reduces the voltage differentials duringswitching.Continuing the trend of enhancing VSC performance by increasing the number ofvoltage levels, theModular Multilevel Converter (MMC) topology was introduced as analternative. The MMC generates a relatively high number of voltage levels, resulting in asynthesised voltage waveform with fewer harmonics, a reduced need for filtering, and alower switching frequency per device [61]. The MMC, illustrated in Figure 10 for a singlephase, features a scalable topology composed of submodules that can assume differentstructures. The most common configurations are the full bridge and the half bridge, alsoshown in Figure 10.After examining the most common VSC topologies, the next step is to explore howto model their behaviour. The VSC models used for dynamic studies can be categorisedinto two main types: switching models and average models. Switching models can eitherrepresent the switches individually or in an aggregated form. These models require smallersolution time steps because they need to effectively capture fast-switching phenomena.On the other hand, average models focus on the low-frequency behaviour of the converter,omitting the high-frequency switching details. They simplify a discrete and discontinuousmodel into a continuous one by averaging the state variables of the converter or thewaveforms at the converter terminals that result from the switching elements [62].
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Figure 9: Two-level VSC topology [60].

Full Discrete Switching Model
Each switching device is represented individually in this model. The IGBTs are modelled asideal controlled switches, while the diodes are treated as nonlinear resistances. This modelrequires the full converter control to be included, as the firing pulses are input to the IGBTs.A drawback of this approach is that it may not be suitable for real-time simulation due toits complexity, which can become prohibitive [63]. For instance, when modelling a MMC,the large number of switches in this topology leads to significant computational demands.A half-bridge converter with 200 submodules, for example, contains 4800 IGBTs and 4800diodes. Therefore, this model is primarily recommended for validating simplified modelsor analysing abnormal behaviour in the converter [64].
Switchable Resistance Model
This model is similar to the previous one. However, the IGBTs and diodes are representedas resistances with two different values: a low value when the device is closed and a highvalue when it is open. This model still has a high computational cost due to the number ofelements to be represented. Similar to the previous model, this model is primarily suitedfor validating simplified models or analysing abnormal behaviour in the converter [64].
Average Switching Model
In this model, the switching behaviour is averaged in the time domain. One practical appli-cation of this model is in representing MMCs, as these devices contain a large number ofswitches. By reducing the number of switches, simulation efficiency can be significantlyimproved [63]. This model is developed by representing the MMC arm by a detailed equiva-lent circuit, which drastically reduces the number of elements that need to be represented.
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Figure 10: Multi-level MMC-based VSC topology [60].

The equivalent circuit is illustrated in Figure 11, where the values of R1 and R2 depend onthe switching state of the submodules. Due to this significant reduction in the number ofelements represented, models using detailed equivalent circuits are particularly suitablefor simulating HVDC grids and can be implemented in real-time simulation platforms [64].
Averaged Value Model
Average-value models can use larger time steps, as they do not need to represent fast-switching events explicitly. Instead, these models replicate the average response of theconverter switches using controlled sources and switching functions. The most detailedtype of average model incorporates the harmonic content of the switching elements intothe ACwaveform produced by the controlled voltage source [64]. On the AC side, controlledvoltage sources connect directly to the grid. On the DC side, current sources representcurrent injections from the grid [65]. This model is illustrated in Figure 12.
Simplified Averaged Value Model
This model is similar to the previous average value model but preserves only the funda-mental component of the voltage in the controlled voltage sources, omitting the effectsof switching [64]. By using the averaged model, the control scheme can be simplified byexcluding the inner current control dynamics. Consequently, the output current signalsfrom outer control loops are injected directly into the grid via current sources.

31



(a) (b)
Figure 11: Detailed equivalent circuit representing an MMC arm [64].

Figure 12: Averaged value model of a VSC.

1.3 Modelling Frameworks and Simulation Tools
When disturbances occur in the power system, system variables experience variations,known as transients, resulting from the energy exchange among components, which canbe predominantly electromechanical or electromagnetic [66]. Electromagnetic transientsresult from the interaction between the magnetic fields of inductive elements and theelectric fields of capacitive elements. In contrast, electromechanical transients are relatedto the interaction between the mechanical energy stored in the rotating machine partsand the electrical energy stored in the network.The timeframes for different types of transients vary significantly. Electromagnetictransients are associated with faster phenomena and shorter time constants, whereaselectromechanical transients exhibit slower response times and larger time constants.Figure 13 illustrates the various oscillation phenomena in power systems along with theircorresponding timescales.This distinction between electromagnetic and electromechanical transients naturallycreates a corresponding separation in the modelling frameworks and tools utilised forstudying each transient type. Historically, two distinct types of programs and their corre-sponding modelling frameworks were developed to analyse each transient category: EMTprograms for electromagnetic transients and RMS programs for electromechanical tran-sients. To better understand the limitations of each type of simulation tool, it is importantto clarify how EMT and RMS programs model power system components.
1.3.1 Electromagnetic Transient Programs
The advent of digital computers motivated the creation of methods for digitally simulatingelectromagnetic transients, which largely replaced earlier techniques like the TransientNetwork Analyser that used scaled-down analogue models for power system simulation[66]. In the 1960s, H. W. Dommel devised a technique that employed difference equations
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Figure 13: Timescale for power system phenomena [66].

to solve the differential and algebraic equations representing power systems. This approachwas incorporated into a program for the digital simulation of electromagnetic transients,known as the Electromagnetic Transients Program (EMTP).
In EMT, variables are represented by real signals, and power system components, in-cluding the network, are modelled using a set of differential-algebraic equations. Theseequations are solved to determine the instantaneous values of the variables. By using ap-propriate models, it is possible to obtain an accurate response over a wide frequency range.The solution implemented in EMT programs involves converting continuous power systemdifferential equations into discrete algebraic equations, known as difference equations [67].Discretisation of the differential equations that relate voltage and current produces a conve-nient discrete-time equivalent circuit composed of an equivalent resistance in parallel witha current source. This process is accomplished using numerical integration methods and itis essential because computers can only perform calculations at discrete time intervals.

Numerical Integration Methods
Numerical integration allows for the determination of an approximation to the definiteintegral of a function f (t). This approximation corresponds to the area under the curve
f (t) over the interval [t −∆t, t] as illustrated in Figure 14. The process of discretisationcan introduce errors, causing the numerical solution to differ from the continuous-timesolution. Additionally, the choice of numerical integration method affects the performanceand stability of the solution [67]. Two commonly used integrationmethods in EMT programswill be discussed: the trapezoidal rule of integration and the backward Euler method.

The backward Euler method approximates the integral using the area of the rectangle
EBDC. In mathematical terms,

∫ t

t−∆t
f (t)dt = f (t)∆t. (23)

In the case of the trapezoidal integration rule, the function f (t) is approximated forthe interval [t −∆t, t] by the straight line segment AB. Therefore, the integral corresponds
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Figure 14: Numerical integration.

to the area of the trapezoid ABCD, which is expressed as:
∫ t

t−∆t
f (t)dt =

∆t
2
[ f (t)+ f (t −∆t)]. (24)

Example: Modelling of Circuit Components
By applying integration methods to the differential equations associated with circuit com-ponents, it is possible to derive the corresponding discrete-time equivalent circuits thatform the basis for digital simulations. Note that numerical integration methods can alsobe employed to discretise equations that involve differentiation. To accomplish this, bothsides of the equation are integrated, resulting in an expression containing only integrationoperations. The numerical integration method is then applied to this expression. Therefore,it can be said that integration methods, despite their name, function as either integratorsor differentiators, depending on the original relationship between the variables in thedifferential equation.In the remainder of this section, the trapezoidal integration method will be used toillustrate how to obtain the difference equations representing the resistor, capacitor, andinductor. Starting with the resistor, the relationship between its current ikm and the voltage
ukm across its terminals is given by:

ukm(t) = Rikm(t). (25)
Since Equation (25) is already presented in algebraic form, there is no need to apply anintegration method, and the resistor’s representation remains unchanged.For the capacitor, the following relationship holds:

ikm(t) =C
dukm(t)

dt
. (26)

By integrating both sides of Equation (26) over the interval [t −∆t, t] and applying thetrapezoidal method, it is possible to obtain the following result:
ikm(t) =

1
RC

ukm(t)+ IC(t −∆t), (27)
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where
RC =

∆t
2C

, (28)
IC(t −∆t) =−2C

∆t
ukm(t −∆t)− ikm(t −∆t). (29)

As shown in Figure 15, the capacitor is modelled using a resistance RC in parallel with acurrent source IC.

(a) (b)
Figure 15: The (a) capacitor and (b) its discrete equivalent.

The procedure for the inductor is identical. The relationship between voltage andcurrent is expressed by the equation:
ukm(t) = L

dikm(t)
dt

. (30)
By integrating both sides of Equation (30) over the interval [t −∆t, t] and utilising thetrapezoidal integration method, the following expression is obtained:

ikm(t) =
1

RL
ukm(t)+ IL(t −∆t), (31)

where
RL =

2L
∆t

, (32)
IL(t −∆t) =

∆t
2L

ukm(t −∆t)+ ikm(t −∆t). (33)
Like the capacitor, the inductor is represented by a discrete equivalent circuit featuringa resistor RL in parallel with a current source IL as shown in Figure 16.

(a) (b)
Figure 16: The (a) inductor and (b) its discrete equivalent.
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1.3.2 Transient Stability ProgramsUnlike EMT programs, which represent variables as real signals, transient stability programs,often referred to as RMS programs, use complex numbers through phasor-based modellingto represent these variables. This approach decreases the computational effort needed insimulations and is commonly employed in stability studies of large power systems.A key factor in achieving this is the approximation of system variables, including volt-ages, currents, and electromagnetic fluxes by quasi-stationary phasors. This techniqueassumes that network signals experience only slight frequency variations around the nom-inal frequency. By filtering out the nominal frequency component, it becomes possibleto focus solely on the frequency deviations. These deviations represent the envelope ofthe original signal as illustrated in Figure 17, and they typically have a significantly lowerfrequency compared to the original signal. Consequently, this influences the maximumstep size ∆tmax that can be used in simulations, which is determined by the maximumfrequency fmax present in a signal. The relationship is calculated according to the Nyquistcriterion [68]:
∆tmax =

1
2 fmax

. (34)

Electromagne�c
transients

TimeMicroseconds Miliseconds Seconds

Electromechanical
transients

Figure 17: Comparison between instantaneous and phasor variables [69].
In addition to the previously mentioned assumption, RMS simulations typically focuson a narrower frequency range of interest, enabling the use of simplified models forpower system components and allowing for larger calculation time steps. Both of thesesimplifications help reduce computational effort. However, this assumption is only validwhen studies are confined to slow dynamic phenomena and may not apply to variousstability issues that can arise with converters.

Phasor RepresentationA phasor serves as a representation of a sinusoidal signal using complex numbers [70].For example, consider the sinusoidal voltage u(t), which has magnitudeUm, an angularfrequency of ω and a phase of φ expressed as follows:
u(t) =Umcos(ωt +φ). (35)

Using Euler’s identity, it is possible to rewrite u(t) in terms of a complex number:
u(t) = Re{Ume j(ωt+φ)}. (36)

This last expression is equivalent to:
u(t) = Re{Ue jωt}, (37)
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where U denotes the phasor representation of the sinusoidal signal u(t), given by:
U =Ume jφ . (38)

For a steady-state signal u(t), the magnitude Um and phase φ remain constant. Incontrast, for a quasi-steady-state signal, both magnitude and phasors may change, but onlyslightly. Thus, the phasor associated with this signal can be viewed as a quasi-stationaryphasor.
Example: Modelling of Circuit ComponentsThis section demonstrates howbasic circuit components aremodelled in RMS. It derives thefundamental equations that represent the resistor, capacitor, and inductor, emphasising thekey assumption behind RMS modelling, namely, that the phasors remain quasi-stationary.Starting with the resistor, its characteristic equation can be represented with instanta-neous signals as follows:

u(t) = Ri(t). (39)
Using the phasor definition from Equation (37), Equation (39) can be rewritten in phasorform:

Re{Ue jωt}= Re{RIe jωt}. (40)
Since Re is a linear operator, the expression can be simplified to a form that involvesonly complex phasors:

U = RI. (41)
The phasor equation representing the resistor is derived without requiring any specialassumptions. A similar relationship can also be established for the capacitor. Consider thecharacteristic equation that relates current and voltage in a capacitor:

i(t) =C
du(t)

dt
. (42)

Using the phasor definition from Equation (37), the derivative term can be developedto produce the following expression:
I =C

d
dt

U+ jω0CU. (43)
The right-hand side of Equation (43) consists of two terms. Under the assumption thatthe phasor represents a steady-state signal, the first term simplifies to dU/dt = 0, becauseboth the magnitude and phase of the phasor remain constant. A similar simplificationcan be applied when the magnitude and phase experience only slight variations. In thisscenario, the derivative term can be neglected as an approximation, that is, dU/dt ≈ 0.This is known as the quasi-stationary assumption, which was introduced earlier. It appliesto signals whose frequency does not significantly deviate from the nominal value, such as inlow-oscillation phenomena [71]. By applying the quasi-stationary assumption to Equation(43), the following expression is obtained:

I = jω0CU. (44)
Similar procedures can be applied to derive the characteristic phasor equation thatdefines the behaviour of an inductor, leading to:

U = jω0LI. (45)
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The equations developed for the circuit components using the quasi-stationary phasorassumption are algebraic. These equations can only describe the steady-state behaviour ofthe components at nominal frequency. However, outside of this frequency range, inaccura-cies may arise, which might or might not be acceptable.
1.3.3 Framework Comparison and Discussion
The choice of both the model and the modelling framework can significantly impact theaccuracy of simulation results. As previously discussed, EMT and RMS modelling frame-works use distinct solution methods, adopt different typical time steps, and establish theunderlying modelling assumptions. Table 4 outlines the key differences between the EMTand RMS approaches.

Table 4: Comparison between EMT and RMS frameworks [72, 73].
Electromagnetic transient

programs Transient stability programs

Solution method

Instantaneous values ofvariables are calculated bysolving the differentialequations

Variables are represented byphasors and sometimes onlysolved for positive sequencevalues

Assumptions No implicit assumptions Variables do not deviatesignificantly from nominalfrequency
Frequency range

of accuracy
Wide frequency range,depending on choice of models Only accurate around nominalfrequency

Simulation time
step Microseconds A few milliseconds

Generator
modelling Differential equations Algebraic equations for statorwindings
Network
modelling Differential equations Steady-state networkequations
Converter
modelling

Model with individual switchesor averaged model. Fastcontrols< 100 ms included
Averaged model. Only slowercontrols included> 10 ms

Commercial tools PSCAD, EMTP-RV, RSCAD, ATP,PowerFactory PowerFactory, PSS/E, Eurostag

To clarify these differences, examples will be provided to illustrate the various simplifi-cations and assumptions involved in developing power system component models in RMS.Specifically, the focus will be on two cases: the modelling of synchronous generators and
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power electronic converters.
Example 1: Generator Modelling in RMSThe generator models used in RMS simulations are based on the principles discussed inSection 1.2.1, but they incorporate certain assumptions that are typically valid in transientstability studies to simplify and speed up calculations. Two primary simplifications can beidentified. The first simplification relates to the representation of stator dynamics. As thesedynamics are considered relatively fast, the derivatives of the stator flux and current canbe neglected. Furthermore, it is assumed that the impact of speed variations on the statorvoltage equations is negligible. This assumption arises from the fact that the speed of themachine remains nearly constant during a disturbance, allowing it to be treated as equalto the synchronous speed [74].The stator electrical equations in the dq-frame are represented as follows [56]:

ed =
d
dt

ψd −ψqωr −Raid , (46)
eq =

d
dt

ψq +ψdωr −Raiq, (47)
where ψd and ψq denote the flux linkages, id and iq represent the stator currents, Ra isthe armature resistance and ωr is the rotor speed.Applying the previously mentioned simplifications to Equations (46)–(47) involvesconsidering the terms dψd/dt ≈ 0 and dψq/dt ≈ 0 andωr ≈ 1. This results in the followingequations [75]:

ed =−ψq −Raid , (48)
eq = ψd −Raiq. (49)

Example 2: Converter Modelling in RMSRMS simulations typically use averaged models to represent converters, focusing solelyon the fundamental frequency component [76]. In a phasor-based representation of anaveraged value VSC model, it is assumed that the equations on the AC side of the converterare quasi-stationary phasor equations, thereby neglecting any derivative terms. Whetheror not this simplification is applied generally determines if the model is classified as RMS orEMT. Additionally, there are two other simplifications related to converter controls thatmaybe present in RMS converter models. Following is an overview of the VSC simplifications:
• Representing AC side with quasi-stationary phasor equations: as previously men-tioned, this approach implies that derivative terms are neglected, leading to a con-version of differential equations into algebraic ones. This simplification aligns withthe typical algebraic representation of the network.
• Neglecting or simplifying inner current control: the time constant for current controldynamics is typically shorter than the integration time steps used in RMS simulations.To adapt the VSC model for larger integration time steps, it is common to neglectthe current control model and assume that the converter follows current referencesalmost instantaneously. Alternatively, the current control model can be replacedwith a time delay [77, 78].
• Neglecting or simplifying the PLL: neglecting the PLL assumes that the converter isperfectly synchronised with the grid and instantaneously tracks the Point of CommonCoupling (PCC) voltage. Alternatively, it can be implemented in place of a detailedPLL model.
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Simplified models that rely on the assumption of quasi-stationary phasors can enhancesimulation speed and reduce modelling complexity. However, this assumption restricts therange of phenomena that can be accurately observed. Formany stability issues arising frompower electronic converters, this assumption may not hold true andmay lead to inaccurateresults [3]. Therefore, it is important to carefully analyse new stability phenomena associ-ated with these converters to determine if traditional RMS-based tools are appropriate. Ifthey are not suitable, more accurate models and tools, such as EMT programs, should beemployed.
1.3.4 Alternatives to Offline Simulations
The offline EMT and RMS simulation tools discussed previously are widely used in theindustry. They can produce accurate results, provided that the models employed ade-quately represent all relevant behaviours of the system being studied. However, this strongdependence on the models presents a significant limitation and poses a risk of inaccuracy.Additionally, most of these tools do not operate in real time, meaning that simulatingjust one second of real-time behaviour can take several seconds or even minutes. Thislimitation restricts the scenarios where these tools can be effectively utilised [79]. In caseswhere precise models are unavailable or the risk of generating inaccurate results couldlead to serious and costly consequences, alternative tools may be necessary.
Real-Time Simulations
Real-time simulation tools utilise high-performance parallel computation to simulate powersystem models at near real-time speeds. This capability allows for interfacing the modelwith external hardware devices in a setup known as Hardware-in-the-loop (HIL) simulation.Several commercial tools provide this functionality, including the Real-TimeDigital Simulator(RTDS®) developed by RTDS Technologies and Real-Time Lab (RT-LAB) created by OPAL-RT.Some applications of real-time simulations include:

• Testing Control and Protection Systems: The ability to interface hardware and soft-ware is advantageous for evaluating the behaviour of devices, such as convertercontrols or protection systems, before they are deployed in the field. In this con-text, real-time simulations can closely replicate actual system conditions, providinga more accurate representation of the device under test and its implications forsystem stability. This methodology has the added benefit of allowing potential issuesto be identified and resolved in a testing environment, where making changes is lesscomplicated than in the actual operational environment.
• Large-scale Integration of Renewables: Real-time simulations have been utilised toconduct accurate integration studies for WF and PV projects. For instance, Hydro-Québec employed the Hypersim real-time simulator to assess the integration of25 wind power plants within a 643-bus model of the Québec power system. Theadvantage of such a large-scale real-time model extends throughout the lifespanof a project. It can be leveraged in the future to investigate the risks of interactionsbetween the wind farms and the network, as well as converter controls that may beincorporated, possibly through actual hardware implementations of these devices[80].
• Hybrid EMT-RMS Simulations: While large-scale real-time simulations using EMT arebeneficial, they require significant computational power, which may not always beavailable. An alternative approach involves hybrid simulations that combine both
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EMT and RMSmodels, allowing for reduced computational demands. Figure 18 showsa hybrid simulation setupwhere a detailed representation of thewind park andHVDCsystem under study is implemented in RTDS®, while the majority of the remainingpower system is modelled using RMS. This approach effectively decreases the overallcomputational power needed.

Interface board

Internal system running in RTDS External system running in TSAT

G

Figure 18: Hybrid RTDS®/RMS simulation setup for wind and HVDC studies [81].

Replicas
Offline EMTmodels are commonly used for system studies, but they have certain limitations.Onsite updates to controls and protection systems for projects involving power electronicdevices may not always be accurately reflected in the offline EMT model. As a result,over the course of a project’s lifetime, the model can diverge from the actual system,which compromises the accuracy of system studies that rely on it. Furthermore, the realcontrol and protection systems implemented onsite are often highly complex. To speed upsimulations, EMT models may omit certain details present in the actual system, potentiallyleading to incorrect results.To address these limitations, real-time simulators have been utilised alongside replicasof control and protection systems for high-fidelity grid simulation. This approach aims toreduce the risks associated with the deployment and operation of new projects. Thereare two types of control replicas: (a) full replicas, which are exact copies of the installedcontrol panels and include redundancy and auxiliary systems, and (b) study replicas, whichreplicate the functionality of the actual controls but are significantly less expensive becausethey lack redundancy and auxiliary systems [82].Due to the advantages of using replicas and the stability risks associated with powerelectronic-based devices, system operators around the world have shown interest in ac-quiring replicas for new projects to incorporate them into their studies. For example, inNew Zealand, the HVDC Pole 3 project utilised RTDS® simulations in off-site tests to verifythe performance of control and protection systems with a non-redundant set of actualcontrols [83]. This setup was also intended for future grid studies involving the HVDC link.In Scotland, the National HVDC Centre installed control replicas for the multi-terminalCaithness-Moray HVDC project [82]. Among other benefits, the availability of these replicasenabled the testing of whether converters from different vendors could operate as part ofa single HVDC network while still protecting the intellectual property of each vendor. InFrance, the transmission system operator RTE created the SMARTE laboratory in 2011 forreal-time simulations to address the challenges associated with modelling and simulatingthe increasing number of power electronic devices in the grid [9]. As of 2018, this laboratorycontained nine replicas of SVC and HVDC projects. A notable instance of a study wherethese replicas were used occurred during the analysis of a harmonic instability event involv-ing the INELFE HVDC link in 2015. The behaviour during the event could not be reproducedusing the EMT models provided by the manufacturer [9]. Oscillations were detected onlywhen replicas were employed in a HIL setup, as illustrated in Figure 19.Although replicas have gained popularity in HVDC projects, they are also utilised for

41



Figure 19: Simulation results using replicas to reproduce the 2015 INELFE HVDC link incident [9].

other types of power electronic devices within the grid. For example, the Korean systemoperator obtained a control replica of a thyristor-controlled series compensator (TCSC),and their experience is detailed in [84]. Similarly, the transmission operator FURNAS inBrazil describes their experience in [85] regarding the installation of a control replica foran SVC project and development of system studies based on it. Some of the benefits ofusing control replicas are:
• Network Integration: Replicas can be utilised alongside detailed models of the net-work and other surrounding power electronic devices to conduct system-wide in-teraction studies. However, the supplier may not perform this detailed integrationstudy and might rely on simplified AC network models [82].
• Operation: Replicas provide system operators with an accurate model that can betrusted to deliver reliable results for future testing and studies. This reliability isparticularly important given that the grid is continuously evolving and the risk ofunexpected interactions is increasing with the addition of more power electronicdevices.
• Commissioning Tests: Replicas enable system operators to offer support during thecommissioning process. This includes conducting tests prior to onsite commissioningto anticipate expected behaviour and provide recommendations.
• Operator Training: Replicas can be employed for training control room operators,allowing for hands-on experience where operators can interact with a real-timesimulation and immediately observe the effect of their actions. This enhances theirconfidence and practical knowledge.

1.4 Model Order Reduction
Recent stability issues arising from the integration of power electronic converters intothe grid have led to several challenges regarding the models and modelling frameworksnecessary for accurately assessing stability risks. Key questions include: how should thesystem be modelled to effectively represent these new issues? Additionally, how shouldthe modelling of traditional stability categories, namely rotor-angle, voltage, and frequencystability, be revised to properly account for the behaviour of converters?To address these questions, Model Order Reduction (MOR) emerges as a valuabletechnique for determining the appropriate level of detail required in models for differenttypes of studies. It offers systematic methods to simplify high-dimensional models whilepreserving their essential dynamic characteristics, leading to significant improvements
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in computational efficiency. By focusing on the most relevant aspects of the system andeliminating or simplifying components that are not crucial to the study, MOR methodsmanage to reduce computational costs while maintaining the accuracy necessary forsimulating the phenomena of interest. The accuracy of the results depends on carefulselection of which system components should be represented by detailed models.MOR methods can be classified into two main categories: Singular Value Decomposi-tion (SVD)-based and Krylov-subspace-based approaches [86]. The SVD-based methodsoriginated from the singular value decomposition operation defined in Appendix D. Thesingular values are then used to determine how to find a reduced-order approximation fora model. This method can ensure that the approximation error remains within an upperbound. However, its main disadvantage is the computational complexity, which can beprohibitive [87]. Krylov-subspace methods, on the other hand, are based on the momentmatching of the impulse response of a system [86]. However, the approximation error isnot guaranteed to be bound.The remainder of this section will provide an overview of the applications of MOR inpower systems.
Control Design
When designing control systems and evaluating their impact on the surrounding powersystem, it can be advantageous to use a reduced-order model to speed up simulations andallow for efficient evaluation of the system’s response to control parameter changes.An example of effort in this direction is a parametric MOR method proposed in [88],which can preserve selected parameters in the reduced-order model. The method con-sists of selecting device parameters to be preserved in the reduced-order model. Thus, itfacilitates tasks such as control design because the reduced model does not need to berecalculated whenever the parameters change. The method divides the system into aninternal system containing all the selected parameters and an external system that is re-duced using an implementation of the balanced truncation method. The paper successfullydemonstrated the method for preserving the parameters of PSSs.Similarly, in [89], the authors propose a model reduction technique based on cross-Gramians to achieve the online tuning of PSSs to reduce inter-area oscillations. A reducedmodel reduces the time and computational effort to perform online PSS tuning.
System Identification
Typical model reduction techniques require the availability of a full-order model to whichthe method is applied to obtain a simplified model. System identification techniques,however, allow the derivation of a reduced model based on measurements or simulationdata obtained from black-box models.An example of such use is provided in [90], where the authors propose a systemidentification and model reduction framework based on the Loewner matrix that can beapplied to available frequency response data. Another system identification method isproposed [91] to obtain reduced-order models from Phasor Measurement Unit (PMU)measurements while preserving the identity of selected buses from the full-order model.
Synchronous Generator Coherency
Coherence of a synchronous generator is a property whereby two or more generatorspresent the same or a very similar rotor angle response to a disturbance. This allowsthe grouping of several generators, resulting in model simplifications. Coherency-basedreduction methods have long been popular among power utilities [92].
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For example, in [93], the authors present amodel reduction technique that leverages therelationship between generator synchrony and the lack of observability and controllabilityof states associated with the generators. The method allows for the reduction of the orderof a model based on the synchrony of generators with respect to a selected mode.
Another instance of such an application is highlighted in [94],where the authors proposea method for identifying generator coherency linked to slow oscillatory modes, which issubsequently applied in dynamic model reduction. This method is based on the normalisedcuts approach used for graph segmentation.

Large-Scale Simulations
Numerous model reduction techniques aim to enhance the computational speed of large-scale simulations, particularly in time-domain applications. One widely used method ismodal truncation, which applies exclusively to linear systems. This technique reduces thesystem’s order by decomposing the original system into modal components and discardingcertain modes. A critical step in this process is deciding which modes to retain and which toremove. Various strategies exist for this selection, including analysing the time constants as-sociated with each mode. For example, modes with rapid time constants can be eliminated,resulting in a system that focuses primarily on slower dynamics. The concept of modelreduction through modal decomposition using participation factors was first introducedin [95].

Another technique that targets the physical interpretability of reducedmodels, inspiredby the balanced truncation method, uses the projection of the Hankel Singular Values(HSVs) to measure the importance of the original state variables in the system’s input-output behaviour. Additionally, a method has been developed that goes beyond offlinemodels. This model reduction technique, based on measurement data, retains the physicalinterpretability of key selected parameters [96].
In scenarios where a power system can be divided into a detailed study area and anexternal area requiring a simplifiedmodel, structuredmodel reduction becomes particularlyrelevant. In [97], a structured model reduction that preserves the network topology isproposed. This approach extends the balanced truncation method by dividing the systeminto subsystems. In this method, the subsystem that retains the network structure remainsunchanged, while the others are individually reduced. Another technique, introducedby [92], employs coherent clustering balanced truncation. This approach partitions theentire system into three areas: a study area, a buffer area, and an external area. The bufferand external areas are subsequently divided into clusters, with each cluster undergoingreduction through balanced truncation.
Some MOR methods have been specifically developed for converter-dominated sys-tems. For instance, in [98], a model reduction strategy is presented that relies on stateresidualisation. This method identifies connections between states and modes, facilitatingthe creation of a reduced model by eliminating groups of states, while minimising theerror. However, this technique is not automatic, meaning that identifying closely coupledeigenvalues and states can be a manual and time-consuming task, especially in large sys-tems. Another example is a strategy for deriving reduced-order models for Multi-TerminalDC (MTDC) grids proposed in [99]. This method employs an Interactive Rational Krylovalgorithm, applied individually to each wind farm connected to the MTDC grid in the studyarea. However, this study does not address other grid configurations.
Lastly, most MOR methods rely on reducing the order of the system by neglectingcertain state variables and excluding them from the state-space equations. An alternativeapproach to achieving computational efficiency is to approximate the system matrix with a
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sparser matrix as proposed in [100]. Since matrix sparsity impacts the speed of calculations,this leads to improved computational efficiency.
Summary
Given the numerous MOR methods that find application in power systems, Table 5 sum-marises those that can be used to guide decisions on the modelling details necessary foran accurate assessment of different aspects of power system stability.

Table 5: Comparison of selected model reduction methods in power systems.

Method Advantages Disadvantages

Modal truncation based onparticipation factors [95] Simple, widely used, clearphysical interpretation Requires manual selectionof relevant modes
State importance rankingvia HSV projection [101] Clear state ranking, retainsinterpretability No guarantee of stabilitypreservation

Subsystem-basedstructure-preservingbalanced truncation [97]
Maintains physicalmeaning of study area,preserving networkstructure

Requires dividing thesystem into study andexternal areas
Data-Driven Reductionpreserving physicalparameters [96]

Strong physicalinterpretability, practicalfor parameter sensitivity
Limited by available data,requires preselection ofmodes

State residualisation basedon state-modeassociations [98]
Preserves physicalinterpretability

Requires manualidentification of groups ofcoupled modes and states
Krylov subspace methodfor MTDC gridcomponents [99]

Efficient for MTDC grids,tailored to specificapplications
Limited generalizability,complex setup for diversesystems

1.5 Conclusion
The increasing number of power-electronic converters has altered the dynamic behaviourof power systems and introduced new challenges in stability assessment. One challengeinvolves the emergence of new categories of stability issues and how to effectively modelthem. Another challenge is determining how to accurately account for the dynamic be-haviour of converters within the traditional stability categories, which include rotor angle,voltage, and frequency stability. Addressing these questions requires a reevaluation ofexisting modelling guidelines and stability analysis tools. Although efforts are underway totackle these issues, the selection of appropriate models and tools for various stability stud-ies remains complex and uncertain. This complexity is expected to intensify in the futuredue to the gradual phasing out of synchronous generators, the rise of converter-interfaced
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generation, and the increasing use of HVDC for interconnections.The chapter began by examining the newly recognised stability categories in converter-dominated power systems, specifically converter-driven stability and resonance stability.It provided a review of different phenomena associated with these categories and pre-sented examples of real-life instability events. The chapter then analysed the most widelyadopted models for generators, transmission lines, loads, and converters, emphasising theassumptions and simplifications that impact accuracy in dynamic studies.The chapter then reviewed the simulation tools currently used for stability assessment,evaluating their capabilities and inherent limitations. It concluded by introducing MORtechniques applied to power systems, highlighting their potential as tools for determiningthe appropriate level of detail needed in models for various types of studies.In Chapter 2, the fundamentals of model order reduction will be introduced, with par-ticular focus on the balanced truncation method. This technique is essential for guidingmodelling simplifications in order to enhance computational efficiency without compro-mising dynamic stability accuracy.
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2 Model Order Reduction through Balanced Truncation
This chapter introduces the fundamentals of model order reduction, with particular focuson the balanced truncation method as a promising approach for addressing the challengesassociated with modelling and simulation of converter-dominated power systems. MORmethods aim to reduce computational costs whilemaintaining accuracy in the simulation ofrelevant phenomena by eliminating or simplifying parts of the system that are not essentialto the study at hand. The accuracy of the results depends on appropriately choosing whichsystem components should be represented using detailed models.

These techniques offer systematic approaches to simplify high-dimensional modelswhile preserving their essential dynamic characteristics, significantly improving compu-tational efficiency. Among them, balanced truncation stands out as an established andwidely adopted method, providing a criterion for identifying and eliminating states withminimal impact on system dynamics.
The chapter begins by introducing key concepts and foundational theory underlyingmodel order reduction. It then discusses the concepts of controllability, observability andminimal realisation theory, which guide the development of exact reduced-order models.The balanced truncationmethodology is subsequently explained,and the chapter concludeswith a case study of a VSC system, demonstrating the method’s applicability while alsohighlighting its limitations in providing practical modelling guidelines.

2.1 Introduction to Model Order Reduction

This section introduces the foundational theory underlying model order reduction. It startsby addressing the fundamental question of how to mathematically represent a physicalsystem, specifically through the definition of state-space representation applicable toLinear Time-Invariant (LTI) systems. Next, it discusses how to obtain the system’s response,outlining essential concepts that will be referenced throughout the chapter. Finally, thesection concludes with a formal definition of model order reduction.
2.1.1 State-Space Representation of a Physical System

Consider a high-dimensional physical system with m inputs u(t) ∈ Rm and p outputs
y(t) ∈ Rp, as illustrated in Figure 20. In addition to these external variables, the system isrepresented by n internal variables x(t) ∈ Rn, known as states. The number of states inthe system reflects its dimensionality and characterises its complexity [102].

MIMO

Figure 20: Representation of a Multiple-Input Multiple-Output (MIMO) system showing system inputsand outputs.

Assuming this system is LTI, the relationship among inputs, outputs, and states is gov-erned by differential equations and can be represented in a generic form known as the
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state-space representation:
ẋ(t) = Ax(t)+Bu(t), (50)
y(t) = Cx(t)+Du(t), (51)

where A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n and D ∈ Rm×m are the state-space matrices.
2.1.2 System SolutionThe general solution of the state-space system represented by Equations (50) and (51) canbe defined through a few key concepts that will be introduced next. These concepts includethe state-transition matrix, the impulse-response matrix, and the transfer function matrix.
State-Transition MatrixThe state-transition matrix, denoted as ΦΦΦ(t, t0) establishes a relationship between thestate x(t0) of a system at an initial time τ = t0 to the state x(t) at a later time τ = t. In theabsence of any input, this relationship can be expressed as:

x(t) = ΦΦΦ(t, t0)x(t0). (52)
More generally, assuming the system has the initial state x(t0) and is subject to an input

u(t), the state-transition matrix can be employed to derive the general solution of thesystem states as follows:
x(t) = ΦΦΦ(t, t0)x(t0)+

∫ t

t0
ΦΦΦ(t,τ)Bu(τ)dτ, (53)

where the first term represents the zero-input response, and the second term correspondsto the zero-state response.For time-invariant systems, the state-transition matrix can be expressed in terms of thestate matrix A as:
ΦΦΦ(t, t0) = eA(t−t0). (54)

Impulse-Response MatrixThe result presented in Equation (53) illustrates how the system states can be determined atany given time. Likewise, the general solution for the system output needs to be calculated.To achieve this, the concept of the impulse-response matrix, represented as S(t, t0), isintroduced. This matrix reflects the system’s response when an impulse signal is applied toeach of its inputs. The impulse-response matrix can then be used, along with the state-transition matrix discussed earlier, to compute the output response to a general inputthrough the convolution operation. This is achieved by substituting Equation (53) intoEquation (51) [103], resulting in:
y(t) = CΦΦΦ(t, t0)x(t0)+

∫ t

t0
S(t,τ)u(τ)dτ +Du(t). (55)

The impulse-responsematrix can be calculated directly from the state space parametersand the state-transition matrix [104], as follows:
S(t,τ) =

{
CΦΦΦ(t,τ)B, t ≥ τ

0, t < τ
. (56)

For time-invariant systems, and assuming that τ = 0, the previous expression can befurther simplified as:
S(t) = CeAtB. (57)
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Transfer Function Matrix
The impulse response matrix serves as a clear representation of the relationship betweena system’s inputs and outputs in the time domain. To analyse this relationship in thefrequency domain, the transfer function matrix, denoted as H(s), is utilised. This transferfunction is derived from the Laplace transform of the state-space representation of thesystem [105]. Mathematically, it can be defined as:

H(s) = C(sI−A)−1B+D. (58)
By employing these two formulations, it becomes possible to fully characterize thesystem’s response in both the time and frequency domains. The results obtained will beapplied later in the analysis.

2.1.3 Formal Problem Definition
Given the high-dimensional state-space realisation of order n described by Equations (50)and (51), the goal of model order reduction is to find an alternative representation of order
q such that q < n [87]:

˙̃x(t) = Ãx̃(t)+ B̃u(t), (59)
ỹ(t) = C̃x̃(t)+ D̃u(t), (60)

where Ã ∈Rq×q, B̃ ∈Rq×m, C̃ ∈Rp×q and D̃ ∈Rm×m and y(t) and ỹ(t) are approximatelyequal.A reduced-order model is obtained by eliminating or simplifying parts of the systemthat contribute the least to the system’s response while ensuring the results remain withinan acceptable error margin. To evaluate the accuracy of the results, it is common practiceto compare the full-order model transfer function matrix H(s) from Equation (58) withthe approximate transfer function matrix H̃(s) computed using the reduced order systemparameters and given by:
H̃(s) = C̃(sI− Ã)−1B̃+ D̃. (61)

A reduced order model is assumed to be accurate when Equation (62) holds for anacceptable value of error ε :
∥H(s)− H̃(s)∥< ε. (62)

2.2 Theoretical Foundations: Controllability, Observability, and Realisa-
tion

In the previous section, model order reduction was introduced as the process of finding areduced-order representation of a system while ensuring that the error remains withinestablished limits. This section presents the key concepts ofminimal realisation theory,which allows for obtaining a reduced-order model without any errors by carefully selectingan appropriate coordinate system for the states and eliminating any states that are neithercontrollable nor observable, if such states exist.
2.2.1 Non-Uniqueness of State Selection
The concept of state is an abstract notion. A state does not necessarily represent a physicalquantity, and it is not necessarily measurable or observable. The system states can beregarded as the information about the past history of the system, which is needed topredict how the inputs will affect the system in the future [104]. In other words, knowing
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the states at t = t0 and the inputs for t ≥ t0 completely determines the future behaviour ofthe system for t ≥ t0 [106].The values of the state variables in a state vector x(t) =
[
x1 x2 · · · xn

] can beunderstood as coordinates in a coordinate system. Consequently, it is possible to choosemanydifferent coordinate systems,each leading to a unique state-space representation thatmodels the same physical system. In this context, each of these state-space representationsis referred to as a realisation of the system described by the impulse-response matrix S(t).

State

State space

(a)

State

State space

(b)
Figure 21: State space, showing a single state represented (a) in the original coordinates x and (b)new coordinates x̄ obtained using the transformation T.

Suppose a coordinate transformation T ∈ Rn×n is applied to the original state vector
x(t), yielding a new state vector x̄(t) in the new coordinate system as illustrated in Figure21. Mathematically, this is represented as:

x̄(t) = Tx(t) (63)
The state-space representation in the new coordinate system is obtained by substituting

x(t) from Equation (63) into Equations (50) and (51), and is given by:
˙̄x(t) = Āx̄(t)+ B̄u(t), (64)
y(t) = C̄x̄(t)+ D̄u(t), (65)

where Ā = TAT−1, B̄ = TB, C̄ = CT−1, and D̄ = D.The new state-space representation (Ā, B̄, C̄, D̄) is algebraically equivalent to the origi-nal representation (A,B,C,D), meaning that both systems are identical from the perspec-tive of the input-output relationship. Indeed, starting from the transfer function matrixof the new state-space representation and substituting the state-space matrices in theoriginal coordinate system,
H̄(s) = C̄(sI− Ā)−1B̄+ D̄, (66)
H̄(s) = CT−1(sI−TAT−1)−1TB+D, (67)
H̄(s) = C(sI−A)−1B+D, (68)
H̄(s) = H(s). (69)
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It is then shown that the transfer function matrices H(s) and H̄(s) are equivalent.In other words, the input-output behaviour of the system is independent of the states’coordinate system. If the system is initially represented by a set of states x(t), it is possibleto apply a change of coordinates to represent the states in a new coordinate systemwithoutchanging the input-output response.
2.2.2 ControllabilitySuppose a transformation exists that, when applied to the state-space system representedby Equations (50) and (51), divides the states into two groups, x1(t) and x2(t), with eachgroup of states forming a subsystem denoted by subsystem 1 and 2, respectively. This isillustrated in Figure 22.

Figure 22: Representation of a system containing a controllable and an uncontrollable group ofstates [104].

Mathematically, the resulting state-space representation would be given by:
d
dt

[
x1(t)
x2(t)

]
=

[
A11 A12

0 A22

][
x1(t)
x2(t)

]
+

[
B1

0

]
u(t), (70)

y(t) =
[
C1 C2

][x1(t)
x2(t)

]
+Du(t). (71)

While the states x1(t) in subsystem 1 are affected by both the inputs u(t) and the states
x2(t) in subsystem 2, the second subsystem is structured in such a way that its states x2(t)cannot be affected either by the inputs u(t) or by subsystem 1. Therefore, it is said that thestates x2(t) are uncontrollable and its dynamics will depend solely on the initial conditions
x2(0). If it is not possible to find such a transformation, the system (A,B,C,D) is said tobe completely controllable [104].
2.2.3 ObservabilitySimilarly, suppose it is possible to find a transformation that divides the states into twogroups, x1(t) and x2(t), creating two subsystems as illustrated in Figure 23.The resulting system would be represented in state-space form as:

d
dt

[
x1(t)
x2(t)

]
=

[
A11 0
A21 A22

][
x1(t)
x2(t)

]
+

[
B1

B2

]
u(t), (72)

y(t) =
[
C1 0

][x1(t)
x2(t)

]
+Du(t). (73)
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Figure 23: Representation of a system containing an observable and an unobservable group ofstates [104].

While the states x1(t) of subsystem 1 influence the outputs y(t) and therefore canbe measured or observed from outside the system, the same is not true for system 2.The states x2(t) do not directly influence the outputs y(t) and do not influence system 1.Because changes in these states cannot be observed from outside the system, the states
x2(t) are said to be unobservable. If such a transformation does not exist, it is said that thesystem (A,B,C,D) is completely observable [104].
2.2.4 Minimal Realisation
The previous definitions of controllability andobservability can be used to define a canonicalstructure for the state-space representation of the system (A,B,C,D). A transformationexists [104] that divides the system states x(t) into four mutually exclusive groups x =
(xa,xb,xc,xd). These groups define four different subsystems, namely:

• Part (a): Completely controllable but unobservable;
• Part (b): Completely controllable and completely observable;
• Part (c): Uncontrollable and unobservable;
• Part (d): Uncontrollable but completely observable.
The state-space matrices rearranged into the canonical structure are given by:

A =




Aaa Aab Aac Aad

0 Abb 0 Abd

0 0 Acc Acd

0 0 0 Add


 , (74)

B =




Ba

Bb

0
0


 , (75)

C =
[
0 Cb 0 Cd

]
. (76)

Minimal realisation theory states that the impulse-response matrix of the system willdepend only on the parameters of the completely controllable and completely observable
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Part (b) of the system [104], that is,
S(t,τ) = Cb

ΦΦΦ
bb(t,τ)Bb, (77)

where ΦΦΦ
bb(t,τ) is the state transition matrix corresponding to Abb.This result is significant because it demonstrates that the original system representation

(A,B,C,D) can be reduced to (Abb,Bb,Cb,D)while still accurately capturing the system’sinput-output behaviour. This reduction limits the number of states needed to describethe system dynamics from x(t) to xb(t), thus reducing the order of the representation.The reduced-order representation is a minimal order realisation of the system and is al-gebraically equivalent to (A,B,C,D). Additionally, from another perspective, if a systemrealisation is both controllable and observable and no transformation exists that sepa-rates the states into uncontrollable or unobservable parts, then it qualifies as a minimalrealisation [105].Figure 24 illustrates minimal realisation theory using a simple third-order system. Thesystem is initially represented by three state variables, x1, x2 and x3, as shown in Figure 24(a). In the same figure, it can be observed that among all possible states in the state space,only a limited subset, highlighted in blue, is both controllable and observable. Furthermore,this set of controllable and observable states lies on a plane, indicating that they can berepresented in two dimensions rather than the original three-dimensional representation.Consequently, through an appropriate transformation that yields new state variables x1 and
x2, it is possible to reduce the state representation to a second-order system, as depictedin Figure24 (b).

Controllable andobservable states

Plane

State space

(a)

Controllable andobservable states

Plane
State space

(b)

Figure 24: State space containing a set of controllable and observable states represented in (a) third-order state space with coordinates x =
[
x1 x2 x3

] and (b) reduced second-order state space withcoordinates x̄ =
[
x̄1 x̄2

].

2.3 Balanced Truncation Method
The previous section defined the concepts of controllability and observability, highlightingthat the number of controllable and observable states within a system is influenced by thechoice of coordinate system. These concepts were treated as discrete properties, meaninga state is either controllable and observable or it is not. The insights gained from thisanalysis enabled an exact model reduction based on minimal realisation theory.This section shifts the focus to controllability and observability as quantifiable proper-ties. This perspective enables not only the determination of whether a state is controllable
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or observable but also the measurement of its degree of controllability and observabilityalong a continuum. To begin, the concepts of input-to-state and state-to-output maps willbe introduced, followed by the derivation of the Gramians, which serve as metrics for mea-suring controllability and observability. A geometrical interpretation of these propertieswill also be provided. Finally, the section will present the balanced truncation method,which generates an approximate realisation of a model within a specified error bound.
2.3.1 Impulse-Response Matrix and its Decomposition
To quantify the controllability and observability, the first step is to decompose the system’simpulse-response matrix S(t), which characterises its input-output behaviour into twoparts: an input-to-state map X(t) and a state-to-output map Y(t) as shown in Figure 25. Itis considered that the input u(t) = δδδ (t) causes the state x(t) while the initial conditions
x(0) cause the output y(t) = Y(t)x(0) [86].

Controllablesubspace
Observablesubspace

Unit norminput

Impulse response matrix

Input space State space Output space

Input-to-state map State-to-output map
Figure 25: Diagram showing impulse response matrix decomposition for a system with 2 inputs, 2outputs, and 3 state variables.

For this purpose, consider the modified model of the system originally described byEquations (50) and (51). To facilitate the analysis, it is assumed that D = 0. Additionally, atest input vector d(t) is included in the state equation to help verify the observability ofthe system, leading to the following representation:
ẋ(t) = Ax(t)+Bu(t)+d(t), (78)
y(t) = Cx(t). (79)

The main goal of the following development is to use a test signal, which is chosenas the impulse function δδδ (t), to characterise the controllable and observable subspaces.Based on this information, it will be possible to determine the minimal realisation of thesystem. Note that other scalar functions, such as the unit step, could have been selectedas test signals [107].Suppose a sequence of impulses is applied as an input u(t) = δδδ (t) and the respectivestate responses are measured as indicated in Figure 26. It is proved in [107] that the set
X(t) of all functions corresponding to the state responses, also known as input-to-statemap, is given by:

X(t) = eAtB. (80)
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Using this test system, it is possible to determine the controllable subspace Xc, whichconsists of all possible state responses of themodel to the input test signals. Inmathematicalterms, Xc is determined as the subspace of least dimension that contains the image of
X(t).

+ +
+

Measure stateresponse

Apply testsignals
Figure 26: Signal injection test for characterizing the controllable subspace [107].

Similarly, suppose a sequence of impulses is applied to the test point indicated in Figure27 such that d(t) = δδδ (t). The setY(t) of all output responses to the test signals, also knownas state-to-output map, is given by:
Y(t) = CeAt . (81)

Based on this test, it is possible to determine the observable subspace Xo, which isdefined as the subspace of least dimension containing the image of Y∗(t).

+ +
+

Apply test signals Measureoutput response

Figure 27: Signal injection test for characterizing the observable subspace [107].

2.3.2 Controllability and Observability GramiansThe input-to-state X(t) and state-to-output Y(t)maps can be used to characterise andquantify the controllability and observability of a system by utilising a new operationintroduced in this section.Let F(t) be a piecewise continuous map R→ Rn×m. F(t) can be regarded as a set of nsignals, where each signal is represented by a vector involving m variables as follows:

F(t) =




f1(t)
f2(t)...
fn(t)


 , (82)
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where fi(t) =
[

f i1(t) f i2(t) · · · f im(t)
] is a row vector of functions corresponding tothe i-th signal.An operation known as Gramian and denoted by W2 can be defined for F(t) over thetime interval [t1, t2]. Mathematically, this is represented as [107]:

W2 =
∫ t2

t1
F(t)F∗(t)dt. (83)

Substituting Equation (82) into (83), the Gramian definition can be expanded andrewritten in matrix form as:

W2 =




⟨f1(t), f1(t)⟩ ⟨f1(t), f2(t)⟩ · · · ⟨f1(t), fn(t)⟩
⟨f2(t), f1(t)⟩ ⟨f2(t), f2(t)⟩ · · · ⟨f2(t), fn(t)⟩... ... ...
⟨fn(t), f1(t)⟩ ⟨fn(t), f2(t)⟩ · · · ⟨fn(t), fn(t)⟩


 , (84)

where ⟨fi(t), f j(t)⟩ is the inner product of the vectors fi(t) and f j(t).The matrix elements where i = j in Equation (84) carry a special relevance since theinner product ⟨fi(t), fi(t)⟩ denotes the energy of the signal fi(t) and it is defined as:
E = ⟨fi(t), fi(t)⟩=

∫ t2

t1
∥fi(t)∥dt. (85)

Thus, the total energy in the signal set F(t) over the interval [t1, t2] can be calculatedby summing up all the elements in the diagonal of the Gramian W2 as illustrated in Figure28. Mathematically, this corresponds to:
∫ t2

t1
∥F(t)∥2

F dt = tr
(∫ t2

t1
F(t)F∗(t)dt

)
, (86)

where tr(·) represents the trace operation, consisting of the sum of all elements on themain diagonal of a square matrix.

Figure 28: Relationship between Gramian matrix entries of a signal set F(t) =
[
f1(t) f2(t)

]T andthe signal energy.

It is possible to define the concepts of controllability and observability Gramians byapplying the Gramian definition from Equation (83) to the input-to-state X(t) and state-to-output Y(t)maps, respectively [86]. Mathematically, the controllability GramianP can becalculated from the input-to-state map X(t) over the time interval [t1, t2] as:
P = ∑

t
X(t)X(t)∗ =

∫ t2

t1
eAtBB∗eA∗tdt. (87)
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Similarly, the observability GramianQ is calculated from the state-to-output map Y(t)over the time interval [t1, t2] as:
Q= ∑

t
Y(t)∗Y(t) =

∫ t2

t1
eA∗tC∗CeAtdt. (88)

If the Gramians are calculated over the interval [0,∞), they are termed infinite Gramiansand denoted byP∞ andQ∞. In practice, for stable systems, instead of directly solving theintegrals in Equations (87) and (88), the Gramians can be calculated by solving a set of twoequations known as the Lyapunov equations that are written as follows [86]:
AP+PA∗+BB∗ = 0, (89)
A∗Q+QA+C∗C = 0. (90)

The system is said to be controllable or observable at every t0 in [t1, t2] if the respectiveGramians are nonsingular and therefore invertible [108]. In addition to that, it is possibleto quantify how controllable or observable a state is by measuring, respectively, the energynecessary to drive a state to a value or the energy obtained from the states in the output.The controllability GramianP is associated with the minimal input energy Ec required totake the states from 0 to x within an amount of time given by t [86]. Mathematically, it iscomputed as:
E2

c (x, t) = x∗P−1x. (91)
A high value of Ec indicates that the state is not easily controllable, as it requires moreenergy to change its value. The minimum energy needed depends on two factors. The firstis the target state that must be reached; states that are further away require more energyto reach, and certain directions in the state space may be more challenging to control thanothers. The second factor influencing the minimum energy is the time t at which the targetstate must be reached. This time dependence is implicit in Equation (91) and is related tothe controllability GramianP . One consequence of this relationship is that a larger set ofstates can be reached with the same input energy if more time is available, as illustrated inFigure 29. Conversely, reaching a state faster requires more energy.

State space State space

Figure 29: Controllable subspace ellipsoids showing states that are reachable by a unit norm inputfor t = t1 and t = t2, with t2 > t1 [109].

Similarly, the observability GramianQ indicates the maximum amount of energy Eoobtained from the output caused by the initial condition of a state [86]. The higher thevalue of Eo, the more observable a state is. The relationship is given by:
E2

o (x, t) = x∗Qx. (92)
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2.3.3 Geometrical Interpretation of Controllability and Observability
The previous discussion emphasised that certain directions within the state space maybe more controllable or observable than others. This concept can be further exploredby recognising that states with the same level of controllability or observability form anellipsoid in the state space. The characterisation of this ellipsoid illustrates which directionsin the state space are more controllable or observable.
Controllability Characterisation
Considering the input-to-state map X(t), the image of the unit sphere under this map willprovide the set of all points in the state space reachable from the zero-state condition byan input of unit norm. The image of this linear map in the state space will have the form ofan ellipsoid as shown in Figure 30 (a), and it represents the set Sc(∞) of all the states thatcan be reached with a unit energy input in infinite time [110]. Mathematically,

Sc(∞) = {x ∈ Rn ; x∗P−1x ≤ 1}. (93)
Similar ellipsoids can be obtained, considering the input is applied only for a finite timeinterval. Since a unit norm input can reach all the states on the ellipsoid’s surface, theycan be considered equally controllable. However, due to the form of the ellipsoid, somepoints in the surface representing states will be closer to the origin. This indicates thatsome directions are more easily reachable than others [111].The axes of the ellipsoid are determined by applying eigendecomposition to the con-trollability Gramian and determining its eigenvalues. More information about the eigen-decomposition can be found in Appendix C. Let λ1,λ2, · · · ,λn be the eigenvalues of thecontrollability GramianP and v1,v2, · · · ,vn its eigenvectors. Based on this transformation,the k-th semi-axis of the controllability ellipsoid is given by√λkvk [110]. Therefore, theeigenvalues λk and eigenvectors vk are said to represent the spatial distribution of theenergy in the input-to-state map X(t) as illustrated in Figure 30 (a).

Observability Characterisation
A similar analysis can be made considering the state-to-output map Y(t). The set So(∞) ofinitial states that result over an infinite time in a unit energy output is given by [110]:

So(∞) = {x ∈ Rn ; x∗Qx ≤ 1}. (94)
Let ξ1,ξ2, · · · ,ξn be the eigenvalues of the observability GramianQ and w1,w2, · · · ,wnits eigenvectors. Then the k-th semi-axis of the observability ellipsoid is given by (1/√ξk)wk[110] as illustrated in Figure 30 (b). The directions where the axis is further from the originrepresent weekly observable states since a larger state value is needed to produce thesame unitary output. This is opposite to the controllability ellipsoid, where the major axisrepresents strongly controllable states.

2.3.4 Method Description
The controllability and observability Gramians measure how controllable or observable astate is. However, if a state is found to be poorly controllable or observable, no conclusioncan be made regarding its contribution to the system’s input-output behaviour. This isbecause a state with low controllability might be highly observable or vice versa. A sys-tem where the states have different levels of controllability and observability that do notnecessarily match is called unbalanced. This situation is illustrated in Figure 31.
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(a) (b)
Figure 30: State space containing ellipsoids representing (a) a controllable and (b) an observablesubspace with axes characterised by their eigenvalues and eigenvectors.

Observablesubspace
Controllablesubspace

Figure 31: Controllable and observable subspaces for an unbalanced system [105].

The balanced truncation method transforms the state space representation into abalanced system by finding a coordinate transformation Tb such that:
xb = Tbx, (95)

where xb is the state vector within the balanced coordinate system, and x indicates thestate vector in the original coordinate system.
In the balanced coordinate system, the Gramians are diagonal and equal to the Hankelmatrix ΣΣΣ

2. Additionally, their diagonal elements represent singular values σk referred to asthe Hankel Singular Values (HSVs) [112]. This relationship can be expressed as follows:
Pb =Qb = ΣΣΣ

2 = diag(σk). (96)
This establishes a direct one-to-one correspondence between the HSV and the states inthe balanced realisation. For brevity, details on computing Tb are not included, but furtherinformation can be found in [86].
Assuming D = 0 for simplicity, the state-space representation from Equations (50) and
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(51) can now be realised as:
ẋb(t) = Abxb(t)+Bbu(t), (97)
y(t) = Cbxb(t), (98)

where Ab = TbATb
−1, Bb = TbB and Cb = CTb

−1.
This balanced realisation can be divided into two interconnected subsystems by rear-ranging the state variables xb such that the singular values of ΣΣΣ are non-increasing, that is,

σ1 ≥ σ2 ≥ ...≥ σn ≥ 0. Mathematically,
[

ẋ1
b(t)

ẋ2
b(t)

]
=

[
Ab

11 Ab
12

Ab
21 Ab

22

][
xb

1(t)
xb

2(t)

]
+

[
Bb

1

Bb
2

]
u(t), (99)

y(t) =
[
Cb

1 Cb
2]
[

xb
1(t)

xb
2(t)

]
. (100)

An approximation of the system can be obtained based on the fact that the Hankelmatrix ΣΣΣ
2 is nearly singular; that is, some of the HSVs are approximately zero. Since systemorder is determined by the number of nonzero singular values of the Hankel matrix [107],an approximate lower-order model is obtained by truncating the portion of the systemassociated with small HSVs.

2.4 Case Study: Voltage Source Converter
This section demonstrates the use of the balanced truncation method to develop reduced-order models for a VSC converter connected to a grid equivalent. The subsequent subsec-tions will cover the model, its implementation, and the results achieved.
2.4.1 Model Description
The case study consists of a 10th order VSC model connected to an equivalent AC networkand a constant DC source. Figure 32 illustrates the modelled system. An averaged-valuemodel is used for the VSC according to details provided in [64]. This model represents theconverter’s AC and DC sides as controlled voltage and current sources at nominal frequency,neglecting the switching harmonics and lower-level controls. It is suitable for representingboth two- and three-level VSCs as well as MMCs. The control system consists of activeand reactive power controls; decoupled AC current control implemented in dq referenceframe including voltage feed-forward filters; and anαβ -PLL implemented according to [113].Figure 33 summarises the control structure. A detailed mathematical description of eachcomponent of the system follows.

Figure 32: Diagram illustrating the VSC model connected to the AC network.
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Figure 33: Diagram illustrating the VSC control system.

Grid EquivalentThe network is represented by a grid equivalent consisting of a voltage sourceUgrid behindan impedance Zgrid = Rgrid + jωLgrid . To facilitate studies involving the impact of the gridstrength, the grid impedance is expressed as a function of the desired SCR and X/R ratio.This is achieved by first defining the SCR as the ratio between the short circuit power Sscand the nominal power Sn of the installed converter, expressed as:
SCR =

Ssc

Sn
. (101)

In the previous equation, the short circuit power can be calculated as a function of thegrid nominal voltageUgrid and impedance magnitude |Zgrid | as:
Ssc =

U2
grid

|Zgrid |
. (102)
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Finally, substituting Equation (102) into (101), the grid impedance magnitude |Zgrid | andangle θ can be calculated as functions of the SCR and X/R ratio as follows:
|Zgrid |=

U2
grid

SCR ·Sn
, (103)

θ = arctan
(

Xgrid

Rgrid

)
. (104)

AC Side DynamicsThe dynamics of the AC side, which includes the grid equivalent and the converter ACequations, are represented by a set of three equations describing the behaviour of eachphase in the abc reference frame, shown below in vector notation:
Uabc

ac −Uabc
pcc = RvscIabc

ac +Lvsc
dIabc

ac

dt
, (105)

where Uabc
ac is a vector representing the AC-side controlled voltage source, Uabc

pcc is thevoltage at the PCC, Iabc
ac is the AC current and Rvsc and Lvsc are the equivalent converterresistance and inductance, respectively.To simplify the design of the converter controls, it is beneficial to express these equationsin the dq0 reference frame, which converts sinusoidal voltages and currents into constantvalues. For reference, Appendix B provides an overview of the various transformations.This conversion is achieved in two phases [114]. Initially, Equation (105) is transformed intothe αβγ reference frame, yielding:

Uαβγ
ac −Uαβγ

pcc = RvscIαβγ
ac +Lvsc

dIαβγ
ac

dt
. (106)

Since this work focuses exclusively on balanced systems, the term γ is omitted. Next,the expression is converted from the αβ to the dq frame by applying a rotation to eachvariable. The relationship governing the rotation of a variable x at a rotation speed ω is asfollows:
xαβ = xdqe jωt . (107)

Substituting Equation (107) into (106) results in the following expression describing thedynamics of the AC side in the dq frame:
Udq

ac −Udq
pcc = RvscIdq

ac +Lvsc
dIdq

ac

dt
+ jωLvscIdq

ac . (108)
where Udq

ac =
[
Ud

ac Uq
ac
]T is the AC-side controlled voltage source, Udq

pcc =
[
Ud

pcc Uq
pcc

]T

is the voltage vector at the PCC, Idq
ac =

[
Id
ac Iq

ac
]T is the AC current and Rvsc and Lvsc arethe equivalent converter resistance and inductance, respectively.Note that when the αβ terms are rotated into dq terms this leads to a cross-couplingbetween d and q axis due to the imaginary term jωLvsc. This cross-coupling effect needsto be accounted for when designing the AC current control, as will be demonstrated later.

Converter DC SideThe converter’s DC side is represented by a current source, with its value derived from thepower balance equation. This equation assumes power is transferred between the AC and
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DC sides without any losses. Therefore, the total power produced or consumed by the ACside sourceUac is equal to the power output from the DC sourceUdc. This relationship canbe expressed as:
Pac = Re{UacI∗ac}=UdcIdc = Pdc. (109)

The value of the DC current source is then obtained by isolating the DC current inEquation (109) as follows:
Idc =

Ud
acId

ac +Uq
acIq

ac

Udc
. (110)

AC Current Control
A control system must be designed to adjust the AC currents based on a reference valuederived from the active and reactive power controls. This control is based on Equation(108), which represents the dynamics of the AC side. It is implemented using a Proportionaland Integral (PI) controller in the dq-frame, as illustrated in Figure 33. The key equationsthat describe the control loop are as follows:

Ud∗
ac = (Id∗

ac − Id,meas
ac )

(
Kp,id +

Ki,id

s

)
+Ud

pcc + Iq,meas
ac Lvscω, (111)

Uq∗
ac = (Iq∗

ac − Iq,meas
ac )

(
Kp,iq +

Ki,iq

s

)
+Uq

pcc − Id,meas
ac Lvscω, (112)

whereKp,id ,Kp,iq are the controllers’ proportional gains andKi,id andKi,iq are their integralgains.
Phase-Locked Loop
To ensure that the control system operates correctly, it is essential to estimate the voltageangle at the PCC. This can be achieved by using a Phase-Locked Loop (PLL). For this casestudy, the αβ -PLL is selected and implemented according to the specifications outlinedin [113, 115], as illustrated in Figure 33.The input for the PI controller is determined based on an approximation that formsthe basis of the working principle of the αβ -PLL. This approximation is mathematicallyexpressed as:

sin(θgrid −θpll)≈ sin(θgrid)cos(θpll)− sin(θpll)cos(θgrid), (113)
where θgrid is the grid voltage angle and θpll is the grid angle measured by the PLL.Using this approximation, the grid frequency measured by the PLL, denoted as ωpll in
rad/s, can be formulated as:

ωpll =

(
Kp,pll +

Ki,pll

s

)
sin(θgrid −θpll), (114)

where Kp,pll and Ki,pll are the proportional and integral terms of the PI controller, respec-tively.Once the measured frequency ωpll is computed, the measured grid angle θpll can bederived as:
θpll =

ωpll

s
. (115)
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Voltage Feed-Forward Filter
Equation (108) illustrates the dynamics of the AC side, indicating that the AC bus voltages
Ud

pcc andUq
pcc are subtracted from the inner VSC-controlled voltagesUd

ac andUq
ac, respec-tively. The current control system is designed to compensate for these AC bus voltages,which are referred to in control theory as load disturbances. When a transient occurs in thegrid voltage, they are injected into the control system, impacting its dynamic performance.To mitigate these effects, a feed-forward filter can be employed [116].A first-order low-pass voltage-feedforward filter was used, where ω f f represents thefilter’s cutoff frequency. It can also be regarded as its bandwidth. The filter’s transferfunction G f f (s) is given by:

G f f (s) =
ω f f

s+ω f f
. (116)

Active and Reactive Power Control
Active and reactive power controls are derived from the instantaneous power equations inthe dq0 frame presented in Appendix B. These equations assume that the zero-sequencecomponents of the voltage are neglected; that is,Uq

pcc =U0
pcc = 0. Consequently, the active

P and reactive Q power are expressed as:
P =

3
2

Ud
pccId

ac, (117)

Q =−3
2

Ud
pccIq

ac. (118)
The AC current components Id

ac and Iq
ac can be isolated from Equations (117) and (118)to derive a control rule as follows:

Id
ac =

P
3
2

Ud
pcc

, (119)

Iq
ac =− Q

3
2

Ud
pcc

. (120)

In order to avoid potential issues with measuring the PCC voltage Ud
pcc and feeding

it forward to the control loop, the nominal value Ud,nom
pcc for the voltage is instead used.Equations (119) and (120) then become:

Id
ac =

P
3
2

Ud,nom
pcc

, (121)

Iq
ac =− Q

3
2

Ud,nom
pcc

. (122)

Finally, themain equations describing the active and reactive power controls are derivedas:
Id∗
ac =

1
3
2

Ud,nom
pcc

(P∗
ac −Pmeas

ac )

(
Kp,P +

Ki,P

s

)
, (123)
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Iq∗
ac =− 1

3
2

Ud,nom
pcc

(Q∗
ac −Qmeas

ac )

(
Kp,Q +

Ki,Q

s

)
, (124)

where P∗
ac and Q∗

ac are the active and reactive power references, respectively, Pmeas
ac and

Qmeas
ac are the measured active and reactive power, Kp,P, Kp,Q are the controllers’ propor-tional gains and Ki,P and Ki,Q are their integral gains.

ModulationThe internal converter AC voltage Udq
ac is regulated using the modulation indexes md and

mq in the rotating dq frame [64]. This can be expressed as:
Ud

ac =

√
3

2
√

2
Udcmd , (125)

Uq
ac =

√
3

2
√

2
Udcmq. (126)

Thus, the control can be implemented by isolating the md and mq in Equations (125)and (126), yielding the reference modulation indexes m∗
d and m∗

q:
m∗

d =
2
√

2√
3

Ud∗
ac

Udc
, (127)

m∗
q =

2
√

2√
3

Uq∗
ac

Udc
. (128)

2.4.2 Model ImplementationThemodel introduced earlier serves as the full-ordermodel for the analysis in this section. Itwas implemented using MATLAB/Simulink, and a state-space representation was obtainedby linearising the system based on the chosen active and reactive power setpoints of
P∗

ac = 0.9 p.u. and Q∗
ac = 0.2 p.u., respectively. Details regarding the parameters used inthe case study can be found in Table 6 for the VSC and grid equivalent. The control tuningfor the VSC is specified as a function of the response time τ and the damping ratio ζ . Formore information on the tuning of each controller, refer to Appendix F.

2.4.3 Application of Balanced TruncationThe state-space model of the original full-order system consists of 10 state variables x, asfollows:
x =

[
y f f d Id

ac Iq
ac θpll yq yiq y f f q yp yid ypll

]T
, (129)

where yp and yq represent the states corresponding to the active and reactive powercontroller integrators, y f f d and y f f q are associated with the voltage feedforward states,
yid and yiq are the states associated with the current control integrators, and θpll and yplldenote the states connected to the PLL.The analysis begins with the original state-space realisation of the system, where thecontrollability and observability Gramians are calculated using Equations (87) and (88). Theresults are presented in Table 7, showing values rounded to two decimal places. Each rowof the table represents the controllability and observability associated with a state variable.It is clear that some states exhibit high controllability while being poorly observable, andvice versa. This indicates an imbalance in the system’s original state-space realisation, asthe states have varying levels of controllability and observability that do not align.
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Table 6: VSC case study reference parameters.
System Name Symbol Value

VSC

Rated apparent power Srated 1 GVADC bus voltage Udc 640 kVAC bus voltage Upcc 192 kVVSC equivalent inductance Lvsc 82.70 mHVSC equivalent resistance Rvsc 1.03 ΩActive/reactive power control time const. τpq 100 msAC current control time constant τidq 10 msAC current control damping ratio ζidq 0.7PLL time constant τpll 50 msPLL damping ratio ζpll 0.7Voltage feed-forward bandwidth ω f f 3000 rad/s

Grid equivalent
Equivalent resistance Rgrid 1.47 ΩEquivalent inductance Lgrid 46.90 mHShort-circuit ratio SCR 2.49X/R ratio XR 10

According to the balanced truncation method, a balancing transformation Tb canbe derived to change the state space coordinates, ensuring that the Gramians becomebalanced. By applying this transformation, the states are expressed in a new coordinatesystem, denoted as xb. The transformation is achieved using Equation (95).With the states nowexpressed in this new coordinate system, the state-space realisationis reformulated according to Equations (97) and (98). The Gramians have been recalculated,and the results are presented in Table 8. The first column of this table lists the states inthe new coordinate system. Unlike the states shown in Table 7, which are directly relatedto different components of the converter and its controls, the states in Table 8 do notcorrespond to specific components of the physical system. This difference occurs due tothe application of the balancing coordinate transformation. Additionally, the new state-space realisation is balanced, as demonstrated by the fact that the controllability andobservability Gramians for each state have the same value. As mentioned earlier, thesevalues correspond to the HSVs.Reduced order models can be obtained by first ranking the states in descending orderbased on their corresponding HSV as shown in Table 8. States with higher HSV have moreimpact on the system’s response. Consequently, reduced order models can be created byeliminating the states with lower HSVs, which are found at the bottom rows of the table.To demonstrate this method and validate the results, two reduced-order models havebeen developed. The first is a second-order model that retains the first two states fromthe balanced model realization:
xred,1

b =
[
x1 x2

] (130)
The second model is a fourth-order model, which incorporates the first four states:

xred,2
b =

[
x1 x2 x3 x4

] (131)
The responses of the full model and the two derived reduced-order models are com-pared, as shown in Figure 34. This figure displays the active power response of all models
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Table 7: Controllability and observability Gramians for the VSC state-space model in the original statespace coordinates.
State variables
x

Controllability
P(k,k)

Observability
Q(k,k)

y f f d 0.00 225.78
Id
ac 67.10 0.00

Iq
ac 116.92 0.00

θpll 115.72 0.01
yq 2.41 0.07
yiq 5.92 0.00
y f f q 0.00 251.12
yp 18.11 0.05
yid 1.46 0.00
ypll 0.00 0.00

Table 8: Controllability and observability Gramians for the VSC state-space model in the balancedstate space coordinates.
State variables
xb

Controllability
P(k,k)

Observability
Q(k,k)

x1 1.25 1.25
x2 0.89 0.89
x3 0.32 0.32
x4 0.15 0.15
x5 0.10 0.10
x6 0.08 0.08
x7 0.06 0.06
x8 0.03 0.03
x9 0.02 0.02
x10 0.01 0.01

to a step change of ∆P∗
ac = 0.02 p.u. It is clear that the second-order model exhibits con-siderable deviation from the full-order model, particularly during the initial response from0.1 seconds to 0.3 seconds. In contrast, the fourth-order model demonstrates better per-formance, especially at the beginning of the response.

It can be concluded that the system response can be reasonably approximated by amodel of order as low as four. From a computational standpoint, this approach is advan-tageous as it simplifies the model complexity, leading to improved computational speed.However, when it comes to gaining a better understanding of the system’s behaviour andidentifying which components influence the system’s response, the method is not suitable.This is because, after applying the balancing transformation, the state variables lose theirphysical interpretation. Consequently, while the method may indicate that the first fourstates [x1 x2 x3 x4
] are the most relevant to the system dynamics, this information ispurely mathematical and lacks physical significance. It does not reveal which parts of theVSC models are relevant.
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Figure 34: Time-domain response of themeasured active power to a step in the active power referencefor full and reduced models.

2.5 Conclusion
This chapter provided a comprehensive overview of the fundamental concepts of modelorder reduction, with a specific emphasis on the balanced truncation method. It began byintroducing the state-space representation for linear systems, emphasising that the choiceof a coordinate system for representing a system’s internal states is arbitrary. The conceptsof controllability and observability were then presented, demonstrating how one canachieve a minimal realisation of a system, that is, a representation with the lowest possibleorder, by selecting a coordinate frame that maximises the number of uncontrollable orunobservable states, which can then be neglected.The chapter also introduced the controllability and observability Gramians as tools tomeasure the controllability and observability of states across a continuum. This led to thebalanced truncation method, which identifies a balancing transformation such that, in thenewly defined coordinate system, the states exhibit equal controllability and observability.The method then truncates states that contribute the least to the system’s overall response,as illustrated by a case study of a VSC system.It is important to note that implementing the balancing transformation results in statevariables that have only mathematical significance and are no longer directly related to thephysical system. This lack of association makes it difficult for power system experts to applythese methods to understand which components and control models to use in practicalsystem studies. While this technique generally offers high computational efficiency andscalability, aiming to achieve a near-optimal reduction in the number of states in the model,the downside is that the results often become less intuitive and harder to interpret, as themathematical models lose their physical meaning.Chapter 3 addresses these limitations by adapting the balanced truncation method andintroducing two novel MOR methods that can be used to determine the modelling detailsrequired for converter-dominated systems, taking into account dynamics across varioustime scales. The proposed methods aim to enhance the interpretability of results and facil-itate direct model reduction, eliminating the need for a coordinate system transformation,thereby preserving the relationship between the states and the physical system.
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3 Methodologies for Physics-Preserving Model Reduction
This chapter introduces twomethodologies that aim to systematically address the challengeof determining the appropriate level of modelling detail required for stability studiesin converter-dominated power systems. Traditional MOR techniques, while effective inreducing complexity, often obscure the direct physical interpretation of states and systemcomponents, making practical application challenging.

To overcome this limitation, two novel physics-preserving MOR methods are proposed,which adapt the balanced truncation approach introduced in Chapter 2. Method 1, the Event-Based Model Reduction, allows identifying states that significantly contribute to systemdynamics following specific disturbances, thus ensuring accurate simulations withoutunnecessary computational complexity.Method2,Model Reduction forDifferent FrequencyRanges, extends this approach by evaluating the contribution of system states acrossspecific frequency intervals, enabling targeted and efficient model simplifications tailoredto particular dynamic phenomena. Both methods retain the physical meaning of states,facilitating their direct integration into practical power system stability studies.
The chapter provides a detailed theoretical foundation for both methodologies, de-scribes the algorithms used, and explains their physical interpretation. To illustrate theeffectiveness and applicability of these methods, the chapter concludes with a case studythat demonstrates the application of these techniques. Part of this chapter draws on thefindings published in II.

3.1 Method 1: Event-Based Model Reduction

Method 1 for model order reduction offers a technique to create generic reduced modelsbased on how the system responds to an event. These models are chosen according to thedegree of each state’s impact on the overall response, focusing on the frequency range thatis most significantly excited by the event. Figure 35 demonstrates the method. Subsequentsections will outline the essential mathematical background and the development of themodel reduction algorithm.

Components contributing themost to the system response

Inputs andoutputs

System response

Approximatesystem response

Figure 35: Diagram illustrating the application of Method 1 for model order reduction.
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3.1.1 Controllability and Observability Operators
The main idea behind the proposed method is to leverage the concepts of controllabilityand observability to quantify the importance of a state to the system’s response. Thisapproach, however, does not require a coordinate transformation, which distinguishesit from the balanced truncation method presented in Chapter 2. This section introducesthe concepts of controllability and observability operators, which are fundamental to thedevelopment of the proposed MOR approach. These operators establish a relationshipbetween inputs, initial conditions, and outputs.Consider the system represented in state-space by the Equations (50) and (51). Forsimplicity, assume the system has only one input and one output and is, therefore, aSingle-Input Single-Output (SISO) system described by:

ẋ(t) = Ax(t)+Bu(t), (132)
y(t) = Cx(t)+Du(t), (133)

where A ∈ Rn×n, B ∈ Rn×1, C ∈ R1×n and D ∈ R1×1 are the state-space matrices.
Controllability Operator
Let u(t) be an input applied to this system during the time interval t ∈ (−∞,0]. The value
x0 of the states at the instant t = 0 can be calculated using the controllability operator ΨΨΨcas follows:

x0 = ΨΨΨcu(t), (134)
where ΨΨΨc = [Ψ

(1)
c Ψ

(2)
c ··· Ψ

(n)
c ]T is a column vector and Ψ

(k)
c represents the controllabilityoperator associated with the k-th state.Furthermore, the controllability operator ΨΨΨc : L2(−∞,0]→ Rn can be defined in rela-tion to the input and the state space matrices as follows [105]:

u 7→
∫ 0

−∞

e−Aτ Bu(τ)dτ. (135)
This operator can be understood as a mapping that translates inputs defined in thepast (t ≤ 0) to the initial condition x0 at t = 0.

Observability Operator
Next, let y(t) be the output of the system resulting from the initial condition x0 over theinterval t ∈ [0,∞). The output is determined using the observability operator ΨΨΨo as follows:

y(t) = ΨΨΨox0, (136)
where ΨΨΨo = [Ψ

(1)
o Ψ

(2)
o ··· Ψ

(n)
o ] is a row vector and Ψ

(k)
o is the observability operator associ-ated with the k-th state.Additionally, the observability operatorΨΨΨo : Rn → L2[0,∞) is computed from the initialconditions and the state space matrices using the following expression [105]:

x0 7→
{

CeAtx0, for t ≥ 0
0. otherwise

(137)
This operator maps the initial condition x0 to the output of the system for t > 0, whenno input is applied.
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Finally, an important consequence of these operators is that they can be derived fromthe respective controllability and observability Gramians defined in Equations (87) and(88). This is achieved as follows:
P = ΨΨΨcΨΨΨ

∗
c , (138)

Q= ΨΨΨ
∗
oΨΨΨo. (139)

Hankel OperatorThe controllability operator maps a past input to the initial state, while the observabilityoperator relates the initial state to the output. By combining these two operators, it ispossible to define an operator that maps a past input to a future output [105] as illustratedin Figure 36. This combination is known as the Hankel operator, denoted as ΓΓΓG, and itenables the analysis of the system’s input-output behaviour. Mathematically,
ΓΓΓG = ΨΨΨoΨΨΨc. (140)

Figure 36: Relationship between the controllability and observability operators and the Hankeloperator [105].

3.1.2 Approximation of the System’s ResponseThe Hankel operator, defined in the previous section by means of the controllability andobservability operators, is used to relate a system’s input u(t) to its output y(t) as follows:
y(t) = ΨΨΨoΨΨΨcu(t). (141)

Equation (141) can be developed by expanding the vectors representing the operators,making the components of the operators associatedwith each state explicit. This expressionhighlights the contributions of the system’s state variables:
y(t) =

[
Ψ

(1)
o Ψ

(1)
c +Ψ

(2)
o Ψ

(2)
c + · · ·+Ψ

(n)
o Ψ

(n)
c

]
u(t), (142)

where Ψ
(k)
o Ψ

(k)
c represents the product between the observability and controllability oper-ators associated with the k-th state.Equation (142) shows that the system output can be broken down into n components,each linked to a state variable as illustrated in Figure 37. The output component corre-

sponding to the k-th state variable is described by Ψ
(k)
o Ψ

(k)
c u(t). Additionally, the impact of

each component on the overall output differs based on the product value Ψ
(k)
o Ψ

(k)
c , withhigher values leading to a larger contribution to the total output. Consequently, the systeminput-output behaviour can be decomposed among the state variables, making it possibleto identify and evaluate the contribution of each individual state.
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Figure 37: Example of a second-order system showing the decomposition of the outputs into thecomponents associated with each state.

Assuming the state vector is arranged in descending value of the term Ψ
(k)
o Ψ

(k)
c , it ispossible to reduce the order of the system from n to r with r < n by eliminating n− rstates denoted by x(r+1),x(r+2), . . . ,x(n). The output ŷ(t) of the reduced model is obtainedfrom Equation (142) by removing the components associated with the states that are beingeliminated, resulting in:

ŷ(t) =
[
Ψ

(1)
o Ψ

(1)
c +Ψ

(2)
o Ψ

(2)
c + · · ·+Ψ

(r)
o Ψ

(r)
c

]
u(t). (143)

3.1.3 Calculation of the Approximation Error
The approximation error incurred by reducing the model order can be defined as thedifference between the outputs of the full and reduced-order models. It is quantified usingthe L2 norm as follows:

∥y− ŷ∥2 =

∥∥∥∥∥
n

∑
k=r+1

Ψ
(k)
o Ψ

(k)
c u(t)

∥∥∥∥∥
2

. (144)

Based on the submultiplicative and triangle inequality properties, Equation (144) canbe rewritten as:
∥y− ŷ∥2 ≤

n

∑
k=r+1

∥Ψ
(k)
o ∥2∥Ψ

(k)
c ∥2∥u(t)∥2. (145)

In order to develop the right-side term of Equation (145), the controllability ∥Ψ
(k)
c ∥2 andobservability ∥Ψ

(k)
o ∥2 norms associated with the k-th state must be calculated. To achievethat, the definition of the H∞ norm of bounded operators [117] is used. More informationon Hardy spaces is found in Appendix E. The norm is defined as follows:

∥Φ∥∞ = sup{∥Φx∥2 : ∥x∥2 = 1}, (146)
where Φ is a bounded operator and Φ ∈ H∞ and x ∈ H2.Let the Ψ

(k)
o be the component of the observability operator associated with the k-thstate variable. Using the H∞ norm from Equation (146), it is possible to write an expressionrepresenting the norm of the k-th component of the observability operator. This results in:

∥Ψ
(k)
o ∥∞ = sup{∥Ψ

(k)
o x(k)0 ∥2 : |x(k)0 |= 1}. (147)
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The term in the right-side of Equation (147) can be expanded into:
∥Ψ

(k)
o x(k)0 ∥2

2 = x(k)∗0 Ψ
(k)∗
o Ψ

(k)
o x(k)0 . (148)

Using the result from Equation (148) and knowing that |x(k)0 |= 1 → x(k)0 =±1, the rightside term from Equation (147) is evaluated as:
∥Ψ

(k)
o ∥∞ =

√
Ψ

(k)∗
o Ψ

(k)
o . (149)

Similarly, let Ψ
(k)
c be the component of the controllability operator associated with the

k-th state variable. It follows from Equation (146) that:
∥Ψ

(k)
c ∥∞ = sup{∥Ψ

(k)
c u∥2 : ∥u∥2 = 1}. (150)

To evaluate the right-side term of Equation (150), it is useful to leverage the fact thatthe following two sets are equal [105, 111]:
{ΨΨΨcu : u ∈ L2(−∞,0] and ∥u∥2 ≤ 1}, (151)
{(ΨΨΨcΨΨΨ

∗
c)

1
2 xc : xc ∈ Cn and |xc| ≤ 1}. (152)

Equation (150) can then be rewritten, resulting in:
∥Ψ

(k)
c ∥∞ = sup{∥(Ψ(k)

c Ψ
(k)∗
c )

1
2 xc∥2 : |xc|= 1}. (153)

The right side term in Equation (153) can be expanded as follows:
∥(Ψ(k)

c Ψ
(k)∗
c )

1
2 xc∥2

2 = x∗cΨ
(k)
c Ψ

(k)∗
c xc. (154)

Substituting Equation (154) into (153) and knowing that |xc|= 1 → xc =±1 results in:
∥Ψ

(k)
c ∥∞ =

√
Ψ

(k)
c Ψ

(k)∗
c . (155)

It follows from the property ∥Φ∥∞ ≤ ∥Φ∥2 that the L2 norms of the controllability andobservability operators are given, respectively, by:
∥Ψ

(k)
c ∥2 ≤

√
Ψ

(k)
c Ψ

(k)∗
c , (156)

∥Ψ
(k)
o ∥2 ≤

√
Ψ

(k)∗
o Ψ

(k)
o . (157)

The operator norms in Equations (156) and (157) are related to the diagonal terms of the
controllability and observability Gramians as Ψ

(k)∗
o Ψ

(k)
o = Q(k,k) and Ψ

(k)
c Ψ

(k)∗
c = P(k,k).Taking that into consideration and substituting Equations (156) and (157) into (145), resultsin:

∥y− ŷ∥2 ≤
n

∑
k=r+1

√
Q(k,k)P(k,k)∥u(t)∥2. (158)

If the input is an impulse, that is, u(t) = δ (t), then the output y(t) is the impulseresponse denoted by h(t). The previous equations show that the norm of the impulseresponse error ∥h− ĥ∥2 is bounded by:
∥h− ĥ∥2 ≤

n

∑
k=r+1

√
Q(k,k)P(k,k). (159)
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A reduced system is obtainedwhen the error associatedwith removing a certain numberof states only has a negligible impact compared to the states remaining in the model.Similarly to the model reduction by balanced truncation, the reduced-order model is
obtained by eliminating the states that have the lowest values of√Q(k,k)P(k,k).Mathematically, this requirement can be formulated following Moore [107]. A reducedsystem exists if there is an internally dominant subsystem of order r that satisfies thefollowing equation:

r

∑
k=1

√
Q(k,k)P(k,k) ≫

n

∑
k=r+1

√
Q(k,k)P(k,k). (160)

Based on these conclusions, it is possible to define an error Er heuristic that measureshow close the reduced system is to the full system. Mathematically,
Er =

∑
n
k=r+1

√
Q(k,k)P(k,k)

∑
r
k=1

√
Q(k,k)P(k,k)

. (161)
This error measures the impact of removing certain states from the model. In otherwords, state variables that produce significant errors when removed have high participationin the system response.

3.1.4 Participation of State in Input-Output Behaviour
Equation (161), which quantifies the error in approximating a full-order model with itsreduced-order equivalent, measures not only the error from neglecting a group of statesbut can also be used to assess the influence of individual states on model accuracy. Whenconsidering the removal of a single state, specifically the k-th state, the resulting error canbe derived from Equation (161) as follows:

E(k)
r =

√
Q(k,k)P(k,k)

∑
n
i=1, i ̸=k

√
Q(i,i)P(i,i)

. (162)

This last expression shows the magnitude of the k-th state’s contribution relative toothers in the system. The system can be visualized as depicted in Figure 38, where theresulting output is derived from each state’s contribution, which is proportional to the
term√

Q(k,k)P(k,k).

Input to state State to output

Figure 38: Contribution of state variables to input-output system response.
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Thus, Equation (162) can be extended by normalising the contribution of a single state inrelation to all states within the system, including the one under analysis. This normalisationprocess highlights the significance of an individual state. Consequently, it is possible todefine the participation p(k) of the k-th state variable in the system’s input-output behaviouras:
p(k) =

√
Q(k,k)P(k,k)

∑
n
i=1

√
Q(i,i)P(i,i)

. (163)
Equation (163) provides valuable insights about the modelling details necessary forsystem studies by evaluating the contribution of each model component to the system’sresponse. This can be approached broadly by examining how various elements like transmis-sion lines, converters, or generators influence oscillations. Alternatively, a single componentcan be inspected, such as a converter, to reveal how specific parts of its model affect thesystem response, guiding the necessary accuracy of the model.

3.1.5 Physical Interpretation
This section provides the physical interpretation of the Equation (163) from a signal pointof view, highlighting the relationship between Gramians and energy transfer across thesystem from input to output. A MIMO system as described by Equations (50) and (51) isconsidered.To begin, it is important to revisit the meaning of signal energy, which was brieflyaddressed in Chapter 2. The energy of a signal is a purely mathematical concept that maybe related to the definition of energy in physics but does not necessarily correspond to it.Mathematically, the energy E of a signal vector s(t) over the interval [t1, t2] is defined as:

E = ⟨s(t),s(t)⟩=
∫ t2

t1
∥s(t)∥2

2dt. (164)
The signal energy is related to both the controllability and observability Gramians. Asdiscussed in Chapter 2, the controllability GramianP is associatedwith the energy requiredto drive the states from 0 to x0. In contrast, the observability GramianQ is a measure ofthe energy obtained from the outputs caused by the initial condition x0.Based on that, consider the physical system illustrated in Figure 38. Suppose unitary im-pulses are successively applied to each system input, and each state’s response is observed.The set of state response signals is represented by the matrix X(t) ∈ Rn×m as:

X(t) =




x1(t)
x2(t)...
xn(t)


 , (165)

where xk(t) ∈ Rm is a row vector containing the response of the k-th state to each of theinputs.The vector X(t) is the input-to-state map and can be used to obtain the controllabilityGramianP over the interval [t1, t2] as:
P =

∫ t2

t1
X(t)X(t)∗dt. (166)

Based on that, the controllability Gramian matrix from Equation (166) can be expanded,
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resulting in:

P =




⟨x1,x1⟩ ⟨x1,x2⟩ · · · ⟨x1,xn⟩
⟨x2,x1⟩ ⟨x2,x2⟩ · · · ⟨x2,xn⟩... ... ...
⟨xn,x1⟩ ⟨xn,x2⟩ · · · ⟨xn,xn⟩


 , (167)

where ⟨xk,x j⟩ denotes the inner product between the vectors xk and x j. When thesevectors are equal, their inner product ⟨xk,xk⟩ represents the total energy of the signal xkas defined in Equation (164).In other words, the k-th diagonal element of the controllability Gramian measures thetotal energy contained in the response of the k-th state to each of the inputs. A significantenergy value indicates that the impulse had a greater effect on the state. This input-to-stateenergy transfer is illustrated in the left portion of Figure 39.

Figure 39: Signal analysis of a second-order system with responses decomposed by state.

Suppose a unitary initial condition is imposed on each state, and the system’s outputsignal is observed. This set of signals is represented by the matrix Y(t) ∈ Rp×n as:
Y(t) =

[
y1(t) y2(t) · · · yn(t)

]
, (168)

where yk(t) ∈ Rp is a column vector containing the response of all outputs to the initialcondition imposed to the k-th state.The vector Y(t) is the output-to-state map, and it can be used to calculate the observ-ability GramianQ over the interval [t1, t2] as:
Q=

∫ t2

t1
Y∗(t)Y(t)dt. (169)

Based on that, the observability Gramian matrix defined in Equation (169) can beexpanded as:

Q=




⟨y1,y1⟩ ⟨y1,y2⟩ · · · ⟨y1,yn⟩
⟨y2,y1⟩ ⟨y2,y2⟩ · · · ⟨y2,yn⟩... ... ...
⟨yn,y1⟩ ⟨yn,y2⟩ · · · ⟨yn,yn⟩


 . (170)

Similar to what was observed with the controllability Gramian, the diagonal terms inthe matrix represent the signal energy measure as defined in Equation (164). In this case,
⟨yk,yk⟩measures the total energy of the outputs resulting from a unitary initial condition
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applied to the k-th state. The greater the energy, the more a state affects the output. Thisstate-to-output energy distribution is illustrated in the right portion of Figure 39.
The diagonal terms from the controllability and observability Gramians for each stateare combined into the product P(k,k)Q(k,k). Figure 39 illustrates the energy transfer frominput to output in a physical system, taking into account how the signal energy is distributedacross the states before reaching the output. The contribution of each state is reflected bythe product P(k,k)Q(k,k). If this term is large, the state will likely impact the input-outputsystem behaviour for a selected frequency range. In absolute terms, it may be difficult toderive meaningful conclusions from the product of the Gramian elements. When all statesare considered, however, the terms can be normalised. The results of this normalisationoutline the relative importance of an individual state.

3.1.6 Model Reduction Algorithm
The steps illustrated in Algorithm 1 should be followed to obtain a reduced-order modelusing the proposed method. First, the power system non-linear model should be linearisedaround an operating point, resulting in a linear state-space model.
Algorithm 1 Event-Based Model Reduction

Select system inputs u(t), outputs y(t) and operating point of the full-order model
Linearisemodel to obtain a state-space representation according to Equations (50)and (51)
Choose a Gramian computation algorithm
Calculate the controllabilityP and observabilityQ Gramians
Calculate participation p(k) of states according to Equation (163)
Choose a participation threshold ε value serving as a boundary between states thatwill be included in the model and those that will be neglected
Residualise states with a participation lower than a selected threshold ε

Return reduced state-space model

The system’s inputs and outputs are selected according to the study intended to beperformed or based on the application the reduced-order model will have. This choiceis essential as it directly affects the results. This is because the controllability is highlydependent on the inputs since it measures how those inputs can drive the system. Similarly,the observability depends on the choice of outputs because it measures the response“observed” from those outputs.
Care must be taken when selecting an algorithm for calculating the controllabilityand observability Gramians. The algorithm implemented in this thesis uses the MATLABlibrary function gram [118], which calculates the Gramians using Lyapunov equations witha full Gramian approach. This approach has a high computational cost O(n3) [119] andmay not be appropriate for realistic large-scale systems. In this case, one of the severaltechniques proposed in the literature [120], [121] may be used to speed up computation asthe proposed method is independent of the algorithm used to compute Gramians.
After computing the controllability and observability Gramians, one can assess howeach state contributes to the system’s input-output behaviour. A threshold needs to beestablished, which determines the minimum level of participation required for states to beincorporated into the model. Ultimately, the reduced model is derived by excluding thestates that exhibit low participation based on this criterion.
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3.2 Method 2: Model Reduction for Different Frequency Ranges
Method 2 for model reduction builds upon Method 1, enabling the analysis of the contribu-tion of different components of the systembroken down into frequency ranges as illustratedin Figure 40. Since this method shares some mathematical principles with Method 1, thefundamental theory will not be repeated here. Readers are encouraged to consult theprevious section for those fundamentals.

Inputs andoutputs

Components contributing to

Components contributing to

System response

Figure 40: Diagram illustrating the application of Method 2 for model order reduction.
The participation defined in Equation (163) describes the impact of the state over theentire frequency range. When studying oscillation phenomena in specific frequency ranges,it is helpful to understand the participation of the states as a function of the frequency.Certain state variables may be more closely linked to faster or slower phenomena. Forexample, state variables related to the network tend to be associated with high-frequencytransients; thus, models for quasi-steady-state studies discard those states. To this end,the concept of frequency-limited Gramians can be used to define the participation of thestates in specific frequency ranges.

3.2.1 Frequency-Limited GramiansTime-frequency duality and Parseval’s theorem can be utilised to formulate the Gramiansin the frequency domain based on their time-domain representations in Equations (87)and (88) [122]. The frequency-limited controllability and observability Gramians over theinterval [ω1,ω2], are derived as follows:
Pω =

∫
ω2

ω1

( jωI−A)−1BB∗(− jωI−A∗)−1dω, (171)
Qω =

∫
ω2

ω1

(− jωI−A∗)−1C∗C( jωI−A)−1dω. (172)
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When the entire frequency range (−∞,∞) is used, the calculation results in the infinitefrequency-domain Gramians, defined as:
Pω

∞ =
∫

∞

−∞

( jωI−A)−1BB∗(− jωI−A∗)−1dω, (173)
Qω

∞ =
∫

∞

−∞

(− jωI−A∗)−1C∗C( jωI−A)−1dω, (174)
whereP∞ andQ∞ correspond to the infinite controllability and observability Gramiansdefined over the time interval (−∞,∞).Lastly, the relationship between time and frequency domain Gramians is expressedas [122]:

Pω
∞ = 2πP∞, (175)

Qω
∞ = 2πQ∞. (176)

3.2.2 Participation of a State Over a Frequency RangeBy using Equations (171) and (172), the controllability and observability of a state can bemeasured in specific frequency intervals. They can then be used, in conjunction with
Equation (163) to define the participation p(k)ω of the k-th state variable to the input-outputsystem behaviour over the interval [ω1,ω2]. This results in:

p(k)ω =

√
Q(k,k)

ω P(k,k)
ω

∑
n
i=1

√
Q(k,k)

ω P(k,k)
ω

. (177)

Equation (177) provides a measure of which states have the highest participation in afrequency range and can thus be used to derive reduced-order models appropriate forstudies of oscillations within a frequency range. This result is obtained without applyingany coordinate changes to the state space.
3.2.3 Model Reduction AlgorithmA summary of the steps needed for obtaining a reduced order model is provided by Algo-rithm 2. As in Method 1, the inputs and outputs must be selected to define an event forwhich the system should be modelled. The system is linearised over an operating point,and the linearised system is represented in state space.When obtaining a model for a specific frequency range, this range must be definedand used during the calculation of the Gramians according to Equations (171) and (172).The Gramians can then be used to calculate each state’s participation in the input-outputbehaviour based on Equation (177). Based on the relative difference between the partic-ipation of the states, a set of the most relevant states can be chosen to represent thereduced-order model.The states with the highest participation should be included in the models, whilethe remaining states may be safely neglected. In other words, Equation (177) provides aguideline for which parts of the physical system correspond to the most relevant statesand must be modelled in detail and which ones can be simplified.
3.3 Case Study: Voltage Source Converter
This section revisits the case study presented in Chapter 2 to demonstrate how the proposedmodel reduction approaches can be applied to derive reduced-order models for a VSC
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Algorithm 2Model Reduction for Different Frequency Ranges
Select system inputs u(t), outputs y(t) and operating point of the full-order model
Linearisemodel to obtain a state-space representation according to Equations (50)and (51)
Define the frequency interval of interest [ω1,ω2]
Choose a Gramian computation algorithm
Calculate the controllabilityPω and observabilityQω Gramians within the frequencyinterval [ω1,ω2]

Calculate participation p(k)ω of states according to Equation (177)
Choose a participation threshold ε value serving as a boundary between states thatwill be included in the model and those that will be neglected
Residualise states with a participation lower than a selected threshold ε

Return reduced state-space model

converter connected to a grid equivalent. By applying the methods, the correspondencebetween states and the physical system is maintained, allowing for practical modellinginsights to be derived from the analysis. This helps identify which aspects of the model arerelevant for phenomena occurring in different frequency ranges.
3.3.1 Dynamic Analysis of the System
This section provides an initial analysis to better understand the expected dynamic be-haviour of the system. The analysis reveals that the system has ten eigenvalues, all of whichare well-damped. This is illustrated in Table 9,where the damping ratios are highlighted. Forthis study, an eigenvalue is consideredwell-damped if its damping ratio exceeds 5%. This cri-terion is determined based on the generally accepted damping ratio standards establishedby transmission system operators, which typically range from 3% to 5% [12, 123].

Table 9: List of eigenvalues for the reference VSC case study.
Eigenvalue Natural frequency (Hz) Damping ratio (%)
−1760.5± j145.2 281.1 99.7
−217.3± j218.5 49.2 70.3
−181.4± j240.4 47.9 60.2
−33.6± j41.9 8.5 62.6
−8.7 1.4 100
−5.8 0.9 100

Sensitivity to PLL Tuning
Subsequently, the sensitivity of the system to PLL tuning is examined. This evaluation isconducted by altering the PLL response time and assessing its impact on the systemmodes.For the assessment, the PLL response time tr,pll is modified from 50 ms, the original value,to 5 ms, which represents a substantially faster response time. Figure 41 illustrates thecomplex plane, where eigenvalues corresponding to various values of the PLL responsetime tr,pll are plotted. Each response time is represented by a distinct colour, as indicatedby the colourmap on the right of the figure. As the PLL response time decreases, certainmodes appear to be improved, shifting toward the left side of the complex plane. However,
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one system mode, indicated by a dashed rectangle in the figure, moves to the right side ofthe complex plane. Initially, this mode becomes poorly damped, and at the lowest responsetime values, it transitions to an unstable state.

Figure 41: Complex plane illustrating the variations in eigenvalues across different values of PLLresponse time.

System Behaviour for Fast PLL TuningUnderstanding that variations in the PLL response time have implications for certain modes,the system characteristics are subsequently analysed immediately before instability arises,specifically at a response time of tr,pll equal to 6 ms. Under these conditions, the systemfeatures ten eigenvalues, as detailed in Table 10. The eigenvalues marked in green demon-strate improved damping ratios in comparison to the reference case results outlined inTable 9. Notably, one pair of eigenvalues, denoted in red, exhibits inadequate dampingwith a ratio of 1.2%.
Table 10: List of eigenvalues for the VSC case study corresponding to a faster PLL response time of
tr,pll equal to 6 ms.

Eigenvalue Natural frequency (Hz) Damping ratio (%)
−1740.9± j149.5 278.1 99.6
−5.0± j430.2 68.5 1.2
−226.0± j218.0 50.0 72.0
−266.6± j166.1 50.0 84.9
−8.5 1.4 100
−5.9 0.9 100

In order to examine which modes experienced improvements in damping and whichmodes encountered deteriorations, as well as to gain an understanding of the components
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associated with each oscillation mode, an analysis of participation factors is conducted.The participation factors of the eigenvalues that suffered significant changes in damping,as highlighted in Table 10, are illustrated in Figure 42. The participation factors indicate thatthe mode−5.0± j430.2, which demonstrated a worsening in damping, is predominantlylinked to the states associated with the PLL and with the AC current. Conversely, the othermode that exhibited improved damping,−226.0± j218.0, is associatedwith the AC currentand AC inner current control. Lastly, −266.6± j166.1 has also shown improvements indamping and is associated with the PLL, AC currents, and current control.

(a) (b) (c)
Figure 42: Participation factors showing states involved in the (a) mode whose damping has becomeworse and the (b) and (c) modes which experienced improved damping.

The detrimental effect of increasing the PLL response time can be attributed to thefact that the system is weak at the PCC, with an SCR of 2.49. Consequently, this situationincreases the likelihood of oscillations arising from the PLL.
Finally, to assess the system’s time-domain response, an active power step of 0.02 p.u.was applied at t = 0.1 s. Figure 43 illustrates both the active power setpoint P∗

ac and themeasured active power Pmeas
ac . The measured active power follows the reference value.However, it is important to note that the power response displays oscillations, which canbe attributed to the inadequately damped mode identified previously.

Figure 43: Time-domain response of themeasured active power to a step in the active power reference.
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3.3.2 Application of Method 1In this subsection, Method 1 is applied to both system conditions analysed previously: onewith a slow PLL characterised by a rise time of tr,PLL = 50 ms and another with a fast PLLcorresponding to tr,PLL = 6 ms. The results are then compared.To implement Method 1 of model order reduction, the first step is to derive a statespace representation of the model. This requires selecting the appropriate inputs andoutputs. In this context, the dq frame grid voltagesUd
grid andUq

grid are designated as themodel inputs, while the measured AC currents in the dq frame Id
ac and Iq

ac are selected asthe outputs. The state space model consists of 10 state variables x, as follows:
x =

[
y f f d Id

ac Iq
ac θpll yq yiq y f f q yp yid ypll

]T
, (178)

where yp and yq represent the states corresponding to the active and reactive powercontroller integrators, y f f d and y f f q are associated with the voltage feedforward states,
yid and yiq are the states associated with the current control integrators, and θpll and yplldenote the states connected to the PLL.The method is initially demonstrated for the system with a slow PLL. As introducedin Section 3.1, it is necessary to calculate the controllability and observability Gramiansin accordance with Equations (87) and (88), respectively. The diagonal elements of theGramians corresponding to each state are presented in the second and third columns of
Table 11. Utilising these two values, one can compute the product√Q(k,k)P(k,k) for eachstate, which is shown in the fourth column of the same table. This product serves as anindicator of the effectiveness with which signals are transferred from input to output viaeach of the states. Upon normalisation, these results yield the participation of each state inthe input-output behaviour, as defined in Equation (163). The table illustrates that a state’sparticipation is influenced by both its controllability and observability. A state exhibitinghigh controllability, yet lacking observability, or vice versa, will produce a low participationcoefficient. The steps outlined here correspond to those in Algorithm 1.In Table 11, the states that significantly influence the system’s input-output behaviourare highlighted for the scenario involving slow PLL tuning. Meanwhile, Table 12 provides asimilar analysis for the system with fast PLL tuning. Comparing the results from these twotables reveals several important observations. Firstly, in the case of slow PLL tuning, thedynamics of the active and reactive power controls are more pronounced, as indicatedby the high participation of the states yp and yq. Although there are no poorly dampedmodes in this scenario, the PLL states, θpll and ypll , play a significant role in the systemdynamics. Conversely, in the scenario with fast PLL tuning, the active and reactive powercontrols have a negligible impact. However, there is an increased participation from thePLL states, along with contributions from the grid currents and inner current control loops.This observation aligns with findings from modal analysis, which suggest the presenceof a poorly damped mode resulting from the interaction between the PLL, inner currentcontrols, and grid elements, represented by the AC currents.
3.3.3 Application of Method 2Method 2 of model order reduction facilitates the identification of the appropriate level ofmodelling details necessary across various frequency ranges. This section will illustrate theprocess.Initially, the controllability and observability Gramians are computed using frequencyintervals of 10 rad/s, which are deemed sufficiently small for the intended analysis. Thediagonal elements of the Gramians are combined according to Equation (163) to calculatethe participation of each state in the input-output behaviour across frequencies from 1 to
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Table 11: Step-by-step calculation of states’ participation in the input-output behaviour for a systemwith a slow PLL tuning characterised by tr,PLL = 50 ms.
State variable Controllability

P(k,k)
Observability

Q(k,k)
Product√
Q(k,k)P(k,k)

Participation
p(k)

y f f d 0.00 225.78 0.16 0.04
Id
ac 67.10 0.00 0.33 0.08

Iq
ac 116.92 0.00 0.45 0.12

θpll 115.72 0.01 0.98 0.23
yq 2.41 0.07 0.42 0.10
yiq 5.92 0.00 0.14 0.03
y f f q 0.00 251.12 0.17 0.04
yp 18.11 0.05 0.98 0.23
yid 1.46 0.00 0.06 0.02
ypll 123530.00 0.00 0.54 0.13

Table 12: Step-by-step calculation of states’ participation in the input-output behaviour for a systemwith a fast PLL tuning characterised by tr,PLL = 6 ms.
State variable Controllability

P(k,k)
Observability

Q(k,k)
Product√
Q(k,k)P(k,k)

Participation
p(k)

y f f d 0.00 4185.33 1.67 0.02
Id
ac 9307.15 0.04 20.04 0.19

Iq
ac 16454.82 0.02 16.94 0.16

θpll 29910.56 0.03 28.29 0.27
yq 21.47 0.10 1.49 0.01
yiq 3873.90 0.04 13.15 0.12
y f f q 0.00 7725.36 2.53 0.02
yp 25.94 0.07 1.33 0.01
yid 332.77 0.02 2.88 0.03
ypll 2260445905.17 0.00 18.27 0.17

104 rad/s. The results are presented in Figure 44 and are grouped according to the parts ofthe physical system that the states represent. Furthermore, the frequency is measuredfrom the stationary dq reference frame, indicating that, for example, 0 rad/s in the resultscorresponds to the nominal system frequency.
In Figure 44, the frequency spectrum was divided into three parts, highlighting low,medium, and high-frequency ranges to facilitate the analysis. In the initial portion of thelow-frequency range (from 1 to 100 rad/s), highlighted in green in Figure 44, only statesassociated with active and reactive power controls contribute to the system behaviour. Ifthe model is used to study phenomena in that frequency range, all other controls may besimplified or neglected. In addition to that, the AC equations can be represented by theirsteady-state formulation. RMS simulations typically use these types of models [124, 125]where the frequencies of interest are only those around the nominal frequency. Thus,the results are in line with widely used modelling practices. The upper portion of thelow-frequency range becomes increasingly affected by the dynamics of the PLL. This pointsto the importance of including detailed PLL models even for RMS simulations.
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Figure 44: Analysis of state participation in input-output behaviour across the frequency spectrum.The low, medium, and high frequency ranges are indicated in green, blue, and red, respectively, toillustrate their distinct contributions.

The middle-frequency range (100 to 2000 rad/s) highlighted in blue shows varyingcontributions from several system and control components, except for the power controls.The frequency range in which each of the control loops becomes prominent is in linewith the control bandwidths expected considering the tuning parameters used (foundin Table 6). This is the frequency range where the RMS models relying on steady-state
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(a)

(b)
Figure 45: Diagram illustrating the (a) VSC model connected to the AC network and (b) the VSC controlsystem.

network representation might no longer be applicable since the AC current state variablehas increased participation in the system behaviour.
Finally, the AC current dominates the system response in the high-frequency range(higher than 2000 rad/s), highlighted in red. However, the full-order model selected for thestudy case reaches its limitations in this frequency range. More complex models, includingPWM and switching elements, should be considered when analysing this frequency regionto obtain meaningful conclusions. The study in this paper does not cover this.
As a visual summary, the importance of each part of the VSC model in the three fre-quency ranges is highlighted in the corresponding colours in Figure 45. This result clearlyoutlines that the proposed approach can directly provide meaningful insights into theimportance of modelling each part of a system for different frequency applications.
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Reduced-Order Model Development

To illustrate the application of Method 2, a reduced-order model is derived with the as-sumption that it will be employed for studies in the low-frequency range. The results fromFigure 44 guided the selection of which states to include and which to omit. Based onthese results, the reduced model neglects the AC current control and voltage feed-forwardfilter and represents the AC equations in steady-state. Only the state variables associatedwith the active and reactive power controls and the PLL are preserved. This procedurewas carried out by an algorithm implemented in MATLAB, as detailed in Algorithm 1. Thealgorithm had a total execution time of 0.788 s, of which 0.002 s was allocated for thecomputation of the Gramians. By employing this technique, a 4th order VSC reduced modelis obtained.
Figure 46 illustrates the response comparison between the full and reduced modelsto a 5% step increase in active power setpoint applied at t = 0.05 s. The response of thefull-order model has two components: an exponential term and an oscillatory term withfrequency ωosc ≈ 306 rad/s.

Figure 46: Response comparison between full and reduced models to a 5% step in active powersetpoint.
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The developed reduced-order model only represents the exponential term of the fullmodel response. The results in Figure 46 indicate that the model reduction techniquebehaves as expected. The fact that the oscillatory term is not present in the reduced modelresponse is further confirmed by Figure 44 where it is shown that at that frequency value,the AC current,AC current controls, and voltage feed-forward have a significant contribution.These modelling details are not included in the reducedmodel. These findings indicate thatthe proposed model reduction approach successfully approximates the full-order model inthe low-frequency range.
3.4 Conclusion
This chapter introduced two methods for MOR, adapted from the balanced truncationapproach introduced in Chapter 2.Method 1 generates a simplifiedmodel that approximatesthe system’s response to a specific disturbance. The chapter explained how to computethe approximation error between the outputs of the full- and reduced-order systems.From this error, a heuristic is derived to assess a state’s influence on the system’s input-output behaviour, resulting in the definition of a participation coefficient for each state.Additionally, the chapter provides a physical interpretation of the method, along with analgorithm outlining the process of obtaining a reduced-order model.Method 1 was then extended to consider specific frequency ranges by employing theconcept of frequency-limited Gramians. This enabled the measurement of controllabilityand observability of a state within a particular frequency range, leading to Method 2, forwhich an algorithm overview was also included.Subsequently, a case study was developed consisting of a VSC connected to a gridequivalent. The twomethodswere applied to demonstrate how the participation coefficientcan evaluate the importance of different parts of the model in the system’s response.Guidelines were established identifying the frequency ranges in which different modelcomponents and controls play a critical role. Lastly, a reduced-order model was developedto represent the system’s response in low-frequency ranges.Chapter 4 will illustrate how Method 1 is used to create a tool to visualise the compo-nents that most influence system dynamics.
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4 Tool for Modelling and Analysis of Power System Dynamics
This chapter presents a MATLAB/Simulink tool developed based on Method 1 for modelorder reduction discussed in Chapter 3. The tool enables users to visualise and easilydetermine the level of detail required for modelling each component of a power system.This ensures an accurate stability analysis while avoiding an unnecessary computationalburden. This chapter begins by outlining the implementation process of the tool, detailingeach step involved. Additionally, two case studies are included to demonstrate the tool’sapplication in analysing converter-dominated power systems. The content of this chapteris based on Publications II and IV.
4.1 Tool Description
The proposed Method 1 of MOR has been implemented as a tool, following the stepsillustrated in Figure 47. This section explains how the tool operates, detailing the steps thatthe user needs to perform, as well as the processes executed independently by the toolto generate the results. The outcome is a visualisation that highlights which parts of thesystem contribute most significantly to the system response.

Develop non-linear model

Select operating point Define inputs and outputs

User-driven steps

Tool automatic steps

Linearize modelat operating point

Calculate controllability andobservability Gramians

Calculate participationof states

Plot participation heatmap

Simulink model

State-space model

Gramian matrices

Figure 47: Tool’s operational steps.
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Model Implementation and Selection of Inputs and Outputs
Users must initially implement the power system model using the Simscape library inSimulink. The model can include both linear and non-linear elements, which will be laterlinearised.In Simulink, the inputs and outputs of the system are defined by specifying the linearanalysis points. The specification of these inputs and outputs is crucial since the MORmethod assesses state participation based on input-output behaviour. Therefore, theselection of inputs and outputs has a significant influence on the results. This is becausethe controllability is highly dependent on the inputs as it measures how those inputs candrive the system. Similarly, the observability depends on the choice of outputs becauseit measures the response observed from those outputs. Inputs and outputs should beselected based on the study’s objectives or the model’s intended application. As a result,the tool may not be suitable for analysing instability due to unobservable or uncontrollablestates.Additionally, this step can be performed programmatically using the linio commandin MATLAB [126] followed by the Simulink block name, port number, and type of linearanalysis point, that is, input for the system’s inputs and output for the system’s outputs.
Definition of Operating Point
Because the tool utilises linear analysis, users need to define the operating point for themodel linearisation. This operating point can be established either statically by assigninginitial values to each component or dynamically by capturing a snapshot of the system’sstates after a period of simulation.
Model Linearisation
After specifying the inputs and outputs, the non-linear model of the power system mustbe linearised at the chosen operating point. In the tool implementation, the linearisation isperformed by the linearize function [118] from the Control System Toolbox in MATLABto derive the linear state-space model.
Gramian Calculation
After obtaining the state-space model, the tool determines the matrices correspondingto the observability and controllability Gramians. These matrices are derived by solvingthe corresponding Lyapunov equations using the gram [118] function available in theMATLAB Control System Toolbox. To compute the controllability Gramian, denoted asP ,the following continuous-time Lyapunov equation needs to be solved:

AP+PAT =−BBT. (179)
In the same way, the observability GramianQ is found by solving the equation:

ATQ+QA =−CTC. (180)
It is essential to note that the algorithmic complexity and performance of the tooldepend significantly on the difficulty of calculating the controllability and observabilityGramians. Solving the Lyapunov equations involves a high computational cost ofO(n3) [119]and does not scale effectively to realistically large systems. Nonetheless, variousmethods inthe literature can help reduce this computational burden [120, 121]. For instance, low-rankGramian approximations can efficiently compute the Gramians by deriving an approximateGramian matrix in both time and frequency domains.
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Participation of States
After computing the Gramians, the participation of each state is determined using Equation(163). In this process, it is advisable to model the system using per unit (p.u.) values toprevent the emergence of ill-conditioned matrices. This potential issue has been notedduring the tool’s practical application.
Results Visualization
Finally, the contribution of each component within the system is determined by evaluat-ing the involvement of all state variables in the model associated with that component.This computed value is then normalised and utilised to generate a heatmap, highlight-ing the areas of the power system most significantly involved in the observed oscillationphenomenon.
4.2 Case Study 1: Converter-Dominated 9-Bus System
This section presents one of two case studies designed to demonstrate the efficacy of theproposed tool and model order reduction method in developing reduced-order models fora converter-dominated 9-bus system.
4.2.1 Model Description
The converter-dominated 9-bus system is derived from [55] and is illustrated in Figure 48.In this modified case study, two synchronous generators were replaced with two-levelVSC converters, transforming the test system into one that is primarily converter-based.The modified system contains 84 state variables. The subsequent sections will present anoverview of the models employed for the various components.

Figure 48: Diagram of the converter-dominated 9-bus system.

Generator
The generator, identified as Gen, was represented using the classical model, which consistsof a constant voltage source behind a transient reactance. This model is extensively utilisedin screening studies to obtain preliminary insights into the system’s performance, partic-ularly for generators located far from the disturbance point. Furthermore, the classical
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model neglects electromagnetic dynamics and assumes a constant field voltage, resultingin a constant electromotive force.
Transmission LinesA lumped-parameter π-circuit model has been selected to represent the behaviour ofthe transmission lines. This model includes phase resistance, phase self-inductance, line-line mutual inductance and resistance, line-line capacitance, and line-ground capacitance,which makes it appropriate for short to medium-length transmission lines. It assumes thatthe total line resistance, inductance, and capacitance are concentrated at a single point,thereby neglecting the effects of electromagnetic travelling waves. The parameters areevaluated at the nominal frequency.
LoadsA static load model characterised by constant parameters was employed to represent theloads. In this model, each phase includes a resistance R, inductance L, and capacitanceCconnected in parallel. The three phases are interconnected in a Y configuration. This modelis also referred to as the constant Z load model, and it represents the active and reactivepower at any given moment as functions of the frequency and bus voltage magnitudes.Each phase contains two state variables: the current through the inductor il and thevoltage across the capacitor vc. The following equation is applicable:

d
dt

[
il
vc

]
=



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
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]
+




0
1
C


 iload , (181)

where iload represents the total current in the load branch for a single phase.
Voltage Source ConvertersAn averaged-value model has been employed for the VSCs, as detailed in Section 2.4.1.In this model, a controlled voltage interfaces with the AC side while a controlled currentsource is connected to the DC side. Furthermore, the switching harmonics are neglected.The model consists of an AC current control, a PLL, and active and reactive power controls.For simplicity, voltage feed-forward filters were omitted.
4.2.2 Model ImplementationThis model was implemented in MATLAB/Simulink, taking into consideration the operationpoint specified by the active and reactive powers presented in Table 13. This table also liststhe parameters utilised for the control systems of both VSCs. It is worth mentioning thatVSC 1 exhibits a significantly faster response time compared to VSC 2. This behaviour is dueto the more rapid control tuning of VSC 1 with an active and reactive power control timeconstant τpq of 10 ms, a PLL time constant τpll of 6 ms and a current control time constant
τidq of 1 ms.Finally, an X/R ratio of 20 was employed for the synchronous generator, and the SCRwas varied throughout the study. All other system parameters were adopted from theoriginal test system, as detailed in [55].
4.2.3 Dynamic Analysis of the SystemThe objective of this section is to analyse the system dynamics and the effects of systemstrength variations on the modelling requirements for the converter-dominated 9-bus

92



Table 13: VSC parameters for the converter-dominated 9-bus system case study.
Name Symbol Values

VSC 1 VSC 2
Rated apparent power Srated 200 MVA 100 MVAActive power setpoint P∗

ac 163 MW 85 MWReactive power setpoint Q∗
ac −10.9 Mvar 5 MvarDC bus voltage Udc 640 kV 640 kVAC bus voltage Upcc 230 kV 230 kVVSC equivalent inductance Lvsc 82.70 mH 82.70 mHVSC equivalent resistance Rvsc 1.03 Ω 1.03 ΩAC current control time constant τidq 1 ms 10 msAC current control damping ratio ζidq 0.7 0.7PLL time constant τpll 6 ms 50 msPLL damping ratio ζpll 0.7 0.7Active/reactive power control time constant τpq 10 ms 100 ms

system. For this purpose, the internal SCR of the synchronous generator is varied. The SCRvalues discussed in the subsequent analysis refer to the SCR at the terminals of the generator.Given that the system contains only a single generator, a reduction in the generator’s SCRwill consequently influence the corresponding SCRs values at the terminals of the VSCs. Inother words, decreasing the generator’s internal SCR weakens the entire system.
Modal Analysis
Initially, the system behaviour is investigated through modal analysis. As the SCR at thegenerator terminals is reduced, the system eigenvalues are computed for each SCR level.Figure 49 presents the results of this analysis. The eigenvalues associated with each SCR areplotted in a corresponding colour, allowing the visualisation of how the oscillation modesevolve as the system weakens. The arrows on the graph indicate the movement of specificeigenvalue groups. Additionally, Figure 49 includes the 5% damping ratio line, and the areain blue represents all poorly-damped eigenvalues, defined as those with equal or less than5% damping. This threshold is defined based on the typical criteria for adequate dampingratios defined by transmission system operators, which range from 3% to 5% [12, 123].

Figure 49 illustrates that the system contains several poorly damped modes in the bluearea. Two distinct groups of modes are highlighted and identified as Group 1 and Group2. In Group 1, it can also be observed that the mode is well-damped when the systemis strong, shifting to the right side of the complex plane, becoming poorly damped andunstable as the system’s strength decreases.
To determine the underlying causes of these poorly damped eigenvalues, the partici-pation factors were computed. For illustration purposes, the participation factors werecalculated for the system when the generator’s SCR is 4, and the results are displayed in Fig-ure 50. The most significant states are listed for each mode. For brevity, transmission linesare denoted by abbreviations; for instance, TL96 refers to the transmission line connectingbuses 9 and 6.
Group 1 is associated with an oscillatory mode with an approximate frequency of 75.6Hz,which exhibits negative damping, indicating that themode is unstable. The participationfactors reveal that this mode primarily involves the PLL, as illustrated in Figure 50 (a), where
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Figure 49: Complex plane illustrating the variations in eigenvalues across different values of SCR. Theblue dash line represents the 5% damping line.

(a) Group 1. (b) Group 2.
Figure 50: Participation factor of modes associated with (a) PLL instability and (b) network resonantmodes.
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the PLL state variables show the largest contributions. Group 2 contains high-frequencypoorly damped modes characterised by frequencies ranging from 1000 Hz to 800 Hz, witha damping ratio reaching as low as 0.7%. Figure 50 (b) shows the participation factor for thegroup’s lowest damped mode as an example. The findings suggest that these modes arenetwork resonancemodes involving converter impedances and impedances of transmissionlines.The results further illustrate that even a relatively simple system, consisting of 9 busesand 84 states, contains a significant number of modes. Many of these modes have poordamping, potentially leading to oscillations in the system. However, modal analysis alonefails to provide clarity regarding which modes are excited or identify those dynamics thatmay raise concerns. In other words, modal analysis does not lead to conclusions aboutwhichmodes are relevant and should be modelled and should be complemented with time-domain simulations to understand which modes are actively excited. Moreover, preciselyquantifying each element’s participation in the overall system dynamics is challengingbecause modal analysis is focused on specific modes rather than the total behaviour ofthe system.
Time-Domain Verification
Finally, to validate the results, a time-domain analysis is performed by observing the dy-namic behaviour of VSC 1 for different values of Gen’s internal SCR. Figure 51 shows theresponse to a reactive power step change of ∆Q = 0.05 p.u. The response contains oscilla-tions that become less damped as the system strength decreases, indicating that some butnot all oscillatory modes identified in the modal analysis were excited. By estimating thefrequency of oscillations, it is possible to identify that they match the mode associatedwith the PLL instability.

Figure 51: Dynamic behaviour of VSC 1 to a reactive power step.

4.2.4 Application of Model Reduction Method 1
Model reduction Method 1, as outlined in Chapter 3, offers an alternative solution tothe challenges encountered in the previous section, quantifying how much each systemelement contributes to the global dynamics. For illustration, this method was employedin the case study following the procedures detailed in Algorithm 1 presented in Section3.1.6. The reactive power reference was selected as the input, while the measured reactivepower served as the output to linearise the model. Using the state-space model, the
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Gramians are computed and subsequently employed to assess the overall participation ofeach component using Equation (163).
This procedure is applied to determine which models should be used, highlightingthe relevant modelling details, particularly as the generator’s SCR is lowered. Figure 52illustrates the contribution of the most significant states in the input-output response ofthe system across varying SCR levels. It reveals that when the system is strong, its dynam-ics are primarily influenced by the response of the reactive power controller. However,as the system weakens, the contribution of the reactive power controller becomes lesspronounced, and the PLL becomes the dominant factor in the overall dynamic response. Inboth scenarios, the participation of each transmission line remains relatively low. However,when considering their combined contribution, these lines significantly impact the be-haviour of the system. Furthermore, the relative importance of the generator impedancewith respect to the network increases significantly when the system is weak.

Figure 52: Contribution of state variables to the input-output dynamics according to varying levels ofgenerator SCR.

Subsequently, it is important to consider how these results can guide the selection ofappropriate models for system studies. In the scenario of a strong system, the reactivepower control must be modelled in detail, while faster controls may be simplified or ne-glected. Furthermore, the VSC AC-side equations can be expressed by their steady-stateformulation, as the states associated with the VSC impedance do not significantly impactthe system’s behaviour based on the results from Figure 52. This suggests that, in manycases, RMS simulations could be adequate [125] where the frequencies of interest arelimited to only those around the nominal frequency. As the system becomes weaker, thePLL assumes greater importance in the system dynamics and should be modelled in detail.It is also likely that the modelling of the generator Gen has an increasing influence, asevidenced by the growing significance of the state associated with the generator reactance.This indicates that EMT studies might be necessary, as these states would not be capturedin RMS models due to the representation of reactances through steady-state models, as
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discussed in Section 1.3.2.
4.2.5 Application of the Model Reduction Tool
The tool proposed in this chapter is used to investigate the dynamics and modelling re-quirements of the case study outlined earlier. To make the analysis more intuitive, thetool essentially presents an alternative view of the results found in Figure 52 by gener-ating a colour gradient overlay in the MATLAB/Simulink model that indicates the mostrelevant components of the system to the phenomenon under investigation. The resultsare illustrated in Figure 53.Two scenarios are examined: a strong grid scenario with the generator’s internal SCRof 20.2 and a weak grid scenario with an SCR of 4.9. Colours closer to red represent higherparticipation levels, while those closer to yellow indicate lower participation. This colourmap, along with the results in Figure 52, facilitates the process of drawing conclusionsregarding the behaviour of the system. It demonstrates that, in the strong grid scenario,the primary factor influencing the response is VSC 1’s reactive power control, whereas inthe weak grid scenario, a crucial role is played by VSC 1’s PLL interaction with the network.Therefore, the colour map can identify which areas of the model should be modelled inhigh detail and which parts could be simplified. This is particularly useful when analysingmore complex systems.In summary, this example shows which components are actually important in study-ing the system, including all its dynamics. This methodology systematically identifies theelements that contribute to the system dynamics, eliminating the need formanual interven-tion. Furthermore, it quantifies each element’s impact on the overall system dynamics usinga scale ranging from 0 to 1, a capability that traditional power system analysis methods,such as modal analysis, cannot provide. These results can be used for further investigationsinto appropriate system modelling.
4.3 Case Study 2: Modified 39-Bus System
The application of the tool has been extended to a modified 39-bus system in order toanalyse its performance for a more complex grid. The computation times documented inthis case study are derived from a system utilising MATLAB R2022a on an Intel i5 processorfeaturing a 2.40 GHz clock speed and 32 GB of RAM.
4.3.1 Model Description
Figure 54 illustrates the 39-bus system based on [127], which consists of 396 state variables.The main modification made to the original system is the inclusion of two VSC converters,which are marked in Figure 54. VSC 1 replaces the generator originally connected to bus 30in the 39-bus system, while VSC 2 connects to bus 26 through the introduction of a newbus 40. The models for generators, transmission lines, and loads follow the descriptionprovided in the previous case study outlined in Section 4.2.1. Details regarding the modelsfor the VSCs are presented in the following section.
Voltage Source Converters
The model employed for the VSC is based on the two-level averaged converter modeldetailed in Section 2.4.1. A key distinction is the absence of a voltage feed-forward filter,which has been omitted for the sake of simplicity. Additionally, the model incorporatesan AC voltage controller, which replaces the reactive power control. Figure 55 provides anoverview of the VSC control system.The AC voltage control was implemented using a PI controller according to the following
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(a) Results for a strong grid (SCR of 20.2).

(b) Results for a weak grid (SCR of 4.9).
Figure 53: Tool developed for MATLAB/Simulink showing the contribution of different parts of the9-bus system in two scenarios: (a) strong grid, with generator’s SCR of 20.2 and (b) weak grid, withgenerator’s SCR of 4.9.

expression:
Iq∗
ac =

(
U∗

pcc −Umeas
pcc

)(
Kp,v +

Ki,v

s

)
, (182)

where U∗
pcc denotes the reference voltage magnitude at the PCC, Umeas

pcc represents themeasured voltagemagnitude at the PCC, andKp,v andKi,v are the proportional and integralgains of the controller, respectively.
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Figure 54: Diagram of the modified 39-bus system.

Figure 55: Diagram illustrating the VSC control system employed in the modified 39-bus system casestudy.
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4.3.2 Model Implementation
The model described in the preceding section was implemented in MATLAB/Simulinkemploying both Simscape and custom models. The parameters for the original systemcomponents elements were derived from [127]. The VSC parameters are presented in Table14.

Table 14: VSC parameters for the modified 39-bus system case study.
Name Symbol Values

VSC 1 VSC 2
Rated apparent power Srated 1000 MVA 1000 MVAActive power setpoint P∗

ac 800 MW 700 MWAC voltage magnitude setpoint U∗
pcc 1.00 p.u. 1.00 p.u.DC bus voltage Udc 640 kV 640 kVAC bus voltage Upcc 345 kV 345 kVVSC equivalent inductance Lvsc 82.70 mH 82.70 mHVSC equivalent resistance Rvsc 1.03 Ω 1.03 ΩAC current control time constant τidq 3 ms 4 msAC current control damping ratio ζidq 0.7 0.7PLL time constant τpll 5 ms 10 msPLL damping ratio ζpll 0.7 0.7Active power control time constant τp 30 ms 40 msAC voltage control time constant τv 10 ms 10 ms

4.3.3 Dynamic Analysis of the System
To evaluate the system’s dynamic response, a voltage reference step of ∆U∗

pcc = 0.1 p.u. isapplied to the voltage control of VSC 1 at t = 0 s. Figure 56 illustrates the dynamic responseof the converter. Given the relatively short electrical distance between the two convertersand the fact that both operate in AC voltage control mode, there exists a potential forinteractions between these two converters. This issue will be evaluated utilising the modelreduction method proposed in this thesis, alongside the tool described in this chapter.

Figure 56: Voltage magnitude at the terminals of VSC 1 in response to an AC voltage reference step.
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4.3.4 Application of Model Reduction Method 1Method 1 of model order reduction, as presented in Section 3.1, is implemented accordingto the steps outlined in Algorithm 1 to identify the system components that significantlycontribute to the observed dynamics. Initially, the model is linearised by designating theAC voltage reference at VSC 1 as the input, while the measured AC voltage serves as theoutput. This selection of input/output is intentional, as it reveals which elements of thepower system are critical for capturing the voltage dynamics at VSC 1. Subsequently, thecontrollability and observability Gramians are derived from the state space model. Finally,the overall participation of each state is determined using Equation (163).Figure 57 illustrates the participation of the most significant states in the system’sinput-output response and is obtained from the aforementioned steps. The participationvalue not only reflects the significance of each state but also indicates the importance ofthe associated component in the system’s response, given the direct connection betweenthe states and the physical components. Consequently, the findings from the proposedMOR method are directly interpretable, guiding decisions on which system componentscan be simplified.

Figure 57: Participation of states in input-output behaviour.

This stands in contrast to MOR methods that depend on transforming the coordinatesystem to assess which states are most relevant. For instance, the balanced truncationmethod requires the transformation of the state vector x using a balancing transformation
Tb, as discussed in Chapter 2. Consequently, any interpretations regarding the relevantstates must be reverted back to the original system’s frame of reference. This state mappingreduces the interpretability of results and limits its potential to clarify the modelling detailsneeded for studying new dynamics in converter-based power systems.The results presented in Figure 57 indicate that the primary contributors to the AC volt-age dynamics are the voltage controls of the converters, the impedances of the smoothingreactors and the nearby transmission lines. Furthermore, the findings show that whileeach transmission line shows relatively low participation individually, their combined effectplays a significant role in shaping the system’s behaviour.
4.3.5 Application of the Model Reduction ToolSubsequently, the proposed MATLAB/Simulink tool has been employed to visualise thecontributions of various components of the model to the system’s response. This tooloffers an alternative perspective on the results presented in Figure 57 by employing acolour gradient overlay that emphasises the elements contributing the most to the systemdynamics and which, therefore, should be modelled in detail.Figure 58 presents the results obtained from analysing the modified 39-bus system
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Figure 58: Tool developed for MATLAB/Simulink showing the contribution of different parts of thesystem in a converter interaction case. The area in blue represents the components that contributethe most to the studied dynamics.

utilising this tool. Components marked in red contribute significantly to the system dynam-ics, whereas those marked in colours closer to yellow contribute less. This colour mappingenhances the interpretability of the results obtained using the model reduction method.The findings may further assist, for instance, in determining whether the system should bemodelled in RMS, EMT, or as a hybrid RMS/EMT simulation. For example, the highlightedarea in Figure 58 indicates where the models should be represented in EMT. Conversely,the components situated in the outside area may be simplified and possibly representedin RMS.
Ultimately, a reduced-ordermodel is formed by eliminating states thatminimally impactthe system’s response. This model retains only the states associated with componentshighlighted in blue in Figure 58. The resulting reduced-order system consists of 48 states,achieving a reduction of approximately 88% in the number of states from the originalsystem. Moreover, the dynamic response closely matches that of the full-order systemas demonstrated in Figure 59, suggesting that the unhighlighted area in Figure 58 can besignificantly simplified without loss of accuracy. The overall execution time of the algorithmwas 24.844 s, with 0.716 s allocated to the computation of the Gramians.
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Figure 59: Comparison between full and reduced-order models for a response to a 0.1 p.u. step in theterminal voltage reference.

4.4 Conclusion
This chapter introduced a MATLAB/Simulink tool that automatically computes the contri-butions of the various components within a model to the input-output system dynamicsand highlights which elements of the model need detailed representation. To illustratethe efficacy of this tool, two case studies were developed: a converter-dominated 9-bussystem and a modified 39-bus system.The converter-dominated 9-bus system exemplifies the application ofMethod 1 forMORalongside the proposed tool in a scenario characterised by diminishing system strength,which induces control instability, specifically associated with the PLL. The modified 39-bussystem extends this analysis by applying the tool to a more complex system to evaluatethe tool’s performance in such cases. This example clearly demonstrates the advantages ofthe tool, as it identifies which components and sections of the network must be includedin a study to accurately represent the system’s behaviour. The findings derived from thistool can be utilised to create guidelines regarding which models to utilise and the extentof the network that requires modelling under various circumstances.Among the limitations of the proposed tool is that it has been primarily designed foranalysing phenomena using small-signal methods. Thus, the studies are confined to thosephenomena that can be studied using linearisation without loss of accuracy. Additionally,calculating Gramiansmay be computationally intensive for exceptionally large systems. Nev-ertheless, potential solutions for this issue are documented in the literature and referencedwithin this chapter.
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Conclusions and Future Work
This final chapter of the thesis summarises the main findings, highlights contributions, andoutlines potential directions for future research.
Conclusions
This thesis examined the challenges of modelling and analysing the stability of converter-dominated power systems. Driven by the rapid expansion of renewable energy sourcesand the increased reliance on converter-interfaced devices, modern power systems areundergoing fundamental transformations. The unique dynamic behaviour of convertersnot only introduces new categories of stability issues, but their behaviour must also betaken into account within existing stability categories to ensure that all phenomena areaccurately represented in simulation studies. These changes expose limitations in con-ventional modelling and simulation approaches, and create a need for a reassessment oftraditional modelling guidelines and new methods that can support stability assessmentsunder emerging system conditions.

The thesis startedby reviewing the emerging stability challenges in converter-dominatedpower systems, reviewing themost commonly usedmodels for themain power system com-ponents, contrasting RMS and EMT tools, which are traditional modelling frameworks forstability studies, and introducing model order reduction as a potential tool for determiningthe appropriate level of detail required in models for different types of studies.
The thesis then provided an overview of model order reduction, focusing on the bal-anced truncation method. It began by discussing the state-space representation for linearsystems, highlighting the arbitrary nature of choosing a coordinate system. Key conceptssuch as controllability and observability were introduced, explaining how to achieve a min-imal system realisation by carefully selecting an optimal coordinate system. The chapteralso presented Gramians as a mathematical tool for measuring the degree of controllabilityand observability of a state. It introduced the balanced truncation method, a widely usedtechnique for MOR. This method relies on a balancing transformation that enables theidentification and truncation of less significant states. However, this transformation leadsto state variables that lack physical significance, making it impossible to identify whichparts of the physical system are most relevant to the dynamic phenomena.
To address this, the thesis proposed two physics-preserving MOR frameworks basedon an adaptation of the balanced truncation method, aimed at simplifying complex powersystem models while retaining the physical interpretation of state variables. By leveragingcontrollability and observability Gramians, the proposed methodology systematically iden-tifies system states and components that are most relevant to the system’s input-outputbehaviour. This allows for the systematic reduction of model complexity without sacrificingthe accuracy needed for stability studies.
Two complementary approaches were introduced: an event-based method and a fre-quency-limited method. The event-based approach is designed to capture the system’sresponse to specific disturbances by identifying and retaining the states most active duringthose events. In contrast, the frequency-limited approach focuses on dynamic behaviourwithin selected frequency ranges, making it particularly useful for analysing how differentmodel components contribute across varying timescales.
A MATLAB/Simulink-based software tool was developed to automate the model reduc-tion process and help visualise the relative contributions of individual system components.This tool was validated through case studies involving a converter-dominated 9-bus systemand a modified 39-bus system. These studies demonstrated the practicality and efficiency
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of the proposed methods, showing that reduced-order models can significantly reducecomputational requirements while preserving accuracy. A key advantage of the frameworkis that it avoids coordinate transformations, ensuring that reduced models maintain a clearphysical interpretation.
Future Work
Despite the contributions presented in this thesis, several limitations and open questionsremain. One such limitation is that the proposed MOR methods are currently restricted tolinear time-invariant systems and assume the system is stable. Consequently, they maynot be directly applicable to stability issues involving nonlinear behaviour or scenariosoperating beyond the system’s stability margins. A potential approach to address thislimitation is to explore methods for calculating Gramians in unstable systems.Another challenge concerns the computational cost of Gramian calculation for verylarge-scale networks, which can limit scalability. Future research could therefore focus ondeveloping or implementing techniques to accelerate Gramian computation, enabling theapplication of the proposed methods to larger and more complex power system models.Another promising direction involves the development of hybrid modelling approachesthat combine EMT and RMS frameworks. Developing hybrid simulation models that se-lectively incorporate detailed EMT components within broader RMS simulations couldachieve a balance between computational efficiency and modelling accuracy. Investigatingthe optimal strategies for model partitioning and interface definition of such hybrid modelswould be particularly beneficial.Finally, this thesis introduced a framework for identifying theminimal model complexityrequired for accurate stability assessment in converter-dominated power systems. A logicalnext step would be to apply this framework toward the development of practical modellingguidelines tailored to specific stability issues and system conditions.
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Abstract
Physics-PreservingModel Order Reduction for Stability Analysis
of Converter-Dominated Power Systems
Modern power systems are undergoing rapid change as renewable energy sources andinterconnections expand. This evolution is fundamentally reshaping system dynamics, withpower electronic converters playing an increasingly central role. The unique dynamic be-haviour of these converters not only introduces new categories of stability issues, but mustalso be accounted for within the established stability categories to ensure that all relevantphenomena are accurately represented in simulation studies. This thesis investigates themodelling and assessment of dynamic stability in converter-dominated power systems,addressing the crucial challenge of balancing model fidelity with computational efficiency.

To begin, the thesis reviews the emerging stability challenges in converter-dominatednetworks, contrasting Root Mean Square (RMS) and Electromagnetic Transients (EMT)modelling frameworks. A summary of various models available for representing differentpower system components is provided. Additionally, the concept ofModel Order Reduction(MOR) is introduced as a potential tool for determining the appropriate level of detailrequired in models suited for different types of studies.
The thesis offers an overview of MOR, with a particular focus on the widely adoptedbalanced truncation method. This method utilises a balancing transformation to identifyand truncate less significant states, enabling a near-optimal reduction of the number ofstates within the model. However, this transformation results in a changed coordinatesystem that no longer has a direct connection to the physical system, resulting in reducedmodels that are neither intuitive nor interpretable. Consequently, it becomes impossible toidentify which parts of the physical system are most relevant to the dynamic phenomena.
To overcome this limitation, the thesis adapts the balanced truncation method, in-troducing two systematic MOR methodologies. One methodology focuses on capturingthe system’s response to specific disturbance events, while the other targets dynamicbehaviour within selected frequency ranges. Both methods rely on controllability andobservability Gramians to quantify each state’s contribution to system dynamics. Unlikeother MOR methods, the proposed methodologies preserve original state coordinates tomaintain physical interpretability. This feature facilitates the application of these methodsto determine which components and control models to incorporate in practical systemstudies.
Additionally, a software tool based on MATLAB/Simulink was developed to automatethe model reduction process and assist users in selecting the appropriate level of modellingdetail for different system configurations. This tool provides both visual and quantitativeassessments of each component’s contribution to the system dynamics. The proposedmethod and tool were validated through two case studies: the converter-dominated 9-bussystem and the modified 39-bus system. These studies demonstrate that the method cansignificantly reduce model complexity and simulation time while maintaining accuracy indynamic responses.
Together, the model reduction frameworks and the software implementation offer aneffective approach to defining requirements on dynamic models in converter-dominatedpower systems. These contributions aim to assist system operators, researchers, and engi-neers in selecting appropriate modelling detail as power systems transition toward higherlevels of converter integration.
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Kokkuvõte
Füüsikalisi omadusi säilitav mudeli järgu alandamise metoodika
muunduripõhiste elektrisüsteemide stabiilsusanalüüsiks
Tulenevalt taastuvenergiaallikate kiirest lisandumisest ja suurenevast võrkudevahelisestintegreeritusest on tänapäeva elektrisüsteemid kiires muutumises. Need põhimõttelisedmuutused muudavad ka põhjalikult süsteemi dünaamikat ja järjest olulisem osatähtsusselles süsteemis on jõuelektroonikamuunduritel. Sellest tulenevalt on võrguarvutuste teos-tamisel oluline muundurite korrektne arvestamine, kuna nende seadmete ainulaadnedünaamiline käitumine põhjustab uusi stabiilsusnähtusi ja samuti mõjutavad need olemas-olevaid stabiilsuskategooriaid. Käesolev doktoritöö uurib, kuidas adekvaatselt modelleeridaja analüüsida elektrisüsteemi dünaamilise stabiilsusega seotud aspekte muundurpõhisteselektrisüsteemides, käsitledes olulist väljakutset, kuidas leida tasakaal mudeli täpsuse jaarvutuskoormuse vahel.

Doktoritöö algab ülevaatega muundurpõhistes elektrisüsteemides aset leidvatest sta-biilsusnähtustest, võrreldakse efektiiv- ja hetkväärtusmodelleerimise raamistikke ningesitatakse kokkuvõte praegustest soovitustest erinevate elektrisüsteemi komponentidekujutamiseks sobivatest mudelitest. Lisaks tutvustatakse mudeli järgu alandamise kontsept-siooni, kui potentsiaalset tööriista erinevat tüüpi uuringuteks sobivate mudelite detailsusetaseme määramiseks.
Doktoritöö esitab ülevaate mudeli järgu alandamise lähenemisviisidest, keskendudeseelkõige laialdaselt kasutusel olevale tasakaalustatud vähendamismeetodile. See meetodkasutab tasakaalustavat teisendust vähemoluliste olekute tuvastamiseks ja eemaldamiseks,võimaldades seeläbi mudeli olekute arvu peaaegu optimaalset vähendamist. Selline lähe-nemisviis põhjustab aga koordinaatsüsteemi muutuse, mille tulemusena puudub saadavalmudelil otsene seos füüsilise süsteemiga ja seetõttu on tulemuseks lihtsustatud mudelid,mis ei ole ei intuitiivsed ega tõlgendatavad. Selle tulemusena muutub võimatuks määratle-damillised füüsilise süsteemi osad on kõige olulisemad elektrisüsteemi dünaamikanähtusteuurimiseks.
Sellest puudusest ülesaamiseks esitatakse doktoritöös tasakaalustatud vähendamis-meetodi edasiarendus ja pakutakse välja kaks süstemaatilist mudeli järgu alandamisemeetodit. Esimene neist keskendub süsteemi reageeringu tuvastamisele konkreetsetehäiringute korral ja teine dünaamikaprotsesside määratlemisele vaadeldavates sagedusva-hemikes. Mõlemad lähenemisviisid tuginevad juhitavuse ja vaadeldavuse gramianidele, etkvantifitseerida iga oleku panust süsteemi dünaamikasse. Erinevalt teistest mudeli järgualandamise lähenemisviisidest säilitavad pakutud meetodid esialgsed oleku koordinaadidja seeläbi säilitatakse füüsikaline tõlgendatavus. See omadus hõlbustab nende meetoditerakendamist ja aitab määratleda, milliseid komponente ja juhtimismudeleid on praktilistesüsteemiuuringute korral tarvilik kasutada.
Eesmärgiga automatiseerida mudelite järgu alandamise protsessi ja abistamaks kasuta-jaid erinevate elektrisüsteemi konfiguratsioonide korral sobiliku modelleerimisdetailsusevalikul koostati MATLAB/Simulink keskkonnas vastavasisuline tarkvaratööriist. See töö-riist pakub nii visuaalset kui ka kvantitatiivset hinnangut iga komponendi panuse kohtasüsteemi dünaamikasse. Arendatud meetodite ja tööriista sobilikkust hinnati kahe juhtumi-uuringu näitel, kus kasutati vastavalt muundurpõhist 9-sõlmelist ja muudetud 39-sõlmelistsüsteemi. Nende uuringute tulemused näitavad, et arendatud meetodid võimaldavad oluli-selt vähendada mudeli keerukust ja simulatsiooniaega, säilitades samal ajal dünaamilistereaktsioonide täpsuse.
Mudeli järgu alandamise raamistik ja selle tarkvaraline rakendamine pakuvad tõhusa
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lähenemisviisi dünaamiliste mudelite nõuete määratlemiseks muundurpõhistes elektri-süsteemides. Uurimustöö tulemused aitavad süsteemihalduritel, teadlastel ja inseneridelvalida sobilik modelleerimistäpsus elektrisüsteemide üleminekul muundurpõhistele süs-teemidele.
Märksõnaddünaamiliste süsteemide modelleerimine, efektiivväärtusarvutus, elektrisüsteemi stabiil-sus, hetkväärtusarvutus, juhitavuse ja vaadeldavuse gramian, mudeli järgu alandamine,muundurpõhised elektrisüsteemid, stabiilsuse hindamise tööriistad
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Model Order Reduction of Voltage Source Converters
Based on the Ac Side Admittance Assessment:

From EMT to RMS
Goran Grdenić , Member, IEEE, Francisco J. Cifuentes García ,

Nathalia de Morais Dias Campos , Student Member, IEEE, Fortunato Villella,
and Jef Beerten , Senior Member, IEEE

Abstract—Time-averaged electromagnetic (EMT) power elec-
tronics models can comprise tens of state variables, and in upcom-
ing converter-dominated power systems, this can cause a substan-
tial computational burden. The level of detail in their modeling,
however, is typically much greater than what is typically necessary
for transient stability (RMS) tools. Hence, there is a reasonable
need for using reduced-order models of power electronics devices in
accordance with the study needs and the related frequency range of
interest. This paper focuses on modeling the time-averaged voltage
source converter (VSC) for the application in ac system stability
studies where the small-signal assumption holds for converter
variables. The impact of simplifications and converter parameters
in VSC’s model accuracy is evaluated first as observed from the
ac-side admittance. Subsequently, based on the previous assess-
ment, a limited set of VSC reduced-order models is established and
analyzed – which is the main paper contribution. The parametric
sensitivity analysis is conducted to establish the validity boundaries
of the proposed models in the frequency domain. Finally, the rec-
ommendations for the use in different power system studies are
provided.

Index Terms—Ac side equivalent admittance, EMT models,
model order reduction, RMS models, time-averaged models,
voltages source converters.

I. INTRODUCTION

AMATHEMATICAL model of a material system or a pro-
cess is an approximate representation of physical reality.

However, the goal of such approximations is to capture the
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phenomena of interest accurately. In this regard, various models
of power system components have been developed for different
types of studies [1].

This paper focuses on time-averaged models of two-level volt-
age source converters (VSCs), a technology that is increasingly
being employed in power systems. In time-averaged models of
power electronics devices, discrete-time switching is substituted
with continuous-time functions. This simplification enables both
the application of larger time steps in running electromagnetic
(EMT) simulations, and, forms the basis for further simplifi-
cations such that the model can be used in transient stability
(RMS) programs [2]. Time-averaged models are applicable in
many power system studies: transient and small-signal analysis,
tuning of converter high-level control parameters, and a broad
range of analysis usually performed in RMS tools [3].

Time-averaged converter models are described by nonlinear
time-varying mathematical functions. These properties hinder
the application of powerful linear analysis techniques. Several
methods are developed for obtaining linear time-invariant (LTI)
models, of which the dq-frame, dynamic phasor, and harmonic
state-space (HSS) are the most known [4]. This paper concen-
trates on dq-frame LTI models of VSCs which are extensively
being employed in many power system studies. The Park trans-
formation enables the conversion of a balanced steady-state
three-phase system into time-invariant dq quantities. The ob-
tained model can easily be linearized around the operating point
using Taylor series expansion.

The significant property of dq-frame modeling is the preser-
vation of frequency coupling dynamics of the fundamental fre-
quency. On the downside, it cannot be applied to obtain an LTI
model of unbalanced three-phase systems or to study the effects
of harmonics, thus necessitating the use of multi-frequency
modeling methods (dynamic phasors, HSS) [5]. Besides, the
applicability of dq-frame models in the frequency domain is
lower than half of the switching frequency. This limitation
derives from the use of the moving average operator to obtain a
continuous switching function [4].

Various levels of detail can be found in dq-frame two-level
VSC models available in the literature. They include the fol-
lowing elements: ac- and dc-side dynamics, inner and outer
controls, phase-locked loop (PLL), filter dynamics, converter

0885-8977 © 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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dead time. Timescales of specified components extend from
several hundred of microseconds to seconds, therefore requiring
a high computational power (small time steps and long horizon).
As long the number of converters in a system is small, this
might not pose a major issue. However, in envisioned future
converter-dominated power systems, removal of the unnecessary
modeling details is imperative to obtain the optimal model size
for the study of interest.

Previously, a number of model simplifications have been
presented or have implicitly been used in power system studies.
The most common simplifications are the omission of the inner
current control (ICC) [6], [7], [8] and/or the PLL [6], [9],
[10]. Although some of the listed research incorporates modular
multilevel converters, the same principles regarding the ICC
and PLL also hold for two-level converters. The simulation
time step in RMS tools is usually higher than the ICC time
constant, thus justifying its elimination. However, it has been
demonstrated that inner loops also play a relevant role in slow
mode dynamics [11], [12]. Alternatively, the ICC loop is some-
times modeled with a first-order time-delay approximation. Yet,
following the results from [13], such representation is inadequate
for converters connected to the bus with a low short-circuit ratio.
The converter dead time is usually not represented in most of
the studies. Nevertheless, its modeling becomes essential for
the appropriate assessment of converter and grid interactions at
higher frequencies [14], [15]. A classical phasor approximation
is often used to neglect the dynamics of ac side currents (as for
stator currents in synchronous generator models [16]). However,
the EMT representation of converter currents may also become
important at higher frequencies.

Model-order reduction has been applied to large-scale wind
or PV power plants by aggregating the dynamics of many
similar units into an equivalent that preserves the main dynamic
characteristics, e.g., [17] and [18]. However, such reduction
methods are not applicable if converters are spatially distributed
in a power grid – thus, necessitating the need for reduced-
order models of a single converter. In [19], the reduction of a
grid-forming converter model is conducted by residualizing the
groups of state variables linked to the fastest eigenvalues. Yet,
because of insufficient timescale separation, the formation of
disjoint groups of state variables and the associated eigenvalues
may be troublesome. An innovative approach was developed
in [11], where several fast states are initially discarded, and
subsequently, the representation of their participation in slow
modes is added back to the converter model. Another reduction
method was proposed in [12], in which time constants of fast
states are extracted in a transfer function model, while the
state-space model is used for dynamics of slow states.

The above-mentioned research, however, do not reflect on
the applicability of developed reduced-order models in the
frequency domain and suitability for different power system
studies. Therefore, the main objectives of this paper are: (a)
evaluate the impact of simplifications in the model’s accuracy
as observed from the ac-side admittance, and (b) establish a
limited set of VSC reduced-order models measuring in what
frequency ranges the models are valid and thus determining
their applicability in different stability studies according to the

Fig. 1. Time-averaged model of a two-level converter.

frequency of observed phenomena. The proposed reduced-order
models consist only of the basic VSC components and preserve
the physical meaning of the model variables.

The rest of the article is organized as follows. Chapter 2
provides the complete mathematical description of the detailed
dq-frame converter model that will serve as a reference model
in this study. The impact of converter parameters and modeling
details on the ac side admittance is assessed in chapter 3. In
chapter 4, the set of reduced-order models is proposed and
evaluated. A parametric sensitivity analysis is conducted in
chapter 5 to establish the validity boundaries of the different
models in the frequency domain. In addition, recommendations
for the application of the proposed VSC reduced-order models in
different stability studies are provided. Finally, the main findings
are summarized in the conclusion section.

II. REFERENCE VSC MODEL IN DQ-FRAME

The layout of the time-averaged two-level VSC converter
model in grid-following operation mode is presented in Fig. 1.
It consists of a controllable voltage source on the ac side and a
controllable current source on the dc side.

The ac side current icv is described by the following equation:

lf
ωb

dicv

dt
= vcv − vo − icv · (rf + j · ωg · lf ) (1)

wherevcv andvo are the converter and point of common coupling
(PCC) voltages, lf and rf are the aggregated phase reactor and
transformer inductance and resistance, ωb and ωg are the base
and grid per unit angular frequencies. The underbar denotes
variables in the dq-reference frame, i.e., x− = xd + jxq. The

equation governing the behavior of the dc side voltage vdc is:
cdc
ωb

dvdc
dt

= idc − idcs (2)

The dc side current is denoted with idc, the dc current source
with idcs, and cdc is the dc side capacitance. The ac and the
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dc side are linked by the power conservation law (a lossless
converter is assumed):

vcv,d · icv,d + vcv,q · icv,q = vdc · idc (3)

The converter has a hierarchical control structure consisting
of outer loops for the active power (or the dc voltage) and the
reactive power (or the ac voltage) control, the ICC loop for the
regulation of ac side currents, and the PLL that is utilized for
synchronization with the ac grid. The employed vector control
method enables independent regulation of converter active and
reactive power. The mathematical description of control circuits
and employed tuning rules are provided in the subsequent sec-
tions.

A. Inner Current Control and Dead Time

The reference value of the converter voltage v∗cv is set in the
ICC loop:

v∗cv = kp,ICC

(
i∗cv − icv,m

)
+ ki,ICC · γ

−

+ j · lf · ωPLL · icv,m + vo,ICC (4a)

dγ

dt
=

(
i∗cv − icv,m

)
(4b)

where i∗cv and icv,m are the reference and low-pass filtered
(measured) values of converter current, kp,ICC and ki,ICC are
the proportional and integral coefficients of the PI controller,
γ
−

is the controller integrator state, and vo,ICC is the feedfor-

warded low-pass filtered PCC voltage. The coefficients of the PI
controllers are tuned using the model internal control technique
[20] resulting in the two straightforward equations:

kp,ICC =
lf

τICC · ωb
(5a)

ki,ICC =
rf

τICC
(5b)

with τICC being the desired first-order time response of the ICC.
The ac side driving voltage v∗cv is an input to the pulse

width modulator that is not presented in time-averaged models.
However, the common approach is adding the time delay Td at
the ICC output that accounts for the modulation and computation
dead time:

v∗cv,d = e−Td·t · v∗cv (6)

B. Outer Loop Control

The reference value of converter ac side current i∗cv is set
in the outer control. The d-component is utilized for the active
power or the dc voltage control, and the q-component for the
reactive power or the ac voltage control. The outer control loops
are described in equations (7) and (8), where a∗ and a are the
reference and the low-pass filtered values of the active power or
the dc voltage, b∗ and b are the reference and the low-pass filtered
values of the reactive power or the ac voltage, kp,P , ki,P , ρd,
kp,Q, ki,Q and ρq are the coefficients and the integrator states of
the corresponding PI controllers.

i∗cv,d = kp,P (a∗ − a) + ki,P ρd (7a)

dρd
dt

= a∗ − a (7b)

i∗cv,q = kp,Q (b∗ − b) + ki,Qρq (8a)

dρq
dt

= b∗ − b (8b)

In tuning of the active and reactive power control loops, the
previously designed first-order response of the ICC is assumed,
and the variation of the voltage at the PCC is neglected. Imposing
the desired first-order time response with the time constant
τout leads to the following expressions for the proportional and
integral coefficients:

kp,P (Q) =
τICC

τout
(9a)

ki,P (Q) =
1

τout
(9b)

The square of the dc voltage is employed for the dc voltage
control, and the PI coefficients are determined by using the
expressions from [21]. The ac voltage control has not been
utilized in this research.

C. PLL Control

The PLL is an unavoidable element in grid following con-
verters employed for the synchronization with the ac grid. The
following set of equations describe the PLL dynamics:

Δϕ =
vo,PLL,q√

v2o,PLL,d + v2o,PLL,q

(10a)

Δ ωPLL = kp,PLL ·Δϕ+ ki,PLL · εPLL (10b)

dεPLL

dt
= Δϕ (10c)

Δ θPLL =

∫
ΔωPLLdt (10d)

The phase tracking error is denoted with Δϕ, vo,PLL,d and
vo,PLL,q are the low-pass filtered components of the PCC volt-
age,ΔωPLL andΔθPLL are the frequency and angle deviations,
kp,PLL, ki,PLL and εPLL are the PI coefficients and the corre-
sponding integrator state. The coefficients of the PI controller
are tuned by using the recommendations from [22]. The angle
deviation ΔθPLL is used in the transformations from the global
DQ-reference frame to the converter’s local dq-reference frame,
and vice versa.

Fig. 2 presents the comparison of frequency response estima-
tion using a sinusoidal perturbation of the described VSC model
with the linearized model where the 10th order Padé approxi-
mation is used for time-delay linearization. The comparison is
conducted in terms of an equivalent ac side admittance with
PCC voltage vo being the input and the converter currents icv
the output signals:[

icv,d
icv,q

]
=

[
Ydd Ydq

Yqd Yqq

]
·
[
vo,d
vo,q

]
(11)

Only the dd component is exhibited. MATLAB/Simulink is
utilized, as well as in the rest of this research. The converter
is in rectifier operation mode, with active and reactive power
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Fig. 2. Comparison of frequency response estimation and linearized VSC
model (dd admittance component).

control being implemented in outer loops. An almost perfect
matching can be observed even above the frequency of interest,
i.e., the half of the switching frequency (1 kHz in this case).
Accordingly, the linearized system (with the 10th order Padé
time delay approximation) serves as a reference model in the
sequel of this research. All parameters of the reference model
are provided in Table VI in the Appendix.

III. IMPACT OF CONVERTER PARAMETERS AND MODELING

DETAILS ON THE AC SIDE ADMITTANCE

In the following subsections, the influence of different VSC
model simplifications and parameters on the ac side equivalent
admittance in the dq-reference frame is examined. Because of
the limited space, only the dd-component of the admittance is
presented (except for the PLL influence where the qq-component
is exhibited).

A. Ac and Dc Side Representation

The phasor-based or RMS modeling is the most common
simplification in the analysis of power systems. It assumes that
the variables are quasi-stationary, i.e., they do not deviate signif-
icantly from the nominal frequency. Applying this assumption to
the reference EMT model developed in the previous section re-
sults in the omission of the derivative term in (1). The differential
equation becomes an algebraic (12), consequentially neglecting
the high-frequency phenomena in the electromagnetic spectrum.
Fig. 3 shows the influence of this simplification for different
values of ICC bandwidths on the ac side admittance1. The better
matching of the simplified RMS model is achieved for faster ICC
control. Neglecting the derivation term in (1) results in almost
instantaneous converter current control.

0 = vcv − vo − icv · (rf + j · ωg · lf ) (12)

For the dc side modeling, three different representations are
considered: (i) a voltage source, (ii) a capacitance and an ideal
current source, and (iii) a capacitance, dc line and a voltage
source. The results exhibited in Fig. 4 show the perfect matching
of all the three dc side representations when a converter is in the
active power control mode. However, for the dc voltage control,

1The bandwidth of the first-order system is equal to a reciprocal value of the
time constant.

Fig. 3. Influence of the ac side representation on the dd admittance component.

Fig. 4. Influence of the dc side representation on the dd admittance component.

a mismatch appears in the low-frequency region for the different
dc side representations.

B. ICC Modeling

The time constant of the ICC is usually smaller than the
simulation time step used in RMS simulations. Accordingly,
its omission or simplification has been considered in electrome-
chanical stability programs. The resulting simplified model is
based on the first-order time delay transfer function:

icv =
1

1 + τICCs
i∗cv (13)

The simplified model and the ICC omission are benchmarked
against the reference EMT model in Fig. 5. The neglection of
the ICC loop causes a mismatch even in the low-frequency
region (below 101 Hz). Furthermore, the first-order time delay
approximation does not substantially extend the VSC model
validity in the frequency domain. Therefore, the simplified ICC
model is disregarded in the rest of this paper.
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Fig. 5. Influence of the ICC modeling on the dd admittance component.

Fig. 6. Influence of the dead time values and its omission on the dd admittance
component.

Fig. 7. Influence of the dead time representation on the dd admittance
component.

C. Dead Time Modeling

Fig. 6 exhibits the influence of different values of the dead
time and its omission. The mismatch to the reference model
is more prominent for higher values of the dead time. In the
magnitude plot, it is largest above 102 Hz. Yet, it is present
in the low-frequency range as well. The phase mismatch be-
comes more pronounced closer to the kHz region. Furthermore,
in Fig. 7, two simplified time-delay representations used for
the linearization (1st order Taylor and Padé approximations)
are compared with the benchmark model. The first-order Padé
approximation, although utilizing the same number of state
variables as the first-order Taylor approximation, shows better
agreement with the benchmark model.

Fig. 8. Influence of the PLL modeling and bandwidth on the qq admittance
component.

Fig. 9. Influence of the outer loop bandwidth on the dd admittance component.

D. PLL Modeling

The influence of the PLL bandwidth on the ac side admit-
tance is presented in Fig. 8. Moreover, it is compared with an
instantaneous PLL in which (10b)–(10d) are replaced with the
following expression:

Δ θPLL = asin (Δϕ) (14)

The angle deviation ΔθPLL is calculated algebraically, and
the PLL dynamics are disregarded. This simplification has a
significant impact even at very low frequencies, emphasizing
the need for the appropriate PLL modeling to obtain a good
representation in the low-frequency region.

E. Outer Loop Bandwidth and Operating Point

Fig. 9 exhibits the influence of outer loop bandwidth on the ac
side admittance. This control parameter, expectedly, influences
the low-frequency region. The converter operating point affects
the low-frequency dynamics and the steady-state admittance
value, as observable in Fig. 10.

IV. VSC REDUCED-ORDER MODELS

Based on the analysis from the previous section, different
converter parameters and modeling components are presented
in Fig. 11, accounting for their influence on the equivalent ac
side admittance in the frequency domain. The frequency shift of
50 Hz caused by Park transformation is considered. The outer
loop bandwidth and operating point influence the equivalent ac
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Fig. 10. Influence of the operating point on the dd admittance component.

Fig. 11. Influence of different converter parameters and modeling components
in the frequency domain.

TABLE I
THE PROPOSED REDUCED-ORDER MODELS AND THEIR CONSTITUENT

ELEMENTS

side admittance in the low-frequency region, including the syn-
chronous frequency. Then, the appropriate PLL and ICC mod-
eling becomes important for phenomena above the synchronous
frequency. The suitable dc side representation is also relevant in
this frequency region, but only for the dc voltage control mode.
Finally, the impact of the ac side representation and the dead
time subsequently rises at higher frequencies. Here, it needs
to be emphasized that the exhibited frequency distribution of
converter parameters and modeling components summarized in
Fig. 11 holds under the assumption of the converter’s stability as
a standalone system that is ensured by applying standard tuning
procedures of converter parameters.

Based on the exhibited converter element stratification in
Fig. 11, the proposed VSC modeling reduction includes four
models with varying levels of detail. The active and reactive
power control modes are considered in the sequel of this re-
search. Following the results from Fig. 4, the dc side dynamics
can be neglected consequently. The number of state variables
and constituent elements of the VSC reduced models are sum-
marized in Table I. Low-pass filters are included together with
the corresponding modeling element. Model 1 consists of only
outer loops for the active and reactive power control and has

TABLE II
VALIDITY LIMITS OF THE REDUCED-ORDER MODELS IN DQ-REFERENCE

FRAME (HZ) AND THE NECESSARY PADÉ ORDER TO MEET SPECIFIED

TOLERANCES UP TO 1000 HZ

∗Model 4 upper validity limits correspond to model 3 limits provided in the
table.

four state variables. Model 2 additionally incorporates the ICC
loop, the PLL, and the corresponding low-pass filters. It has
14 state variables overall. Model 3, furthermore, is extended
by the EMT representation of the ac side currents and the first
order Padé time-delay approximation, resulting in the model
with 18 state variables altogether. Model 3 differs from the
reference model only in the Padé order utilized for time delay
linearization. Finally, the low-frequency dynamics of outer loops
are neglected in Model 4, making the model applicable only for
high-frequency domain studies. It needs to be emphasized that
the proposed composition is certainly not unique. However, the
results presented in continuation and the comparison with other
reduced-order model configurations justify the selection made.

The comparison of the ac side admittance absolute error for
the four reduced-order VSC models w.r.t. to the reference model
is presented in Fig. 12. Reduced-order models 1, 2, and 3 match
the reference model in the low-frequency region, and the abso-
lute error starts to increase when moving to higher frequencies.
A better fitting is accomplished, expectedly, with an increase
in the number of model state variables. Model 4 absolute error
is significant in the low-frequency region, reduces for higher
frequencies, and becomes prominent again while approaching
the kHz range (as model 3).

Three different values for the magnitude (5, 10, and 20 dB) and
the phase tolerances (5°, 15°, and 30°) are selected to establish
quantitative limits of the reduced-order models in a frequency
domain. The minimum value of the four admittance components
is provided in Table II for models 1, 2, and 3, and the maximum
value for model 4. The validity of Model 1 extends slightly
above the synchronous frequency for specified tolerances. The
validity limits, as might be expected, become higher for less
strict tolerances. Model 2 validity does not extend significantly
in the frequency domain, although the model includes the ICC
and the PLL. The more notable extension is accomplished by
model 3. For the set magnitude thresholds, it is accurate in
the entire range, i.e., up to half of the switching frequency,
and for the set phase thresholds, its validity reaches several
hundred Hz. Model 4 becomes suitable for frequencies above the
synchronous frequency, and the validity limits become lower for
less strict tolerances. Also, model 4 upper validity boundaries
correspond to model 3 limits provided in the table because it
also includes only the first order Padé approximation for time
delay modeling. It is interesting to notice that for the set phase
tolerances, there is a gap between validity limits of models
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Fig. 12. Comparison of the ac side admittance absolute error of the reduced-
order VSC models: (a) dd-component; (b) dq-component; (c) qd-component;
(d) qq-component.

2 and 4, thus necessitating the model 3 application to cover
this frequency range. Finally, the necessary Padé order for time
delay linearization to meet the VSC model accuracy up to half
of the switching frequency is provided in the last column of
Table II. While the first-order approximation is sufficient for the
set magnitude tolerances, the 2nd order is necessary for 15° and
30° phase tolerance, and the 3rd order for the 5° threshold.

Fig. 13. Time-domain response of the reduced-order models and the refer-
ence model following the active power reference step: (a) Active power; (b)
d-component of converter current; (c) PCC voltage; (d) Dominant modes.

TABLE III
OTHER COMMONLY USED REDUCED-ORDER MODELS AND THEIR

CONSTITUENT ELEMENTS

The behavior of the reduced-order models is compared by
time-domain simulations of nonlinear models in Figs. 13(a)–(c).
The external ac grid consists of a Thevenin equivalent and a
capacitance at the connection point. The parameters are provided
in Table VII in the Appendix. When the phasor representation is
employed for converter currents modeling, the same modeling
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TABLE IV
VALIDITY RANGES OF THE REDUCED-ORDER MODELS IN DQ-REFERENCE

FRAME (HZ)

TABLE V
RECOMMENDATIONS FOR THE APPLICABILITY OF THE PROPOSED

REDUCED-ORDER VSC MODELS IN POWER SYSTEM STABILITY STUDIES

assumption is also utilized for external grid modeling. The
active power reference step Δp∗ = 0.025 pu is applied at 2.5
s, and the converter’s active power, current (d-component), and
PCC voltage are observed. Oscillations present in the reference
model time response are not reflected when using reduced-order
models 1 or 2. This can also be observed from the eigenvalue
plot (Fig. 13d), where the low-damped mode associated to the
oscillation is not present for models 1 and 2. Nevertheless,
an increase in the size of the reduced model results in better
matching with the reference model.

A. Comparison With Other Reduced-Order Models

The absolute admittance errors of the four reduced-order
models are compared with other commonly used model con-
figurations (summarized in Table III) to support the previous
analysis. First, model 1 (consisting of only outer loops) and
model 2 (also including the ICC and PLL) are compared with
reduced models that comprise only the PLL or only the ICC
(besides the outer loops). The absolute errors of dd- and qq-
components are presented in Fig. 14. From Fig. 14a magnitude
plot, it can be observed that the model with only PLL does not
extend the validity of the converter model compared to model 1.
And similarly, the model with only the ICC exhibits an equiva-
lent behavior to model 1 for the qq- admittance phase component
(Fig. 14b). Therefore, a VSC model needs to incorporate both
the ICC and the PLL to achieve the error improvement compared
to the model with only outer loops.

Likewise, in Fig. 15, model 3 is compared with the models in
which only time delay or EMT current representation is consid-
ered. It can be similarly reasoned that it is necessary to include
both modeling components to achieve the actual validity exten-
sion in the frequency domain comparatively to model 2 con-
figuration. Additionally, models are analyzed by time-domain
simulations for the same input perturbation (Δ p∗ = 0.025 pu

Fig. 14. Comparison of the ac side admittance absolute error of the pro-
posed and other reduced-order VSC models (PLL and ICC influence): (a)
dd-component; (b) qq-component.

at 2.5 s). The results presented in Fig. 16 show that both the
time delay and EMT current representation are necessary to
capture the PCC voltage dynamics. The model with only EMT
current representation results in an overdamped response and the
model with only time delay results in an unstable response. The
more detailed quantitative results for other reduced-order model
configurations are provided in Table VIII in the Appendix.

V. PARAMETRIC SENSITIVITY ANALYSIS

A parametric sensitivity analysis is conducted to determine
the validity range of the proposed reduced-order models. The
following parameters are examined separately for each reduced
VSC model:� Model 1: outer loop, PLL, and ICC bandwidth (27 combi-

nations)� Model 2: ICC and PLL bandwidth, time delay (27 combi-
nations)� Model 3: ICC bandwidth and time delay (9 combinations)� Model 4: outer loop, PLL, and ICC bandwidth (27 combi-
nations)

Parameters are provided in Table IX in the Appendix. Due to
limited space, only one of the admittance components and the
limited number of combinations are exhibited for the proposed
reduced-order models in Figs. 17 to 20. The quantitative results
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Fig. 15. Comparison of the ac side admittance absolute error of the proposed
and other reduced-order VSC models (time delay and EMT current representa-
tion influence): (a) dd-component; (b) qq-component.

Fig. 16. Active power time-domain response of the proposed and other
reduced-order models.

Fig. 17. Influence of the ICC, PLL and outer loops bandwidth on model 1
absolute error (dd-component).

Fig. 18. Influence of the ICC and PLL bandwidth and time delay value on
model 2 absolute error (qq-component).

Fig. 19. Influence of the ICC bandwidth and time delay value on model 3
absolute error (dq-component).

Fig. 20. Influence of the ICC, PLL and outer loops bandwidth on model 4
absolute error (dd-component).

for all examined combinations and accounting for all four ad-
mittance components are summarized in Table IV and Fig. 21
(for 5° phase tolerance). A wavy pattern in Fig. 21 presents the
sensitivity of upper and lower applicability limits of the proposed
reduced-order models for the examined control parameters and
the selected tolerance threshold. Different converter parameters,
generally, have diverse influences on four admittance compo-
nents (plus the impact of various magnitude and phase angle
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Fig. 21. Validity ranges of the reduced-order models in dq-reference frame
(for 5° phase tolerance).

tolerances). In many cases, lower frequency limits are achieved
with slower dynamics of control circuits and higher time delay
values.

A. Applicability of the Proposed Reduced-Order Models in
Power System Stability Studies

Following the results presented in Table IV and Fig. 21, the
recommendations for the applicability of the proposed VSC
reduced-order models in different stability studies are given in
accordance with the latest power system stability classification
[23]. It needs to be emphasized that the proposed models are
applicable for stability studies where the small-signal assump-
tion holds for the converter and no additional control schemes
are active e.g., regulator limits. Furthermore, different power
system dynamic phenomena as well as the proposed models do
not have strict limits in the frequency domain. Therefore, it is
not possible to unambiguously associate a single reduced-order
VSC model to study particular phenomena.

For studying the classical dynamic phenomena based on
the phasor approximation – such as rotor angle oscillations or
small-disturbance voltage stability – model 1 and model 2 are ap-
plicable. Resonance stability phenomena (torsional or electrical)
appear at subsynchronous frequencies, indicating that the VSC
model 2 or model 3 should be included in the system model when
studying these dynamics. Slow-interaction converter-driven sta-
bility (appearing at subsynchronous frequencies) requires model
2 or model 3 application, while fast-interaction converter-driven
stability (arising at super-synchronous frequencies) necessitates
the application of model 3 or the reference model. If low-
frequency dynamics is out of interest, model 4 can be used
instead of model 3. High-frequency dynamic phenomena in-
cluding switching dynamics cannot be studied using the time-
averaged models presented in this paper. The recommendations
are summarized in Table V.

VI. CONCLUSION

Various simplified VSC models have been employed in power
system stability studies without a proper understanding of ap-
plicability of such models in the frequency domain. This paper
proposes a set of four reduced VSC models for ac system
stability studies based on the extensive analysis of different
converter parameters and modeling components. The simplest
model 1 includes only outer control loops and the corresponding

low-pass filters. The second reduced model has extended ap-
plicability in the frequency domain, however not significantly,
despite including both the ICC and PLL circuits. It confirms the
high coupling of converter slow and fast state dynamics. Thus,
a more prominent validity extension is achieved with model 3
which includes both the time delay and the ac side current EMT
representation. Reduced model 4 does not include outer loop
dynamics and is intended only for high-frequency studies. In
the case of a dc voltage control mode, the dc side representation
must also be included. Various converter parameters, as well
as the specified magnitude and phase tolerances, influence the
frequency range of reduced-order model applicability. Finally,
the paper discusses the applicability of the obtained set of
VSC reduced-order models for different studies in ac power
systems based on the frequency of the studied phenomena. These
conclusions apply for studies where the small-signal assumption
holds for converter variables. Future research directions should
include a detailed assessment of filtering dynamics impact to
decrease the number of state variables further in the model
order reduction process. Also, an establishment of reduced-order
models and their frequency validity boundaries for modular
multilevel VSC configuration and converters in grid-forming
mode is recommended.

APPENDIX

TABLE VI
PARAMETERS OF THE REFERENCE CONVERTER MODEL

TABLE VII
PARAMETERS OF THE EXTERNAL GRID
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TABLE VIII
VALIDITY LIMITS OF OTHER REDUCED-ORDER MODELS IN DQ-REFERENCE

FRAME (HZ)

TABLE IX
PARAMETERS OF THE SENSITIVITY ANALYSIS
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Abstract—Renewable energy and high voltage direct current
connections increase the number of power electronic devices in the
grid, changing how power systems operate and introducing new
dynamic behavior. For this reason, it is fundamental to understand
what modeling details are needed to represent the system in this
new context. This article proposes a novel model reduction ap-
proach using frequency-limited controllability and observability
Gramians that preserves the link between the physical structure
of the system and the state variables. This method allows under-
standing and analytically determining how vital each state is to the
input-output behavior in different frequency ranges. The primary
contribution of this article is an algorithm that can provide intuitive
results to help power system experts understand the simulation
tools and minimum modeling details needed to perform different
stability studies. Two case studies supported the applicability of the
developed method, and a tool for MATLAB/Simulink was devel-
oped based on the findings, allowing visualization and immediate
identification of the model components that are most relevant for
the system dynamics under study. This tool can analyze dynamic
behaviors where the cause is poorly understood and provide clar-
ity around modeling detail requirements in converter-rich power
systems.

Index Terms—Controllability and observability, Gramians,
model reduction, power electronic converters, power system
modelling, power system simulation.

I. INTRODUCTION

POWER systems have seen extensive changes in the past
years. Renewable energy sources incentivized by gov-

ernmental policies are substituting traditional generation. For
instance, to reach the 1.5◦ climate target, renewables should
supply 90% of the electricity by 2050. Wind and photovoltaics
should dominate with 63% of the total electricity needs [1].
Additionally, power systems are becoming more interconnected.
In Europe, there is an expected increase of 35 GW cross-border
transmission capacity by 2025 and an additional 93 GW by
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2040 [2]. High voltage direct current (HVDC) technology is es-
pecially relevant for long-distance transmission and renewables’
interconnection since it provides more operational flexibility
than AC transmission. It is believed that the developments in
power systems will continue in the following years, with am-
bitious targets set towards renewable generation and additional
interconnection projects planned [2].

These trends have in common that they increase the number
of power electronic devices connected to the grid. Determining
how to model power electronic-based systems in stability studies
is a significant challenge. Despite studies carried out during
the planning and operation of new interconnections, several
instability events have occurred in recent years. For instance,
in 2017, ERCOT observed three subsynchronous oscillation
(SSO) events involving wind farms. The wind farms affected
had undergone stability studies and were equipped with SSO
damping controls [3] but these measures proved insufficient for
predicting and avoiding the instability risks. In 2019, studies
conducted by AEMO showed five solar farms with sustained
voltage oscillations under credible contingencies. This incident
led to several months of generation curtailment and delayed
commissioning of new units [4].

One reason instability risks can remain undetected during the
project’s study phase is that power electronic devices may inter-
act unexpectedly with the surrounding system, and their dynamic
behavior is not always well understood. Traditional modeling
practices based on root mean square (RMS) simulations aggra-
vate this risk as RMS models assume that all system signals are
steady-state or near steady-state, leading to simplified network,
generator, and converter models. This assumption significantly
impacts its ability to represent oscillation phenomena far from
the steady-state frequency. In this case, using RMS models could
lead to an incorrect stability assessment.

Electromagnetic transient (EMT) simulations, on the other
hand, can produce very accurate stability results. However, using
EMT simulations still leads to the question of how detailed
the model of each component should be. Modeling to a high
degree of detail every element of an extensive system leads to
computational complexity that is at the very least difficult to
handle and often unfeasible. It also requires data that might not
be available due to, for instance, manufacturers not having yet
supplied a detailed EMT model of their device. For instance,
following a sub-synchronous incident involving wind farms in
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2009, [5] reported that ERCOT did not have the required wind
farm EMT models for detailed studies that could have detected
the subsynchronous oscillations ahead of time.

Thus, it is critical to understand the minimum modeling details
required for different stability studies. It allows transmission
system operators (TSOs) to demand the correct type of studies
and models, ensuring the safe operation of the power system.

Model-order reduction methods are one of the techniques able
to address this problem. They reduce computational costs while
maintaining the accuracy for given phenomena of interest. A
reduced-order model is obtained by eliminating or simplifying
parts of the system that are not relevant for the study carried out.
The accuracy of the results depends on appropriately choosing
which system components are relevant for the study and must
therefore be represented by detailed models.

Several model reduction methods have been proposed in the
literature and applied in power system analysis. These include
modal reduction [6], balanced truncation [7] and reduction by
moment matching [8]. These approaches, however, rely on
changing the state space coordinate system. Because the analysis
occurs on a changed basis, state variables tend only to have
mathematical significance and no longer have a direct link to
the physical system. This lack of connection makes it difficult
for power system experts to apply these methods to understand
which components and control models to use in practical system
studies. These methods typically offer high computational effi-
ciency and scalability, where the aim is near optimal reduction
of the number of states in the model. However, the drawback
is that the results become less intuitive and interpretable as the
mathematical models can no longer be understood physically.

A parametric model reduction method is proposed in [9],
which can preserve selected parameters in the reduced-order
model. The article successfully demonstrated the method for
preserving the parameters of Power System Stabilizers (PSS).
However, the method only preserves the relationship between
mathematical and physical models for selected parameters. It
also requires knowing the parameters to be preserved before-
hand, which limits its application when the instability causes
and devices involved are not entirely known.

In [10], the authors propose a model reduction method based
on state residualization. They determine the relationship be-
tween states and modes and then find a reduced model by
removing groups of states, minimizing the error. This method,
however, does not directly determine the importance of each
state and how this changes in particular frequency ranges.

A method of obtaining reduced-order models of Multi-
Terminal DC Grids (MTDC) is proposed in [11]. The approach is
based on an Interactive Rational Krylov algorithm and is applied
individually to every wind farm connected to the study area
consisting of the MTDC grid. This work, however, does not
cover other grid configurations.

In [12], the authors propose a model reduction technique
inspired by the balanced truncation method and based on the
projection of the Hankel Singular Values using the inverse bal-
ancing transformation. In [13], the authors propose a structured
model reduction that preserves the network topology based on
an extension of the balanced truncation method. The technique

first partitions the system into subsystems. The method is applied
to each subsystem except the one where the network struc-
ture should be preserved. However, these methods have not
been explicitly used to determine modeling details necessary
in converter-rich systems considering dynamics in different
time scales. The method proposed in this article was conceived
specifically for this purpose, focusing on the interpretability of
results to provide clarity around modeling detail requirements
for converter-rich power systems. The proposed model reduction
approach can be applied directly without any coordinate system
transformation, thus maintaining the connection between the
states and the physical system.

The key contributions of this article are: (i) an approach to
calculate the contribution of each state to the system behavior
based on the controllability and observability Gramians; and
(ii) a model reduction technique that highlights which parts of a
model are relevant at a given frequency range, and that is applied
to obtain models targeted for studies of specific oscillation
phenomena. The proposed approach is especially relevant given
the new categories of interactions introduced in power systems
with high penetration of power electronic devices [14].

This article is organized as follows. Section II provides an
overview of the main concepts of model reduction theory. The
proposed model reduction approach is described in Section III.
Section IV covers two case studies where the method is ap-
plied and demonstrates a visualization tool developed on MAT-
LAB/Simulink. Finally, Section V discusses conclusions and
limitations of the proposed approach.

II. MODEL ORDER REDUCTION

The problem of finding a reduced-order model of a linear
system represented in state-space consists in identifying which
states are relevant and which ones can be discarded while
ensuring the results remain within an acceptable error margin.

Consider a linear time-invariant (LTI) and high-dimensional
system with n states, m inputs and p outputs represented in
state-space form by

ẋ(t) = Ax(t) +Bu(t) (1)

y(t) = Cx(t) (2)

where u(t) ∈ Rm is a vector of system inputs, y(t) ∈ Rp is a
vector of system outputs and x(t) ∈ Rn are the state variables
and A ∈ Rn×n, B ∈ Rn×m and C ∈ Rp×n are the state-space
matrices.

The controllability operator Ψc : L2(−∞, 0] → Cn is de-
fined as [15]

u �→
∫ 0

−∞
e−AτBu(τ)dτ.

It can be interpreted as a mapping between inputs defined in
the past (t ≤ 0) to the initial condition x0 at t = 0.

Similarly, the observability operator Ψo : Cn → L2[0,∞) is
defined as [15]

x0 �→
{
CeAtx0, for t ≥ 0

0, otherwise
(3)
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This operator maps the initial condition x0 to the output of
the system when no input is applied for t > 0.

The controllability and observability of a state can be mea-
sured using the concept of Gramians and derived from the
respective operators.

The controllability Gramian P is associated with the minimal
energy required to drive the states from0 tox and is defined [15]
as

P = ΨcΨ
∗
c =

∫ t2

t1

eAtBB∗eA
∗tdt. (4)

where Ψ∗
c : L2(−∞, 0] → Cn and A∗ denotes the complex

conjugate transpose of matrix A.
The observability Gramian Q is a measure of the maximum

amount of energy obtained from the outputs caused by the initial
condition x0 and is defined [15] as

Q = Ψ∗
oΨo =

∫ t2

t1

eA
∗tC∗CeAtdt. (5)

where Ψ∗
o : L2[0,∞) → Cn.

A reduced-order model can be obtained by neglecting states
with relatively low controllability or observability. However, a
state’s controllability and observability depend on the coordinate
system used. The same model may be completely controllable
and observable in one coordinate system and have several un-
controllable or unobservable states when using another basis.
It is possible to carefully select a change of coordinate system
to result in as many unobservable and uncontrollable states as
possible to reduce the order of the system considerably.

Several model reduction approaches in the literature are based
on this idea [7]. However, this comes at the cost of mathematical
models that can no longer be interpreted physically. This article
proposes an approach to calculating a state variable’s relative
controllability and observability without changing coordinate
systems. The following Section covers the mathematical back-
ground for the technique proposed.

III. PROPOSED MODEL REDUCTION APPROACH

This section first explains how to calculate the approximation
error between the outputs of a full and reduced-order system.
Then, a heuristic is obtained from the approximation error that
determines a state’s participation in the input-output behavior of
the system. The heuristic is extended to take into account specific
frequency ranges. Finally, it is shown how it can be applied to
obtain a reduced-order model, and a physical interpretation for
the method is provided.

A. Calculation of Approximation Error

A single-input single-output system (SISO) is adopted to
make the derivation clearer. However, extending the same con-
cepts to multiple-input multiple-output (MIMO) systems is pos-
sible.

Suppose there is SISO system with n internal states. Let u(t)
be an input applied to this system during the time interval t ∈
(−∞, 0]. The value x0 of the states at t = 0 can be calculated

using the controllability operator Ψc as follows:

x0 = Ψcu(t) (6)

where Ψc = [Ψ
(1)
c Ψ

(2)
c · · · Ψ

(n)
c ]T is a column vector and

Ψ
(k)
c is the controllability operator associated with the k-th state.
Now let us observe the system output y(t) caused by the

initial condition x0 during the interval t ∈ [0,∞). The output is
determined with the help of the observability operator Ψo as

y(t) = Ψox0 (7)

where Ψo = [Ψ
(1)
o Ψ

(2)
o · · · Ψ

(n)
o ] is a row vector and Ψ

(k)
o

is the observability operator associated with the k-th state.
Equations (6) and (7) defining the controllability and observ-

ability operators are combined, resulting in an expression that
relates a system’s input to its output,

y(t) = ΨoΨcu(t) (8)

When expanded, this expression highlights the contribution
of the system’s state variables:

y(t) = [Ψ(1)
o Ψ(1)

c +Ψ(2)
o Ψ(2)

c + · · ·+Ψ(n)
o Ψ(n)

c ]u(t) (9)

where Ψ(k)
o Ψ

(k)
c represents the product between the observabil-

ity and controllability operators associated with the k-th state.
Equation (9) is essential because it shows that the system

input-output behavior can be decomposed among the states
variables, allowing to isolate and measure the contribution of
individual states.

Suppose the order of the system is reduced from n
to r with r < n by eliminating n− r states denoted by
x(r+1), x(r+2), . . . , x(n). The output ŷ(t) of the reduced model
is obtained from (9) by removing the components associated
with the states that are being eliminated, resulting in

ŷ(t) = [Ψ(1)
o Ψ(1)

c +Ψ(2)
o Ψ(2)

c + · · ·+Ψ(r)
o Ψ(r)

c ]u(t) (10)

The approximation error incurred by reducing the model order
can be defined as the difference between the outputs of the full
and reduced-order models. It is quantified using the L2 norm as

‖y − ŷ‖2 =

∥∥∥∥∥
n∑

k=r+1

Ψ(k)
o Ψ(k)

c u(t)

∥∥∥∥∥
2

(11)

Based on the submultiplicative and triangle inequality prop-
erties, (11) can be rewritten as

‖y − ŷ‖2 ≤
n∑

k=r+1

‖Ψ(k)
o ‖2‖Ψ(k)

c ‖2‖u(t)‖2 (12)

In order to develop the right-side term of (12), the controlla-
bility ‖Ψ(k)

c ‖2 and observability ‖Ψ(k)
o ‖2 norms associated with

the k-th state must be calculated. In order to achieve that, the
following definition of the H∞ norm of bounded operators [16]
is used:

‖Φ‖∞ = sup{‖Φx‖2 : ‖x‖2 = 1} (13)

where Φ is a bounded operator and Φ ∈ H∞ and x ∈ H2.
Let the Ψ

(k)
o be the component of the observability operator

associated with the k-th state. Using the definition in (13), it is
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possible to write

‖Ψ(k)
o ‖∞ = sup{‖Ψ(k)

o x
(k)
0 ‖2 : |x(k)

0 | = 1} (14)

The right-side term from (14) can be expanded into

‖Ψ(k)
o x

(k)
0 ‖22 = x

(k)∗
0 Ψ(k)∗

o Ψ(k)
o x

(k)
0 (15)

Based on (15) and knowing that |x(k)
0 | = 1 → x

(k)
0 = ±1, the

right side term from (14) is evaluated as

‖Ψ(k)
o ‖∞ =

√
Ψ

(k)∗
o Ψ

(k)
o (16)

Similarly, let Ψ(k)
c be the component of the controllability

operator associated with the k-th state. It follows from (13) that

‖Ψ(k)
c ‖∞ = sup{‖Ψ(k)

c u‖2 : ‖u‖2 = 1} (17)

Knowing that the following sets are equal [15], [17]:

{Ψcu : u ∈ L2(−∞, 0] and ‖u‖2 ≤ 1} (18)

{(ΨcΨ
∗
c)

1
2xc : xc ∈ Cn and |xc| ≤ 1} (19)

the right-side term in (17) is evaluated, resulting in

‖Ψ(k)
c ‖∞ = sup{‖(Ψ(k)

c Ψ(k)∗
c )

1
2xc‖2 : |xc| = 1} (20)

The right side term in (20) evaluates to

‖(Ψ(k)
c Ψ(k)∗

c )
1
2xc‖22 = x∗

cΨ
(k)
c Ψ(k)∗

c xc (21)

Knowing that |xc| = 1 → xc = ±1 results in

‖Ψ(k)
c ‖∞ =

√
Ψ

(k)
c Ψ

(k)∗
c (22)

It follows from the property ‖Φ‖∞ ≤ ‖Φ‖2 that the L2 norms
of the controllability and observability operators are given,
respectively, by

‖Ψ(k)
c ‖2 ≤

√
Ψ

(k)
c Ψ

(k)∗
c (23)

‖Ψ(k)
o ‖2 ≤

√
Ψ

(k)∗
o Ψ

(k)
o (24)

The operator norms in (23) and (24) are related to the diag-
onal terms of the controllability and observability Gramians as
Ψ

(k)∗
o Ψ

(k)
o = Q(k,k) and Ψ

(k)
c Ψ

(k)∗
c = P(k,k). Taking that into

consideration and substituting (23) and (24) into (12), results in

‖y − ŷ‖2 ≤
n∑

k=r+1

√
Q(k,k)P(k,k)‖u(t)‖2 (25)

If the input is an impulse, that is, u(t) = δ(t), then the output
y(t) is the impulse response denoted by h(t). The previous
equations shows that the norm of the impulse response error
‖h− ĥ‖2 is bounded by

‖h− ĥ‖2 ≤
n∑

k=r+1

√
Q(k,k)P(k,k) (26)

A reduced system is obtained when the error associated with
removing a certain number of states only has a negligible impact
compared to the states remaining in the model. Mathematically,

this requirement can be formulated following Moore [7]. A re-
duced system exists if there is an internally dominant subsystem
of order r that satisfies the following equation:

r∑

k=1

√
Q(k,k)P(k,k) �

n∑

k=r+1

√
Q(k,k)P(k,k). (27)

Based on these conclusions, it is possible to define an error
Er heuristic that measures how close the reduced system is to
the full system. Mathematically,

Er =

∑n
k=r+1

√
Q(k,k)P(k,k)

∑r
k=1

√
Q(k,k)P(k,k)

. (28)

This error measures the impact of removing certain states
from the model. In other words, state variables that produce
significant errors when removed have high participation in the
system response.

B. Participation of State in Input-Output Behavior

Equation (28) not only measures the error associated with
removing a group of states but also indicates the impact of indi-
vidual states on the model accuracy. Therefore, the participation
p(k) of the k-th state variable in the system input-output behavior
is defined as

p(k) =

√
Q(k,k)P(k,k)

∑n
i=1

√
Q(i,i)P(i,i)

. (29)

Equation (29) allows ranking the importance of individual states.
Because each state is associated with a physical component of
the power system, the participation p(k) reveals not only the
most important states but also the most important components
of the system. The next sections show how this property is used
to produce a tool for visualizing which components contribute
the most to the system dynamics.

The participation defined in (29) describes the impact of the
state over the entire frequency range. When studying oscillation
phenomena in specific frequency ranges, it is helpful to under-
stand the participation of the states as a function of the frequency.
Certain state variables may be more associated with faster or
slower phenomena. For example, state variables related to the
network tend to be associated with high-frequency transients;
thus, models for quasi-steady-state studies discard those states.
To this end, the concept of frequency-limited Gramians can be
used to define the participation of the states in specific frequency
ranges.

Time-frequency duality and Parseval’s theorem can be used
to define the Gramians in the frequency domain from their
time-domain formulation presented in (4) and (5) [18]. The
frequency-limited controllability and observability Gramians
over the interval [ω1, ω2] are obtained, respectively, as

Pω =

∫ ω2

ω1

(jωI −A)−1BB∗(−jωI −A∗)−1dω, (30)

Qω =

∫ ω2

ω1

(−jωI −A∗)−1C∗C(jωI −A)−1dω. (31)
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Fig. 1. Contribution of state variables to input-output system response.

By using (30) and (31), the controllability and observability of
a state can be measured in specific frequency intervals. They can
then be used, in conjunction with (29) to define the participation
p
(k)
ω of the k-th state variable to the input-output system behavior

over the interval [ω1, ω2]. This results in

p(k)ω =

√
Q(k,k)

ω P(k,k)
ω

∑n
i=1

√
Q(i,i)

ω P(i,i)
ω

. (32)

Equation (32) provides a measure of which states have the
highest participation in a frequency range and can thus be
used to derive reduced-order models appropriate for studies of
oscillations within a frequency range. This result is obtained
without applying any coordinate changes to the state space.

The states with the highest participation should be included in
the models, while the remaining states may be safely neglected.
In other words, (32) provides a guideline for which parts of the
physical system correspond to the most relevant states and must
be modeled in detail and which ones can be simplified.

C. Physical Interpretation

This section provides the physical interpretation of the pro-
posed model reduction method from a signal injection point of
view, highlighting the relationship between Gramians and signal
energy.

The notion of signal energy is a purely mathematical concept
that may be related to the definition of energy in physics but does
not necessarily correspond to it. Mathematically, the energy E
of a signal x over the interval [t1, t2] is defined as

E = 〈x(t),x(t)〉 =
∫ t2

t1

‖x(t)‖22dt. (33)

The signal energy is related to both the controllability and
observability Gramians. The controllability Gramian P is asso-
ciated with the energy required to drive the states from 0 to x0

while the observability Gramian Q is a measure of the energy
obtained from the outputs caused by the initial condition x0.

Based on that, consider the physical system illustrated in
Fig. 1.

Suppose unitary impulses are successively applied to each
system input, and each state’s response is observed. The set
of state response signals is represented by the matrix X(t) ∈

Rn×m as

X(t) =

⎡
⎢⎢⎢⎢⎣

x1(t)

x2(t)
...

xn(t)

⎤
⎥⎥⎥⎥⎦
, (34)

where xk(t) ∈ Rm is a row vector containing the response of
the k-th state to each of the inputs.

The vector X(t) is the input-to-state map and can be used to
obtain the controllability Gramian P over the interval [t1, t2] as

P =

∫ t2

t1

X(t)X(t)∗dt. (35)

Based on that, the controllability Gramian matrix from (30)
can be expanded resulting in

Pω =

⎡
⎢⎢⎢⎢⎣

〈x1,x1〉 〈x1,x2〉 · · · 〈x1,xn〉
〈x2,x1〉 〈x2,x2〉 · · · 〈x2,xn〉

x
...

...
...

〈xn,x1〉 〈xn,x2〉 · · · 〈xn,xn〉

⎤
⎥⎥⎥⎥⎦
, (36)

where 〈xk,xj〉 denotes the inner product between the vectors
xk and xj . When these vectors are equal, their inner product
〈xk,xk〉 represents the total energy of the signal xk as defined
in (33).

In other words, the k-th diagonal element of the controllability
Gramian measures the total energy contained in the response
of the k-th state to each of the inputs. A large energy value
indicates that the impulse had a greater effect on the state. This
input-to-state energy transfer is illustrated in the left portion of
Fig. 1.

Now suppose a unitary initial condition is imposed on each
state, and the system’s output signal is observed. This set of
signals is represented by the matrix Y (t) ∈ Rp×n as

Y (t) =
[
y1(t) y2(t) · · · yn(t)

]
, (37)

where yk(t) ∈ Rp is a column vector containing the response
of all outputs to the initial condition imposed to the k-th state.

The vector Y (t) is the output-to-state map and it can be used
to calculate the observability GramianQ over the interval [t1, t2]
as

Q =

∫ t2

t1

Y ∗(t)Y (t)dt. (38)

Based on that, the observability Gramian matrix defined in
(31) can be expanded as

Qω =

⎡
⎢⎢⎢⎢⎣

〈y1,y1〉 〈y1,y2〉 · · · 〈y1,yn〉
〈y2,y1〉 〈y2,y2〉 · · · 〈y2,yn〉

...
...

...

〈yn,y1〉 〈yn,y2〉 · · · 〈yn,yn〉

⎤
⎥⎥⎥⎥⎦
. (39)

Similar to what was observed with the controllability
Gramian, the diagonal terms in the matrix represent the sig-
nal energy measure as defined in (33). In this case, 〈yk,yk〉
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Algorithm 1: Model Reduction Method.

Select system inputs u(t), outputs y(t) and operating point
of the full-order model

Linearize model to obtain a state-space representation
according to (1) and (2)

Define the frequency interval of interest [ω1, ω2]
Choose a Gramian computation algorithm
Calculate the controllability Pω and observability Qω

Gramians within the frequency interval [ω1, ω2]

Calculate participation p
(k)
ω of states according to (32)

Choose a participation threshold ε value serving as a
boundary between states that will be included in the
model and those that will be neglected

Residualize states with a participation lower than a
selected threshold ε

Return reduced state-space model

measures the total energy of the outputs resulting from a unitary
initial condition applied to the k-th state. The greater the energy,
the more a state affects the output. This state-to-output energy
distribution is illustrated in the right portion of Fig. 1.

The diagonal terms from the controllability and observabil-
ity Gramians for each state are combined into the product
P(k,k)
ω Q(k,k)

ω . Fig. 1 illustrates the energy transfer from input
to output in a physical system taking into account how the
signal energy is distributed across the states before reaching
the output. The contribution of each state is reflected by the
product P(k,k)

ω Q(k,k)
ω . If this term is large, the state is likely to

impact the input-output system behavior for a selected frequency
range. In absolute terms, it may be difficult to derive meaningful
conclusions from the product of the Gramian elements. When
all states are considered, however, the terms can be normalized.
The results of this normalization outline the relative importance
of an individual state.

D. Choice of Relevant States

The steps illustrated in Algorithm 1 should be followed to
obtain a reduced-order model using the proposed method. First,
the power system non-linear model should be linearized around
an operating point, resulting in a linear state-space model.

The system’s inputs and outputs are selected according to
the study intended to be performed or based on the application
the reduced-order model will have. This choice is essential as
it directly affects the results. This is because the controllability
is highly dependent on the inputs since it is a measure of how
those inputs can drive the system. Similarly, the observability
is dependent on the choice of outputs because it measures the
response “observed” from those outputs.

When obtaining a model for a specific frequency range, this
range must be defined and used during the calculation of the
Gramians according to (30) and (31). The Gramians can then
be used to calculate the participation of each state in the input-
output behavior based on (32). Based on the relative difference

Fig. 2. Diagram illustrating the (a) VSC model connected to the AC network
and (b) the VSC control system.

between the participation of the states, a set of the most relevant
states can be chosen to represent the reduced-order model.

Care must be taken when selecting an algorithm for cal-
culating the controllability and observability Gramians. This
article uses the MATLAB library function ‘gram’ [19] which
calculates the Gramians using Lyapunov equations with a full
Gramian approach. This approach has a high computational cost
O(n3) [20] and may not be appropriate for realistic large-scale
systems. In this case, one of the several techniques proposed in
the literature [21], [22] may be used to speed up computation
as the proposed method is independent of the algorithm used to
compute Gramians.

IV. APPLICATIONS AND RESULTS

This section covers two study cases showing how the proposed
model reduction approach can be applied to derive reduced-order
models for (a) a VSC system and (b) a modified 39-bus system
with two converters. All computations were conducted using
MATLAB R2022a on an Intel i5 processor with a 2.40-GHz
clock and 32 GB RAM.

A. VSC System

The study case consists of a 10th order VSC model connected
to an equivalent AC network and a constant DC source. Fig. 2(a)
illustrates the modelled system. An averaged-value model is
used for the VSC according to details provided in [23]. In
this model, the converter AC and DC sides are represented as
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TABLE I
VSC CASE STUDY PARAMETERS

controlled voltage and current sources at nominal frequency,
neglecting the switching harmonics.

The equations describing the converter AC side in the dq0
frame are summarized as:

Udq
AC −Udq

pcc = RvscI
dq
AC + Lvsc

dIdq
AC

dt
+ jωLvscI

dq
AC (40)

where Udq
pcc is the voltage at the point of common coupling

(PCC), Udq
AC is the AC-side controlled voltage source, Idq

AC is
the AC current and Rvsc and Lvsc are the equivalent converter
resistance and inductance, respectively.

The control system consists of active and reactive power
controls; decoupled AC current control implemented in dq
reference frame including voltage feed-forward filters; and an
αβ phase-locked loop (PLL) implemented according to [24].
Fig. 2(b) summarizes the control structure. The parameters used
in the study case can be found in Table I.

The inner current controller is implemented in the dq-frame
according to Fig. 2(b). The main equations describing the control
loop are:

Ud∗
AC = (Id∗AC − Id,meas

AC )

(
Kp,d +

Ki,d

s

)

+ Ud
pcc + Iq,meas

AC Lvscω (41)

U q∗
AC = (Iq∗AC − Iq,meas

AC )

(
Kp,q +

Ki,q

s

)

+ U q
pcc − Id,meas

AC Lvscω (42)

where Kp,d, Kp,q are the controller’s proportional gains and
Ki,d and Ki,q are the integral gains.

The αβ-PLL is implemented as follows:

ωαβPLL =

(
Kp +

Ki

s

)
sin(θgrid − θαβPLL) (43)

θαβPLL =
ωαβPLL

s
(44)

where θgrid is the grid voltage angle, θαβPLL is the grid an-
gle measured by the PLL, and ωαβPLL is the measured grid
frequency in rad/s.

A first-order low-pass voltage-feedforward filter was used,
where ωff represents the filter’s cutoff frequency. The filter’s

transfer function Gff (s) is given by:

Gff (s) =
ωff

s+ ωff
(45)

Finally, the main equations describing the active and reactive
power controls are:

Id∗AC = (P ∗
AC − Pmeas

AC )

(
Kp,P +

Ki,P

s

)
(46)

Iq∗AC = − (Q∗
AC −Qmeas

AC )

(
Kp,Q +

Ki,Q

s

)
(47)

whereP ∗
AC andQ∗

AC are the active and reactive power reference
values, respectively, while Pmeas

AC and Qmeas
AC are the measured

active and reactive power values.
This model is referred to in this article as the full-order

VSC model. It was implemented in MATLAB/Simulink, and
a state-space representation was obtained from the linearized
system considering the arbitrarily selected active and reactive
power setpoints of P = 0.9 p.u. and Q = 0.2 p.u., respectively.
The correspondence between states and the physical system
was maintained to derive practical modeling insights from the
analysis.

1) Application of Model Reduction Approach: The control-
lability and observability Gramians are calculated to derive a
reduced-order model. Frequency intervals of 10 rd/s are used
and considered sufficiently small for the intended analysis. The
diagonal terms of the Gramians are combined according to
(29) to calculate the participation of each state in the input-
output behavior of the system for frequencies ranging from 1 to
104 rad/s. The results are presented in Fig. 3 and are grouped
according to the parts of the physical system the states represent.
Additionally, the frequency is measured from the stationary dq
reference frame. This means, for instance, that 0 rd/s in the
results correspond to nominal system frequency.

To facilitate the analysis, in Fig. 3 the frequency spectrum
was divided into three parts highlighting low, medium, and
high-frequency ranges. In the initial portion of the low-frequency
range (from 1 to 100 rd/s), highlighted in green on Fig. 3,
only states associated with active and reactive power controls
contribute to the system behavior. If the model is used to
study phenomena in that frequency range, all other controls
may be simplified or neglected. In addition to that, the AC
equations can be represented by their steady-state formulation.
RMS simulations typically use these types of models [25], [26]
where the frequencies of interest are only those around the
nominal frequency. Thus, the results are in line with widely
used modeling practices. The upper portion of the low-frequency
range becomes increasingly affected by the PLL dynamics. This
points to the importance of including detailed PLL models even
for RMS simulations.

The middle frequency range (100 to 2000 rd/s) highlighted in
blue shows varying contributions from several system and con-
trol components, except for the power controls. The frequency
range in which each of the control loops becomes prominent
is in line with the control bandwidths expected considering the
tuning parameters used (found in Table I). This is the frequency
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Fig. 3. Participation of states in input-output behavior over the frequency
spectrum.

range where the RMS models relying on steady-state network
representation might no longer be applicable since the AC
current state variable has increased participation in the system
behavior.

Finally, in the high-frequency range (higher than 2000 rd/s)
highlighted in red, the AC current dominates the system re-
sponse. However, the full-order model selected for the study case
reaches its limitations in this frequency range. More complex
models, including PWM and switching elements, should be
considered when analyzing this frequency region to obtain more
meaningful conclusions. This is not covered by the study in this
article.

As a visual summary, the importance of each part of the
VSC model in the three frequency ranges is highlighted in the
corresponding colors in Fig. 2. This result clearly outlines that
the proposed approach can directly provide meaningful insights
into the importance of modeling each part of a system for
different frequency applications.

2) Reduced Model Development: To further illustrate the ap-
plication of the proposed approach, a reduced model is obtained

Fig. 4. Response comparison between full and reduced models to a 5% step
in active power setpoint.

to verify the conclusions derived in the previous subsection. The
full-order VSC model presented in Fig. 2 is simplified, assuming
it will be used in the low-frequency range (considered in this
article up to 100 rd/s). The algorithm had a total execution time
of 0.788 s (of which 0.002 s is the time taken to compute the
Gramians). According to the results concluded from Fig. 3, the
low frequency reduced model should be obtained by neglecting
the AC current control and voltage feed-forward filter and repre-
senting the AC equations in steady-state. Only the state variables
associated with the active and reactive power controls and the
PLL are maintained. These controls are highlighted in green on
Fig. 2(b). This results in a 4th order VSC model.

Fig. 4 shows the response comparison between the full and
reduced models to a 5% step increase in active power setpoint
applied at t = 0.05 s. The response of the full-order model has
two components: an exponential term and an oscillatory term
with frequency ωosc ≈ 306 rad/s.

The developed reduced-order model is only intended to repre-
sent the exponential term of the full model response. The results
in Fig. 4 indicate that the model reduction technique behaves as
expected. The fact that the oscillatory term is not present in the
reduced model response is further confirmed by Fig. 3 where
it is shown that at that frequency value, the AC current, AC
current controls, and voltage feed-forward have a significant
contribution, and these modeling details are not included in
the reduced model. These findings indicate that the proposed
model reduction approach successfully approximates the full
order model in the desired frequency range.

B. Modified 39-Bus System

The analysis is extended to a modified 39-bus system based
on [27] containing 396 state variables. The main modification

Authorized licensed use limited to: Tallinn University of Technology. Downloaded on August 10,2025 at 14:01:49 UTC from IEEE Xplore.  Restrictions apply. 



CAMPOS et al.: NOVEL GRAMIAN-BASED STRUCTURE-PRESERVING MODEL ORDER REDUCTION 5389

Fig. 5. Participation of states in input-output behavior.

made to the original system was the addition of two VSC
converters based on the model described in Subsection IV-A. The
models include an additional AC voltage controller replacing
the reactive power control. The parameters used for VSC 1
are τP = 30 ms and τPLL = 5 ms, τidq = 3 ms, τV = 10 ms.
The parameters for VSC 2 are τP = 40 ms and τPLL = 10 ms,
τidq = 4ms and τV = 10ms. VSC 1 replaces generator 10 from
the original 39-bus system, and VSC 2 is connected to bus 26.

The electrical distance between the two converters is relatively
short, and both are operating in AC voltage control mode. In
order to evaluate the dynamic response of the system, a 0.1 p.u.
voltage reference step is applied to the voltage control reference
of VSC 1. Fig. 7 shows the dynamic response of the converter.

The method proposed in this article is applied following the
steps detailed in Algorithm 1 to determine which parts of the
system contribute to the observed behavior. First, the model
is linearized by selecting the AC voltage reference at VSC
1 as the input while the measured AC voltage is selected as
the output. This choice of input/output was deliberate as it
will provide insight into which elements of the power system
are essential to capture the voltage dynamics at VSC 1. The
controllability and observability Gramians are calculated from
the state space model. Finally, the overall participation of each
state is determined using (29).

Fig. 5 presents the participation of the most significant states
in the input-output response of the system obtained from the
analysis. Because the states are associated with the physical
components of the power system, the participation value mea-
sures the relevance of each state and the corresponding compo-
nent in the system response. Because of that, the results of the
model reduction method are directly interpretable and can be
used to decide which parts of the system can be simplified. These
results can be further used to determine whether the system
must be modeled in RMS, EMT, or as a hybrid RMS/EMT
simulation. For instance, the highlighted area in Fig. 6 represents
the area where the models must be represented in EMT. The
components in the outside area, however, can be simplified and
even represented in RMS.

This is in contrast to model reduction methods that rely on
a transformation of the coordinate system to evaluate which
states are most relevant. For instance, the balanced truncation
method requires that the state vector x be transformed using a
balancing transformation Tb [7]. Thus, any conclusions about
the relevant states must be interpreted back to the original system
frame of reference. The required mapping of the states decreases

Fig. 6. Tool developed for MATLAB/Simulink showing the contribution of
different parts of the system in a converter interaction case. Area in blue
represents the components that contribute the most to the studied dynamics.

the interpretability of results and its potential to provide clarity
around modeling detail requirements for novel dynamics in
converter-rich power systems.

The results on Fig. 5 show that the main factors contributing
to the AC voltage dynamics are both of the converters’ voltage
controls, the smoothing reactor impedances, and the nearby
transmission lines. Additionally, the results show that each trans-
mission line has relatively low participation. However, when all
of them are taken into account, they contribute significantly to
the system’s behavior.

The proposed methodology was used to develop a tool for
MATLAB/Simulink, which helps visualize the contribution of
different parts of a model to the system’s response. The tool
presents an alternative view of the results found in Fig. 5 by
creating a color gradient overlay that highlights the elements
that contribute the most and must be modeled in detail.

Fig. 6 shows the results of analyzing the modified 39-bus sys-
tem with the tool. The red colors indicate a higher participation
level, while colors closer to yellow indicate a lower level of
participation. This color map contributes to the interpretability
of the results obtained using the method.

Finally, a reduced-order model is obtained by residualizing
states that do not significantly affect the system response. The
only states maintained in the reduced model are those associated
with the area highlighted in blue in Fig. 6). The resulting
reduced-order system has 48 states. The method achieved a
reduction of approximately 88% of the number of states in the
original system. In addition to that, the dynamic response closely
matches that of the full-order system as shown in Fig. 7, indi-
cating that the area which has not been highlighted in Fig. 6 can
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Fig. 7. Comparison between full and reduced-order models for a response to
a 0.1 p.u. step in the terminal voltage reference.

be significantly simplified without accuracy loss. The algorithm
had a total execution time of 24.844 s (of which 0.716 s is the
time taken to compute the Gramians).

The proposed tool has some limitations as it is only suitable
for analyzing dynamic phenomena that can be studied using
small-signal analysis. In addition to that, the computation of
Gramians can be expensive for very large systems.

V. CONCLUSION

This article proposed a novel model reduction approach using
frequency-limited controllability and observability Gramians
to understand how relevant each state is to the input-output
behavior in different frequency ranges. The technique does not
rely on any coordinate system transformation, preserving the
physical meaning of the states. The approach demonstrated that
it is possible to determine the parts of a system that must be
modeled in detail in a practical study setting.

The method was applied to analyze two case studies. The first
case study used the proposed approach to derive a reduced-order
model of a VSC-based system valid for low-frequency studies.
The results confirmed the validity of typical model simplifica-
tions reported in the literature. The authors propose that this
method could be beneficial when applied to scenarios where it
is unclear whether the simplifications are valid.

The second case study applied the method to investigate a
converter interaction in a modified 39-bus system. The technique
was able to identify which parts of the system were associated
with the observed voltage dynamics. In addition to that, a tool
was created for MATLAB/Simulink, allowing visualization and
immediate identification of the power system components that
are most relevant for the phenomenon under study. This tool can
be beneficial when analyzing oscillatory behaviors where the
cause is unknown or poorly understood.

The main limitation of the proposed method is that it applies
only to linear time-invariant systems and small-signal studies.
The system must have a stable operating point because Gramians
are not defined for unstable systems. In addition, a limitation of
the proposed algorithm is the potential computational burden
of calculating the controllability and observability Gramians
for very large systems. Despite the shortcomings mentioned,
techniques proposed in the literature [21], [22] may be used
to speed up Gramian computation. Also, Gramian definitions
may be extended to unstable systems [28]. The extension of the
proposed method to account for unstable systems is a topic for
future research.
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A B S T R A C T

Within modern power systems comprising both power-electronic converters and synchronous generators, a
sufficiently high power quality and a stable operation can only be guaranteed if the fundamental mecha-
nisms underlying converter-related issues can be thoroughly understood, properly identified and successfully
mitigated. In particular, classifications are regarded as essential tools for the identification of converter-
related instabilities and interactions. However, the large variety of emerging events make that proposed
classifications have not always been capable of encompassing all observed problems. This paper addresses
this issue and presents a bottom-up approach capable of constructing more-encompassing classifications. The
approach consists in carrying out a comprehensive literature review of problematic real-life events that have
been reported by the electrical power industry, and that have directly or indirectly involved power-electronic
converters. The focus is set on five prominent types of systems in which such converters are used: wind
farms, photovoltaic systems, electrical railways, LCC-HVDC, and VSC-HVDC/STATCOM systems. Next, patterns
are identified among the real-life events in order to pinpoint underlying mechanisms capable of explaining
the converter-related issues. Lastly, the underlying mechanisms are discussed in regard to the events, their
triggers, modeling requirements and dedicated terminology. The overview of real-life events and the set of
underlying mechanisms established in this paper can support the development of new interaction and stability
classifications and contribute to ensuring the correct identification and mitigation of converter-related issues
in future converter-based power systems.

1. Introduction

With the ongoing energy transition, conventional power systems
that have traditionally relied on synchronous generators (SGs) in ther-
mal and hydro power plants, are rapidly evolving to meet future energy
needs. Large thermal power plants are being phased out while the
share of renewable energy sources (RES) grows fast, for instance with
the commissioning of onshore and offshore wind farms (WFs). At the
transmission level, flexible AC transmission systems (FACTS) and high-
voltage direct current (HVDC) systems are becoming more common [1],
while at the distribution level, both the generation from domestic
photovoltaic (PV) systems and the demand from electric household
appliances continue to increase [2]. Moreover, we see a rising trend in
the electrification of transportation, particularly with electric vehicles
and railway (RW) systems.

A common feature of the aforementioned systems is that their grid
interface generally relies on power-electronic (PE) converters. Despite

∗ Corresponding author at: KU Leuven, ESAT/ELECTA, Department of Electrical Engineering, Kasteelpark Arenberg 10, 3001 Leuven, Belgium.
E-mail address: jef.beerten@kuleuven.be (J. Beerten).

offering substantial advantages in terms of control and flexibility, PE
converters also significantly impact the dynamic behavior of electrical
networks. Since the first converter-based devices were integrated into
power systems, numerous events have been reported in which con-
verters contributed to (i) network instabilities, (ii) adverse forms of
interactions, or (iii) degradation of power quality. As a consequence,
the potentially negative impact that PE converters can have on the
network has become a prominent concern within the power system
community [3–5]. Within modern power systems comprising both PE
converters and SGs, a sufficiently high power quality and a stable
operation can only be guaranteed if the fundamental mechanisms un-
derlying converter-related issues are thoroughly understood, properly
identified and successfully mitigated. In particular, classifications are
regarded as essential tools for identifying converter-related instabilities
and interactions.

https://doi.org/10.1016/j.rser.2023.113431
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Abbreviations

CPL Constant power load
DFIG Doubly-fed induction generator
FACTS Flexible AC transmission systems
FRT Fault ride through
GSC Grid-side converter
HVDC High-voltage direct current
IGE Induction generator effect
LCC Line commutated converter
MMC Modular multilevel converter
OWF Offshore wind farm
PE Power-electronic
PLL Phase locked loop
PMSG Permanent-magnet synchronous generator
PV Photovoltaic
PWM Pulse width modulation
RES Renewable energy sources
RW Railway
SCR Short circuit ratio
SCTL Series-compensated transmission line
SG Synchronous generator
SSCI Subsynchronous control interaction
SSO Subsynchronous oscillation
SSR Subsynchronous resonance
SSTI Subsynchronous torsional interaction
STATCOM Static synchronous compensator
STG Steam turbine generator
VSC Voltage source converter
WF Wind farm
WT Wind turbine

Various classifications have been established over the years, ini-
tially dealing with issues that were specific to conventional systems
based on SGs [6,7], but progressively evolving towards the inclusion
of PE converters in order to accommodate the complexity of modern
systems [8]. However, the large variety of emerging converter-related
events makes it such that proposed classifications have not always
been capable of encompassing all observed problems [9]. Often, real-
life issues within modern power systems are cascaded phenomena
with multiple causes and consequences, where dynamics of rotating
machines, PE converters, and passive grid components are intertwined.
This paper addresses the complexity of creating new classifications and
presents an approach capable of constructing more-encompassing clas-
sifications. The undertaken strategy consists in identifying fundamental
mechanisms in a bottom-up approach based on an extensive overview
of problematic real-life events involving PE converters. Consequently,
the first step is to select or establish such an overview.

Several overviews of converter-related events have been published
in the past years. For instance, Hu et al. [10] reviewed events that have
occurred within electrical RW networks, while Yin et al. [11] reviewed
events related to voltage source converter (VSC)-HVDC systems. Vir-
ulkar et al. [12] presented an overview of subsynchronous oscillations
(SSOs) in wind power systems, while Shair et al. [13] expanded on
this topic to include a more detailed analysis of real-life events and a
categorization of instability phenomena. The impact of PV integration
on stability was discussed in [14,15].

However, by limiting the discussion to one type of application,
these overviews fall short of drawing analogies between similar events
observed in different types of systems. Consequently, a comprehen-
sive cross-system overview has been missing to this day, while being

essential for identifying a coherent set of mechanisms. This paper
fills this gap by first carrying out a comprehensive literature review
to collect examples of problematic real-life events from the electrical
power industry that have directly or indirectly involved PE converters.
To ensure that the overview covers only real-life events, works in
the literature discussing purely theoretical phenomena exclusively ob-
served in simulations are discarded. The focus is set on five prominent
types of systems in which PE converters are used: (1) WF systems, (2)
PV systems, (3) electrical RW systems, (4) line commutated converter
(LCC)-HVDC systems, and (5) VSC-HVDC/static synchronous compen-
sator (STATCOM) systems. In a second phase, patterns are identified
among the real-life events in order to pinpoint their fundamental
underlying mechanisms, which eventually supports the establishment
of new classifications.

The outline of the remaining part of the paper is depicted in Fig. 1.
Sections 2 to 6 are dedicated to reviewing problematic real-life events.
Each of these sections is assigned to one of the five above-mentioned
types of systems. It is noted that several real-life events involve more
than one type of system, but these cases are only discussed in one of
the sections. Next, Section 7 is dedicated to identifying the fundamental
underlying mechanisms. In Section 8, the mechanisms are discussed
in regard to the events, their triggers, modeling requirements and
dedicated terminology. Section 9 concludes the paper.

Throughout the paper, each event is identified by an acronym and
a number, which are listed in Tables 1 to 5. The tables provide main
characteristics such as a summary of the observed event, the frequency
of oscillations (when relevant), and the terminology used in the original
references to describe the issues at hand. The complete list of events is
provided in Table 9, which gives additional information such as year,
location, and identified mechanisms for each event.

2. Overview of wind farm events

Nowadays, the dominant types of wind turbines (WTs) are either
based on doubly-fed induction generators (DFIGs) in which the stator
is directly connected to the grid while the rotor is connected through
a partial-scale back-to-back converter, or on permanent-magnet syn-
chronous generators (PMSGs) where the stator is connected through a
full-scale back-to-back converter [32]. This section provides an overview
of real-life events involving PE converters within WFs. A selection of
events is presented in detail, and a complete list is provided in Table 1.

2.1. Wind farms and series-compensated transmission lines

A first type of phenomenon that was reported in the literature in-
volved the radial connection of DFIG-based WFs with
series-compensated transmission lines (SCTLs). In this configuration,
SSOs involving energy exchanges between the WTs and the SCTLs have
been observed on several occasions. It was shown that such oscillations
are due to a phenomenon called induction generator effect (IGE), in
which the equivalent rotor resistance of a rotating machine becomes
negative at subsynchronous frequencies, resulting in self-sustained
oscillations [40]. In the case of DFIGs, the controls of the rotor-
side converter can significantly amplify the negative rotor resistive
behavior [40].

Events WF1 [16,17], WF2 [18–22], WF3 [21,23] and WF4 [24,25]
are examples of such interactions between DFIGs and SCTLs. In event
WF3 for instance, the Texan transmission system operator ERCOT
reported that the tripping of a line caused two DFIG-based WFs to
become radially connected to a SCTL, leading to SSOs [21]. The series
capacitors were bypassed and then reinserted, restarting and further
aggravating the oscillations. This event happened even though the
WFs were equipped with SSO damping controls and had undergone
subsynchronous resonance (SSR) studies prior to their installation [41].
The phenomenon, termed ‘‘subsynchronous control interaction (SSCI)’’
in [21], stopped after the WFs were tripped.
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Fig. 1. Outline of the paper: review of real-life events in five types of systems and identification of mechanisms.

Table 1
Events involving wind farms.

Context ID Ref. Trigger Outcome 𝑓osc. [Hz] 𝑓1 [Hz] Terminology in references

SCTLs

WF1 [16,17] line switching electrical SSOs 9–16 60 ‘‘undamped subsynchronous oscillations’’
‘‘sustained sub-harmonic oscillations’’

WF2 [18–20]
[21,22] fault electrical SSOs 20–25 60 ‘‘subsynchronous control interaction’’

‘‘subsynchronous oscillation phenomena’’

WF3 [21,23] line switching electrical SSOs 25 60 ‘‘subsynchronous oscillation phenomena’’
‘‘SSCI phenomena’’

WF4 [24,25] power decrease in
specific ranges electrical SSOs 6–9 50 ’’DFIG-control participated IGE’’

‘‘subsynchronous resonance’’

weak grids

electrical SSOs, 19.4, 29.6 ‘‘subsynchronous interaction’’
WF5 [26–28] not given or known excitation of nonlinearity, 39.8, 60.2, 70.4, 80.6 50 ‘‘subsynchronous oscillation’’

electromech. (torsional) osc. 30.6
WF6 [21] fault electrical SSOs ≤10 60 ‘‘subsynchronous control interactions’’

WF7 [29] line switching electrical SSOs 2–3 60
‘‘voltage stability issues’’
‘‘temporary overvoltage’’
‘‘voltage oscillations’’

WF8 [30] fault
electrical SSOs, reached over-
current limit, frequency col-
lapse

≈ 8 50
‘‘unexpected WF control system
response’’

WF9 [4] power fluctuations voltage collapse – 60 ‘‘weak grid voltage stability issues’’
‘‘classical voltage instability conditions’’

FRT issues WF10 [31] fault reached max. allowed
FRTs, frequency collapse – 50 ‘‘activation of protection feature’’

‘‘significant sustained power reduction’’

𝑓osc.: oscillations frequency. 𝑓1: fundamental grid frequency.

2.2. Wind farms and weak grids

Low short-circuit levels have been associated with a higher risk of
control interactions between WT converters and the grid. This consti-
tutes a second type of phenomenon that was reported in the literature.
A notorious example of control interaction involving WFs within a
weak grid is that of event WF5 [26–28]. This event took place in the
area of Hami (China), which comprises multiple WFs mostly based on
PMSG WTs, as well as traditional thermal plants. In this system, the
generated power is collected on an AC grid before being sent over a
long distance via an LCC-HVDC link. On several occasions, interactions
between the converters of the WTs and the weak grid impedance,
termed ‘‘subsynchronous interactions’’ in [28], caused SSOs to appear.
In turn, these oscillations had an adverse impact on the WT converter
controllers. Specifically, the nonlinear nature of the phase locked loops
(PLLs) led the converters to emit additional non-fundamental frequency
components when disturbed by the SSOs [26]. Some of the oscillations
had frequencies that were complementary to the torsional modes of
the turbine-generator shafts of the thermal plants, causing them to trip
despite being located hundreds of kilometers away. It is worthwhile
noting that the local LCC-HVDC converter was not involved in the
event [26].

Similar control interactions were observed in event WF6 [21],
involving a DFIG-based WF, and event WF7 [29], involving a PMSG-
based WF and in which the WTs tripped as a consequence of the
resulting SSOs, thereby ending the event. In both cases, the WFs were
in a weak grid configuration when SSOs occurred.

At times, such control interactions have led to a frequency collapse.
In event WF8 [30], a large offshore WF in the United Kingdom tripped
after a fault left the connection point in a weak grid configuration.
Simultaneously, the fault triggered an unexpected control system re-
sponse within the WF. Post-event analysis showed that the unexpected
control response was due to an ‘‘insufficiently-damped electrical res-
onance’’ in the subsynchronous frequency range. These SSOs caused
the WF to trip when the over-current limit was reached. The loss of
generation from other plants impacted by the fault was aggravated
by the loss of generation from the WF and eventually resulted in a
blackout.

Aside from the above-described converter-grid interactions, WFs
within weak grids can also be faced with cases of traditional voltage
instability. In event WF9 [4], a large WF was connected near the
mid-point of a long high-voltage transmission line. The area had the
characteristics of a weak grid and presented high sensitivity to changes
in active and reactive powers, causing significant voltage fluctuations.
After a major wind ramp, the area experienced a voltage collapse. Post-
event analysis showed that the WF was operating at unity power factor,
while it was expected to provide voltage support.

2.3. Wind farms and fault-ride-through issues

Generally, protection controls rely on monitoring the grid condi-
tions and are capable of disconnecting converters or reducing their
power output, thereby preventing damage to the converters themselves.
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Table 2
Events involving PV systems.

Context ID Ref. Trigger Outcome 𝑓osc. [Hz] 𝑓1 [Hz] Terminology in references

PLL or
FRT issues

PV1 [33] faults

incorrect PLL operation,
reached low-frequency,
under/over-voltage,
and over-current
capability limits

– 60 ‘‘perceived, though incorrect, low system
frequency condition’’

PV2 [34] faults

reached under/over-voltage
and over-current
capability limits,
slow power restoration,
synchronization issues

– 60 ‘‘restoration of power output was
hindered by ramp limiters’’

PV3 [35] faults
reached under/over-voltage
and over-current
capability limits

– 60 ‘‘momentary cessation of active and
reactive current injection’’

harmonics
amplified
by grid
resonances

PV4 [36] harmonic emissions electr. supersynchr. osc.,
converters tripping 1150 50 ‘‘power quality problem’’

‘‘harmonic interference’’

interactions
with the
grid

PV5 [37] faults electrical SSOs 7 50 ‘‘post-fault voltage oscillations’’

PV6 [38] capacitor energization electrical SSOs 20 60 ‘‘unstable operation at interharmonics’’
‘‘subsynchronous oscillations’’

PV7 [39] PV power generation electrical SSOs 9 50 ‘‘low frequency oscillation’’

PV8

[38] not given or known

electr. supersynchr. osc. 420 60 ‘‘unstable PV operation at low-order
harmonics’’

PV9 electr. supersynchr. osc. 780 60 ‘‘unstable PV operation at low-order
harmonics’’, ‘‘harmonic instability’’

PV10 electr. supersynchr. osc. 2370 60 ‘‘unstable operation at high frequency’’

In multiple events, the protection systems of WTs and WFs have de-
tected abnormal grid conditions and tripped the converters or reduced
their active power output, causing the anomalies to end. However,
an excessive limitation of the fault-ride-through capabilities can also
be problematic. For instance, in event WF10 [31], a series of faults
occurred in Southern Australia over a short period of time. In these
circumstances, eight WFs reduced their power output upon activation
of a specific protection feature. This unique feature allowed the WTs
to withstand only a pre-set maximum number of voltage dips within a
two-minute period, thereby limiting their effective fault ride through
(FRT) capability. At the moment of the event, the power demand in
the South Australian area was also supplied by a single interconnec-
tor. Following the reduction of the WFs power generation, the power
imported through the interconnector reached a too high level, which
caused the interconnector to trip and the South Australian system to
enter an islanded operation. The strong power imbalance within the
islanded area eventually led to a frequency collapse.

Event WF8, discussed in the previous subsection, is also an example
of WF tripping when FRT limits were reached after a fault.

In summary, seven types of events have been observed in WFs:

• SSOs resulting from the radial connection of DFIG-based WFs and
SCTLs;

• Oscillations resulting from interactions between WFs or WTs con-
trols and weak grids or natural grid resonances;

• WTs tripping as a consequence of SSOs;
• Emission of non-fundamental frequency components by WTs con-

verters resulting from the disturbance of control nonlinearities
(e.g. PLLs);

• Interactions between WT converters and grid-connected SGs via
the excitation of their torsional oscillatory modes;

• Voltage collapse caused by inadequate voltage or reactive power
control in a weak grid environment;

• Frequency collapse caused by active power reduction, for instance
after reaching low-voltage or over-current protection limits in
amplitude or in number of instances.

3. Overview of PV system events

In recent years, a large amount of PV generation has been com-
missioned and the installed PV capacity continues to increase at a
fast pace [42]. The generation capacity is composed of large-scale
centralized PV plants and small-scale distributed PV systems, both
introducing additional converters into the grid and hence impacting its
dynamic behavior. In this section, problematic real-life events involving
PE converters within PV systems are reviewed. A selection of events is
presented in detail, and a complete list is provided in Table 2.

3.1. PV converters and PLL or fault-ride-through issues

In case of faults in the grid, PV systems and their converters have
experienced PLL issues or have reached their fault ride-through capa-
bility limits. For example, in event PV1 [33], a series of faults occurred
in the transmission grid and resulted in the loss of nearly 1200 MW
of PV generation when PV plants decreased their power output as a
response to the faults. The largest part of the generation loss, approx-
imately 700 MW, was caused by an incorrectly-measured fundamental
frequency: the PLL control mistakenly detected a frequency of less than
57 Hz due to the phase-jump and waveform distortion of the system
voltage during the fault transients, to which the converters responded
by tripping as the measured frequency exceeded the control limits.
Similar synchronization issues were reported in PV2 [34].

Still in PV1, additional generation loss was primarily attributed to
the momentary cessation of PV plants as a consequence of reaching the
under/over-voltage capability limits of the converters. During momen-
tary cessation, the converters remained connected to the grid, but tem-
porarily suspended their current injection. When the voltage returned
to its normal operating range, the converters resumed current injection.
Similar issues of PV plants exceeding their under/over-voltage or over-
current capability limits during faults have also been reported in events
PV2 and PV3 [35].
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3.2. PV converter harmonics amplified by grid resonances

Another type of converter-related problematic phenomenon is illus-
trated by event PV4 [36], which refers to the undesired tripping of PV
converters in residential areas with high penetration of PV generation.
Measurements showed that the harmonic distortion of the grid voltages
and currents exceeded the levels specified by power quality standards.
This power quality problem was associated with natural resonances
amplifying both harmonic emissions of PV converters and background
harmonics. In particular, it was also shown that the capacitive behavior
of the PV converters contributed to the natural resonance with the
inductive behavior of the distribution grid. The most dominant reso-
nance frequency of event PV4 was determined to be around the 23rd
harmonic.

3.3. Interactions among PV converters and with the grid

Interactions between the PV converters and the grid impedance
may lead to oscillations over a broad frequency range. For example, in
event PV5 [37], a subsynchronous voltage oscillation of approximately
7 Hz was observed at the connection points of five PV plants after a
fault. Studies showed that reducing the number of online converters
would lower the amplitude of the oscillations. However, individually
decreasing the total power output of each PV plant, while maintaining
all converters online, was ineffective in solving the problem. This
indicates that the issue consisted of a form of interaction between
the PV plants. SSOs have also been observed in a system with three
PV plants connected to the same feeder (event PV6 [38]), and in a
distribution grid with small-scale PV systems (event PV7 [39]).

Aside from SSOs, several grid-connected PV plants have also experi-
enced oscillations above the fundamental frequency, even up to several
kilohertz, due to interactions between the PV converters and the grid. In
event PV8 [38], output current oscillations of about 420 Hz occurred
in a PV plant with multiple converters in parallel, and reached 20%
of the rated current. Due to the internal protection control, the PV
converters restarted, which resolved the distortions. The triggering of
these oscillations could not be related to utility switching, outages or
faults. Similar phenomena also took place in events PV9 and PV10 [38]
where oscillations appeared at 780 Hz and 2.37 kHz, respectively, and
disappeared after (partially) shutting down the converters.

In summary, four types of events have been observed in PV systems:

• PV converters tripping after the fundamental grid frequency was
mistakenly identified to be outside specified limits following a
grid disturbance;

• Momentary cessation of current injection by PV converters af-
ter the fundamental voltage amplitude reached the under/over-
voltage capability limits, or after the fundamental current ampli-
tude reached the over-current capability limits;

• PV converters tripping due to supersynchronous oscillations re-
sulting from the amplification of converters switching harmonics
by grid resonances;

• Subsynchronous or supersynchronous oscillations resulting from
interactions between the controls of PV converters and the grid.

4. Overview of railway system events

Nowadays, PE converters play an essential role in electrical RW
systems, in particular on board of locomotives where they are used
as variable speed drives. Up to this day, grid-side converters (GSCs)
have evolved from thyristor-diode rectifiers to pulse width modulation
(PWM)-based VSCs with regenerative braking capability.

This section reviews real-life events involving PE converters within
electrical RW systems. A selection of events is presented in detail, and
a complete list is provided in Table 3.

4.1. Interactions between train converters and rotating machines

A first type of phenomenon reported in RW systems concerns events
RW1, RW2 and RW3 [43]. These events show that, from the 1990s,
low-frequency oscillations were experienced in RW systems supplied
by rotary frequency converters, which are intended to provide traction
networks with electrical power at a fraction of the fundamental fre-
quency of the supplying transmission grid. Such events were referred to
as ‘‘interaction between electric rail vehicles and rotary frequency con-
verter’’ and can arise when a mechanical oscillatory mode – although
not necessarily a torsional mode – of the rotary frequency converters is
triggered while the oscillations are negatively damped as a consequence
of non-passive behavior of the converters on board the trains [54]. Such
non-passive behavior at low frequencies was explained by a constant
power load (CPL) operating mode, i.e. when the PE converters consume
a fixed amount of power, independently of the supply voltage [55].

4.2. Converter harmonics amplified by natural resonances

A second type of event reported for electrical RW systems involves
frequency components generated by PE converters and amplified by
natural resonances of the traction network.

For instance, in event RW4 [45], the problematic frequency compo-
nents were the switching harmonics of mixed thyristor-diode bridges.
The harmonics were generated while trains were at a standstill, and
were amplified around a frequency of 20𝑓1. The phenomenon was
described as a ‘‘harmonic interaction’’ between the trains and the
network impedance. Similarly, in event RW5 [46], switching harmonics
were generated by locomotives with PWM-based VSCs. The oscillations
appeared when a train entered regenerative braking, which triggered a
natural resonance of the traction network.

In event RW6 [44], parasitic frequency components also originated
from PWM-based VSCs, which were not switching harmonics but the
consequence of improper interleaving of the PWM carrier waves: with
a switching frequency 𝑓𝑠 of 450 Hz, improper interleaving produced
parasitic frequency components at 2𝑓𝑠 ± 𝑓1, i.e. 850 and 950 Hz, both
being close to the first resonance frequency of the line.

Lastly, it is worthwhile noting that not only converters on-board the
trains can emit frequency components susceptible to be amplified by
natural resonances, but also off-board converters (supplying loads along
the RW lines such as signalization, automation and telecommunication)
may be the cause of undesired switching components. This was the
case in event RW7 [47], where the single-phase thyristor bridge of an
uninterruptible power supply emitted undesired harmonic components
amplified by a network resonance after being triggered by harmonic
disturbances from a train in operation.

4.3. Interactions among train converters and with the railway network

Events RW10 [43,48], RW11 [43,49], RW12 [44], RW13-17 [10,
50,51], RW18 [52,53] and RW19 [10] constitute a third type of issue
reported from electrical RW systems, which is usually referred to as
the ‘‘depot problem’’ or ‘‘low frequency-oscillations without rotary
converter’’ for RW10-RW17, and as ‘‘harmonic instabilities’’ for RW18-
RW19. In this type of phenomenon, interactions occurred among train
converters or between train converters and the RW network. More
specifically, undesired frequency components appeared when multiple
trains were at a standstill in depots, stations or workshop areas while
their converters were kept active to supply the auxiliary on-board
equipment, or were operating during light-load conditions [10].

In event RW10 [43,48], the problem manifested itself in the form
of ‘‘low-frequency power oscillations’’ when a large number of lo-
comotives were in operation. While many disturbances occurred at
standstill in stations, protective shutdowns and unusual vibrations were
also reported during acceleration. Recordings show unstable SSOs and
evidence of interference between converters of different bogies within
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Table 3
Events involving railway systems.

Context ID Ref. Trigger Outcome 𝑓osc. [Hz] 𝑓1 [Hz] Terminology in references

interactions
with rotating
machines

RW1

[43]

change of power
direction (regenerative
braking)

electromech. SSOs (non-torsional) 1.6, 1.9 50/3 ‘‘low-frequency oscillations and
interaction’’
"interaction between electric rail
vehicles and rotary converter"RW2 rapid power changes

due to slippery rails electromech. SSOs (non-torsional) 1.6 50/3

RW3 not known or given electromech. SSOs (non-torsional) 3 25

harmonics
amplified
by grid
resonances

RW4 [44,45] switching harmonics
during acceleration electr. supersynchr. osc. ≈1 k 50

‘‘repetitive distortion with over
voltages’’
‘‘harmonic interactions between
rolling stock and network
impedance’’

RW5 [46] switching harmonics
during regenerative
braking

electr. supersynchr. osc. 2.55 k 50 ‘‘voltage oscillations’’

RW6 [44] improper interleaving electr. supersynchr. osc. 0.85-0.95 k 50 ‘‘harmonic overvoltages’’

RW7 [47]

switching harmonics
(on-board converter
first, off-board
converter next)

electr. supersynchr. osc. 1.05 k 50 ‘‘harmonics amplification due to
resonance phenomena’’

RW8 [10] not given or known electr. supersynchr. osc. 0.9 k 50 –
RW9 train operation electr. supersynchr. osc. 2.5 k 50 –

interactions
with the
railway
network

RW10 [43,48] high impedance,
multiple trains electrical SSOs 5 50/3 ‘‘low frequency power oscillations’’

RW11 [43,49] operation in system fed
by a static converter electrical SSOs 7 50 ‘‘low-frequency interactions’’

RW12 [44]

multiple trains in
energized stand-by
mode

electrical SSOs 5 50 ‘‘low-frequency interaction’’
‘‘low-frequency instability’’

RW13 [10,50] electrical SSOs 2–4 50 ‘‘low-frequency oscillation (LFO)’’
RW14 electrical SSOs 5 50 ‘‘depot problem’’
RW15

[10,50,51]
electrical SSOs 5 50

RW16 electrical SSOs 6–7 50
RW17 electrical SSOs 0.6–2 50

RW18 [52,53] new PWM-based trains electr. supersynchr. osc. 100, 165 50/3

‘‘these converters can interact
with each other via the supplying
network’’
‘‘harmonic interaction’’

RW19 [10] PWM-based trains electr. supersynchr. osc. 1.8 k 50 –

the same locomotives. Similarly, in event RW12 [44], trains at a
standstill were supplied by the same substation but located in two
depots 25 km apart. Both were simultaneously involved in a ‘‘low-
frequency instability’’. For such events, it was shown that the oscillation
frequencies and amplitudes were related to the number of trains locally
connected, the grid strength as well as the control strategy of the
onboard GSC in the locomotives [10,51].

While events RW10-RW17 featured oscillations at subsynchronous
frequencies, events RW18 and RW19 involved oscillations at super-
synchronous frequencies. In particular, event RW18 involved oscilla-
tions at 100 Hz and 165 Hz in a system with a fundamental frequency
𝑓1 of 16.7 Hz [52,53]. The event followed the introduction of new
locomotives using PWM-based converters with a switching frequency
𝑓𝑠 of 1.6 kHz on the Swiss RW system. The phenomenon explaining
the 165 Hz oscillation was described as an interaction between the
controller of the GSCs of the trains and a natural grid resonance.
More specifically, the control delay caused the input impedance of the
locomotives to present a non-passive small-signal behavior at several
frequencies, in particular at 165 Hz. In [10], this event is referred to as
an example of ‘‘harmonic instability’’.

In summary, three main types of phenomena have been observed in
RW systems:

• SSOs resulting from interactions between converter controls on-
board trains interacting with the mechanical oscillatory modes of
rotary frequency converters;

• Supersynchronous oscillations resulting from the amplification of
harmonic emissions from converters (on- or off-board trains) by
natural grid resonances;

• Subsynchronous or supersynchronous oscillations resulting from
interactions between converters on-board trains and/or with the
traction network, sometimes resulting in converters tripping.

5. Overview of LCC-HVDC system events

The first LCC-HVDC link was the Swedish Gotland link built in 1954,
originally based on mercury arc valves and refurbished in 1970 to
become the first thyristor-based LCC-HVDC system [67]. Since then,
different types of phenomena have been reported for both generations
of the technology.

In this section, real-life events involving LCC-HVDC converters are
reviewed. A selection of events is presented in detail, and a complete
list is provided in Table 4.

5.1. Interactions between LCC-HVDC converters and rotating machines

A first type of phenomenon that was reported in the literature and
in which LCC-HVDC converters were involved, consists of a form of



Renewable and Sustainable Energy Reviews 183 (2023) 113431

7

P. De Rua et al.

Table 4
Events involving LCC-HVDC systems.

Context ID Ref. Trigger Outcome 𝑓osc. [Hz] 𝑓1 [Hz] Terminology in references

interactions
with
rotating machines

LCC1 [56]

inter-area oscillation
damping control,
change
in AC grid topology

electromech. SSOs
(torsional) 11.5 60 ‘‘interacting in an adverse way with

an 11.5 Hz torsional mode’’

LCC2 [57–59] increase in
transmitted power

electromech. SSOs
(torsional) ≈20 50

‘‘SSTI, but with different
characteristics from conventional
SSTI’’,
‘‘over-threshold subsynchronous
oscillations’’

LCC3 [60]
change of DFIGs
rotor speed,
change of HVDC-link
operation mode

electromech. SSOs
(torsional) 1.5–2.6 50 ‘‘SSTI’’

interactions
with the
grid

LCC4 [61,62] weak grid electr. supersynchr. osc. 100, 150-200 50
‘‘waveform-distortion instability’’
‘‘a form of harmonic instability or
magnification’’

LCC5

[63]

weak grid,
DC-side natural
resonance

electr. supersynchr. osc. 600 50 ‘‘core saturation instability’’

LCC6
not given or not
known electr. supersynchr. osc. 120 60 ‘‘core saturation instability’’

LCC7 [64]
AC-side natural
resonance electr. supersynchr. osc. 120 60

‘‘second harmonic resonance
problems’’

LCC8 [65] weak grid electr. supersynchr. osc. 150 50
‘‘undesirable phenomena at
frequencies close to the third
harmonic’’

harmonics
amplified
by grid
resonances

LCC9 [66]

shift of natural
resonance due to
cables replacing
overhead lines,
switching harmonics

electr. supersynchr. osc. 550 50 ‘‘harmonic amplification’’

adverse interaction between the controls of an LCC-HVDC converter
and the torsional modes of nearby rotating machines. For instance, in
event LCC1 [56], such interactions were observed on two occasions in
1977. The event involved a converter of the Square Butte LCC-HVDC
link and the 11.5 Hz torsional mode of a steam turbine generator (STG).
The first occurrence of the interaction was related to the inter-area os-
cillation damping control of the link, while the second occurrence was
triggered by the switching of a transmission line. The phenomenon was
described as an ‘‘interaction between the STG shaft and the converter
controls’’. In particular, it was explained that the DC current control
contributed to the negative damping of the rotor oscillations. The
interaction was found to be dependent on the AC system configuration
and strength [68], on the DC link load level, and on the characteristics
and control of the LCC-HVDC link.

Similar interactions were also observed more recently in event
LCC2 [57–59], in which an LCC-HVDC converter, SCTLs and SGs of
multiple thermal power plants were involved. In [57], the phenomenon
was referred to as a ‘‘subsynchronous torsional interaction (SSTI) be-
tween the generators and the HVDC converter’’.

While SSOs arose in both LCC1 and LCC2 when torsional modes
of SGs were excited by converter controllers, the same type of phe-
nomenon was observed with DFIG WTs in event LCC3 [60]. In the
reported event, the variations in the frequency of the SSOs were in
agreement with the variations of DFIGs torsional modes, which depend
on the rotor speed. It was also shown that the frequencies of the
oscillations were influenced by the operational mode of the LCC-HVDC
link.

5.2. Interactions among LCC-HVDC converters and with the grid

A second type of phenomenon in which LCC-HVDC converters have
been involved is related to the interaction between the controls of LCC-
HVDC converters and the grid impedance. For instance, LCC4 [61,62]
refers to a set of events in which abnormal harmonics (i.e. other than
orders 𝑛⋅𝑘±1 for an 𝑛-pulse LCC-HVDC converter) were observed. In
particular, oscillations occurred at 2𝑓1 and between 3𝑓1 and 4𝑓1 at
the Cross-Channel link (UK-FR), and oscillations occurred at 3𝑓1 at the
Inter-Island link (NZ). Back in 1967, a distinction was already made
between the phenomenon at hand and ordinary low-frequency loop
instability, describing the issue as a ‘‘waveform-distortion instability’’
or ‘‘a form of harmonic instability or magnification’’, involving a pos-
itive feedback loop between the AC voltage distortion and the control
system, which aggravated the original distortion [61]. It was shown
that this ‘‘harmonic instability’’ can occur in weak AC systems, and in
systems of moderate short circuit ratio (SCR) with a natural resonance.

A similar type of interaction was reported in events LCC5 and
LCC6 [63], although in these cases, the harmonic instability involved
an additional amplifying effect from transformer saturation, which was
referred to as ‘‘core saturation instability’’. Specifically in LCC5, the
instability occurred when the AC system was weak and a DC-side
resonance was present near the AC grid fundamental frequency. Then,
a parallel resonance amplified the 12th AC-side harmonic component
of the distorted transformer magnetizing current. Comparable unstable
harmonic oscillations were also reported in events LCC7 [64] and
LCC8 [65].

5.3. LCC-HVDC converter harmonics amplified by natural grid resonances

Although the above-described events LCC4-LCC8 display many char-
acteristics of classical harmonic amplification by natural resonances,
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Table 5
Events involving VSC-HVDC and STATCOM systems.

Context ID Ref. Trigger Outcome 𝑓osc. [Hz] 𝑓1 [Hz] Terminology in references

interactions
with the
AC grid

VSC1 [11] increase in transmitted
power

electrical SSOs 20–30 50 ‘‘subsynchronous oscillations’’
VSC2 electrical SSOs 20–30 50

VSC3 [69,70] change in AC grid
topology

electr. supersynchr. osc. 451 50 ‘‘harmonic instability’’
‘‘harmonic interactions’’

VSC4 [71] fault electr. supersynchr. osc. 830 50 ‘‘overvoltage phenomena’’

VSC5 [72]

change in AC grid
topology

electr. supersynchr. osc. ≈ 1500 50 ‘‘excitation of resonance frequency’’

VSC6 [73] electr. supersynchr. osc.
converter tripping

1700 50 ‘‘control instability’’
‘‘harmonic interactions’’

VSC7 [74,75] electr. supersynchr. osc. 1270 50
‘‘instability phenomena’’
‘‘high-frequency resonance’’
‘‘harmonic resonance’’

VSC8 [11] HVDC control mode
switch

electr. supersynchr. osc. > 1000 50 ‘‘oscillations in the range of high
frequency’’

VSC9 [76] increased time delay electr. supersynchr. osc. 700, 1800 50 ‘‘high frequency resonances’’
‘‘resonant instability’’

VSC10 [77] STATCOMs in weak
grid configuration

elec. sub. & super. osc. 2.5, 97.5 50 ‘‘sub- and super-synchronous
interactions’’

interactions
with the
DC grid

VSC11 [78,79] HVDC control mode
switch

elec. osc. 550 0 ‘‘high frequency resonances’’
‘‘resonant instability’’

VSC12 [80,81] increase in transmitted
power

elec. osc. 23.6–25.2 0 ‘‘subsynchronous oscillations’’

the involvement of converter controls is the fundamental difference
with respect to the latter phenomenon. On the contrary, in event
LCC9 [66], the 11th voltage harmonic amplification that was observed
after the energization of a high-voltage underground cable did not
involve converter controls. The impedance of the cable caused a shift
of the natural grid resonances, which amplified the harmonics emitted
by the LCC-HVDC converters.

In summary, three types of events have been observed in LCC-HVDC
systems:

• SSOs resulting from interactions between LCC-HVDC controls and
torsional modes of rotating machines (namely grid-connected SGs
in thermal power plants and DFIGs in WFs);

• Supersynchronous oscillations resulting from interactions between
LCC-HVDC controls, weak grids and/or natural grid resonances;

• Supersynchronous oscillations resulting from the amplification of
LCC-HVDC converter harmonic emissions by natural grid reso-
nances.

6. Overview of VSC-HVDC and STATCOM events

The first commercial VSC-HVDC link was introduced at the his-
toric Gotland island interconnection with Sweden in 1999 [67]. The
increased flexibility, reduced converter footprint and lower harmonic
generation of VSC-HVDC technology make it a preferred solution with
respect to LCC-HVDC technology. Nowadays, STATCOMs based on
the VSC technology also provide flexibility and services to the power
network.

In this section, real-life events involving VSC-HVDC converters and
VSC-based STATCOMs are reviewed. A selection of events is presented
in detail, and a complete list is provided in Table 5.

6.1. Interactions among VSCs and with the AC grid

In event VSC1 [11], SSOs caused by converter-grid interactions were
observed at the Nanhui modular multilevel converter (MMC)-based
VSC-HVDC link connecting a DFIG-based offshore wind farm (OWF) to
shore. Voltage and current oscillations occurred at early testing stage
and depended on variations of transmitted power. Similar SSOs were

also observed in event VSC2 [11], again in an MMC-based VSC-HVDC
link.

While events VSC1 and VSC2 were concerned with SSOs, other
events presented oscillations at supersynchronous frequencies. For in-
stance, event VSC3 [69] referred to a type of ‘‘harmonic instability’’ at
a German VSC-HVDC link connecting an OWF to shore. This instabil-
ity was observed after a switching operation which was intended to
connect a second OWF to the same HVDC station. The mechanisms
behind these ‘‘harmonic instabilities’’ are discussed in the case of link
BorWin1 connecting a DFIG-based OWF in [70]. In particular, the risk
of interactions between control loops of the VSC-HVDC converter and
grid resonant frequencies is described as an interaction between critical
resonant frequencies and control loops such as the current control loop
or the PLL of the converter.

Events VSC4 [71] and VSC5 [72] also featured supersynchronous os-
cillations in VSC-HVDC links connecting OWFs to shore. In VSC4, both
the offshore station and the WTs controls were involved in the incident,
while in VSC5, the oscillations appeared at the onshore station.

Yet, not all cases of interactions involving VSC-HVDC systems
were related to the connection of OWFs. In event VSC6 [73], a high-
frequency oscillation was recorded and led to tripping of the INELFE
France-Spain MMC-based VSC-HVDC link. The 1.7 kHz oscillatory
phenomenon was described as an ‘‘interaction between the HVDC link
and the surrounding AC network’’. Post-event analysis showed that the
‘‘control instability’’ depended on the AC line parameters, the SCR, and
the AC grid configuration.

Similarly, in event VSC7 [74,75], 1.27 kHz oscillations were re-
ported at the Luxi asynchronous back-to-back HVDC link in China. The
back-to-back system is composed of one MMC-based VSC-HVDC link
in parallel with two LCC-HVDC links. The high-frequency oscillations,
termed ‘‘harmonic resonance’’ in [75], occurred when the LCC con-
verters were shut down, their AC filters were disconnected, and one
out of three AC lines was in service. The instability appeared to be
caused by non-passivity due to the control delay and the instantaneous
voltage feedforward of the AC current controller. Events VSC8 [11] and
VSC9 [76] are comparable to events VSC6 and VSC7, as they featured
supersynchronous oscillations in VSC-HVDC systems not connected to
OWFs.
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Table 6
Overview of identified mechanisms.

While all previous events were characterized by either subsyn-
chronous or supersynchronous oscillations, a phenomenon called ‘‘sub-
and supersynchronous interaction’’ was reported in event VSC10 [77].
These oscillations were frequently observed in a system with three
VSC-based STATCOMs connected between an LCC-HVDC converter and
SCTLs, as a result of dynamic interactions between the STATCOMs
and the weak AC grid. The oscillations appeared even when the series
capacitors were bypassed, but ceased as soon as the STATCOMs were
(partially) disconnected.

6.2. Interactions among VSC-HVDC converters and with the DC grid

Although the above-described VSC-HVDC/STATCOM events are
specifically related to interactions with the AC grid, interactions with
the DC grid have been reported as well. For instance, event VSC11 [78,
79] covers a 550 Hz oscillation on the DC side of the Xiamen project,
a bipolar MMC-based VSC-HVDC link with a cable length of 10 km.
Post-event analysis in [79] showed that the oscillations were caused by
an interaction between the converter controls and the DC resonances
related to the cable impedance and DC inductors. The oscillation of DC
voltage and current was triggered by a control mode switch. Lastly,
event VSC12 [80,81] refers to DC-side current oscillations, which were
also observed at the aforementioned Xiamen VSC-HVDC link. The
frequency of the oscillations (23.6 Hz and 25.2 Hz) depended on the
transmitted power. To explain the event, [80] refers to [82], where it
is pointed out that when the VSC station that controls the DC voltage
injects active power into the DC line, the converter presents a negative
resistance, and the risk of system oscillation is increased.

In summary, a single type of event has been observed in VSC-
HVDC/STATCOM systems:

• Sub- and/or supersynchronous oscillations resulting from interac-
tions between the controls of VSC-HVDC converters (or VSC-based
STATCOMs) and the AC or DC grid impedance.

7. Identification of underlying mechanisms

The previous sections have provided an overview of problematic
real-life events in which PE converters were directly or indirectly
involved. In this section, patterns are identified among these events in
order to pinpoint their fundamental underlying mechanisms. Precisely,
a mechanism is defined in this paper as the intermediate process be-
tween the initial trigger, e.g. a fault, and the eventual outcome of the
event, e.g. supersynchronous oscillations. Proceeding by elimination, a
total of 11 underlying mechanisms are established in this section. The
mechanisms are sorted into three main types: (1) converter or control
limitations, (2) power quality degradation and (3) control interaction
mechanisms. All mechanisms are summarized in Table 6, where they
are displayed according to type and frequency.

In the following, the term electrical always refers to an electromag-
netic phenomenon. Additionally, the expression passive grid components
refers to, for instance, filters and compensation devices, but may also
refer to larger systems such as a WF collection system.

7.1. Converter or control limitations

This subsection identifies underlying mechanisms related to con-
verter or control limitations.

7.1.1. Mechanism A1
A common feature of events WF10 and PV1-PV3 is that converters

were tripped after the voltage amplitude at fundamental frequency
became too high or too low with respect to the rated voltage amplitude,
or when such voltage deviations occurred too many times within a
given period of time. In these events, the protection control of con-
verters generally operated as expected, but the fact that the predefined
limits had been reached caused the converters to trip or cease current
injection, which in turn negatively impacted the network.

In this paper, this mechanism is referred to as limited under/over-
voltage ride-through capability .

7.1.2. Mechanism A2
A common feature of events PV1 and PV2 is that converters were

tripped after the fundamental frequency of the grid voltage was iden-
tified to be too low or too high with respect to the rated fundamental
frequency. In these events, the protection control of converters gener-
ally operated as expected, but the fact that the predefined limits had
been reached led to converters tripping or ceasing current injection,
which in turn negatively impacted the network.

In this paper, this mechanism is referred to as limited under/over-
frequency ride-through capability . It mirrors the mechanism of limited
under/over-voltage ride-through capability, but is concerned specifi-
cally with deviations in terms of frequency instead of voltage ampli-
tude.

7.1.3. Mechanism A3
A common feature of events WF8 and PV1-PV3 is that converters

were tripped after the current amplitude at fundamental frequency
(50/60 Hz for AC systems, 0 Hz for DC systems [9]) became too
high with respect to the rated current amplitude. In these events, the
protection control of converters generally operated as expected, but
the fact that the predefined limits had been reached led to converters
tripping or ceasing current injection, which in turn negatively impacted
the network.

In this paper, this mechanism is referred to as limited over-current
ride-through capability . It also mirrors the mechanism of limited
under/over-voltage ride-through capability, but is concerned specifi-
cally with current amplitude instead of voltage amplitude.
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7.1.4. Mechanism B1
A particular feature of event WF9 is that a converter-based plant was

unable to provide adequate or sufficient voltage support in the form of
reactive power generation or consumption to avoid a voltage collapse.

In this paper, this mechanism is referred to as limited or inade-
quate voltage support capability , which describes the fact that con-
verters have a limited short-circuit power capability, and/or inadequate
voltage support control algorithms.

It is worthwhile noting that cases of classical voltage instability
(not listed in this paper) can also be considered as indicators of lim-
ited or inadequate voltage support capability from converters, more
specifically when converter-based power plants were operating within
the grid before it collapsed, but were unable to contribute to voltage
containment when this was necessary.

7.1.5. Mechanism B2
A common feature of events WF8 and WF10 is that the tripping

of converter-based power plants, or a reduction of their active power
output, directly or indirectly led to a frequency collapse. While it is
apparent that the converter tripping or active power reduction prior
to the frequency collapse was generally caused by another mechanism
(such as a limited under/over-voltage ride-through capability), these
events hint towards a mechanism in which converter-based power
plants have not been able to provide a sufficient amount of active power
in order to maintain the fundamental grid frequency within acceptable
limits.

In this paper, this mechanism is referred to as limited or inade-
quate frequency support capability , which describes the situation in
which converters have limited energy reserves or inadequate frequency
support control algorithms. It mirrors the mechanism of limited or
inadequate voltage support capability, but is concerned specifically
with variations of the fundamental frequency instead of the voltage
amplitude at the fundamental frequency.

7.1.6. Mechanism C
A common feature of events PV1 and PV2 is that grid disturbances

led to an incorrect operation of synchronization controls of converters,
such as PLLs misreading the fundamental grid frequency and causing
converters to trip.

In this paper, this mechanism is referred to as limited synchroniza-
tion capability . Unlike the mechanisms of limited under/over voltage
and frequency ride-through capabilities, the incorrect PLL response is
not an expected control behavior in this mechanism.

Up to this point, identified mechanisms A1-A3, B1 and B2 are
related to fundamental frequency phenomena, while mechanism C is
also related to non-fundamental frequency phenomena. All mechanisms
of types A, B and C correspond to intrinsic limitations of PE converters,
i.e. limitations that are a consequence of the fundamental characteris-
tics or principles of operation of PE converters (for instance, the use
of semiconductor switches or the lack of inherent energy storage), or
extrinsic limitations, i.e. limitations that can theoretically be resolved
by means of improved controlled algorithms.

7.2. Power quality degradation

In this subsection, underlying mechanisms related to power quality
degradation are identified.

7.2.1. Mechanism D
A common feature of events WF5, PV4, RW4-RW9 and LCC9 is that

converters emitted non-fundamental frequency components, either har-
monics or inter-harmonics. Based on the events, three mechanisms are
identified in which converters are susceptible to generating undesired
non-fundamental frequency components:

• Semiconductor switching: in events PV4, RW4, RW5, RW7-RW9
and LCC9, harmonics of the switching frequency were generated
as a consequence of the switched behavior of the converters.

• Frequency couplings caused by modulation issues: in event RW6,
the improper interleaving of PWM carrier waves caused undesired
components to appear at 2𝑓𝑠 ± 𝑓1 with 𝑓1 the fundamental grid
frequency and 𝑓𝑠 the switching frequency.

• Frequency couplings caused by control nonlinearities [83]: in
event WF5, undesired frequency components were propagated
to the network when the PLLs and Park’s transformation were
disturbed by SSOs. Although this particular example involves the
PLL, it is not a case of limited synchronization capability, but
illustrates the response of a control nonlinearity to an external
perturbation.

The common denominator of the three above-mentioned mechanisms
lies in the nonlinear behavior of the converter itself, or of its control
functions. In this paper, these mechanisms are collectively referred to
as nonlinear converter or control behavior .

It is noted that this mechanism should be distinguished from mech-
anisms A, B and C, as they reflect different concepts. Mechanisms A
to C refer to the inability of converters to operate properly outside
predefined ranges of values, while mechanism D is concerned with the
impact of nonlinearity.

It is also noted that network nonlinearities, such as transformer
saturation, also cause harmonics of the fundamental frequency to ap-
pear. However, they are not covered by this mechanism as they are not
specifically related to PE converter operation.

7.2.2. Mechanism E
A common feature of events PV4, RW4-RW9 and LCC9 is that

non-fundamental frequency components emitted by converters were
amplified by natural grid resonances. It is emphasized, however, that
the grid resonance alone was responsible for the amplification effect,
while controls of converters did not contribute to the amplification
effect in these particular events.

In this paper, this mechanism is referred to as amplification of
converters emissions at non-fundamental frequencies by passive grid
components. This mechanism corresponds to the traditional resonance
phenomenon, where natural grid resonances amplify non-fundamental
frequency components in a steady-state manner. It is worthwhile noting
that the passive components of converters also have an impact on
the grid impedance and, therefore, on the existence of natural grid
resonances.

Both mechanisms D and E are examples of ways in which converters
may contribute to a degradation of power quality. While closely related,
mechanisms D and E are distinct from each other: the first one describes
how nonlinear converter or control behavior leads to the generation
of undesired frequency components, while mechanism E describes the
amplification of these components.

7.3. Control interactions

In this subsection, underlying mechanisms related to control inter-
actions are identified.

7.3.1. Mechanism F
A common feature of events WF5-WF8, PV5-PV10, RW10-RW19,

LCC4-LCC8 and VSC1-VSC12 is that an oscillatory phenomenon re-
sulted as a consequence of a control interaction between converters and
the grid, or among converters via the grid.

In this paper, this mechanism is referred to as an electrical interac-
tion among converter controls and/or with passive grid components.

Unlike cases of classical resonance where undesired components
coincide with a natural frequency of the network, converter controls
play a role in amplifying frequency components in this mechanism. For
this reason, cases of ‘‘harmonic instabilities’’ reported from LCC-HVDC
systems also fall within this category.
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Table 7
Summary of events per mechanism.

ID Mechanism Events

A1 Limited under/over-voltage ride-through capability WF10, PV1-PV3
A2 Limited under/over-frequency ride-through capability PV1, PV2
A3 Limited over-current ride-through capability WF8, PV1-PV3
B1 Limited/inadequate voltage support WF9
B2 Limited/inadequate frequency support WF8, WF10
C Limited synchronization capability PV1, PV2
D Emission of non-fundamental frequency components by converters WF5, PV4, RW4-RW9, LCC9
E Amplification of converters emissions by passive grid components PV4, RW4-RW9, LCC9

F Electrical interactions among converter controls and/or with passive grid
components

WF5-WF8, PV5-PV10, RW10-RW19,
LCC4-LCC8, VSC1-VSC12

G Electrical interactions between converter-controlled rotating machines and passive
grid components

WF1-WF4

H Electromechanical interactions between converter controls and rotating machines WF5, RW1-RW3, LCC1-LCC3

7.3.2. Mechanism G
A common feature of events WF1-WF4 is that the rotor-side con-

verter of induction machines, and more specifically the controls of such
converter, led to an aggravation of the negative-resistance effect of
these machines at subsynchronous frequencies. Fundamentally, this is
an accentuated form of the IGE, enabling interaction with passive grid
components such as SCTLs.

While this phenomenon is a form of electrical resonance, the in-
volvement of converter controls implies that it should be distinguished
from the traditional amplification of frequency components by natural
resonances.

Consequently, in this paper, this mechanism is referred to as an
electrical interaction between converter-controlled rotating machines
and passive grid components, where the rotating machines can be
seen as a medium enabling interactions between converter controls
and passive grid components. It is worthwhile noting that, despite the
involvement of rotating machines, no mechanical oscillatory modes are
involved in this mechanism a priori.

7.3.3. Mechanism H
A common feature of events WF5, RW1-RW3 and LCC1-LCC3 is that

mechanical oscillatory modes of rotating masses (such as SGs, rotary
frequency converters, . . . ) were excited and the resulting oscillations
were sustained or amplified as a consequence of an adverse interaction
with the controls of converters.

In this paper, this mechanism is referred to as an electromechanical
interaction between converter controls and rotating machines. It is
noted that the mechanical mode can be torsional or non-torsional.
Additionally, the frequency of the resulting oscillations is generally
low,1 which is explained by the torsional or mechanical characteristics
of the involved rotating masses.

Mechanisms F, G and H are examples of interactions between con-
trols of converters on one side, and passive components, rotating
machines or other converters on the other side.

8. Discussion

The observation of common patterns among real-life events has led
to the identification of underlying mechanisms in which PE converters
play a direct or indirect role. Four aspects are further discussed in this
section: (1) the identified mechanisms, (2) the initial triggers of the
phenomena, (3) the modeling requirements for the study of the events,
and (4) the original terminology used in the references reporting the
events. For clarity, the mechanisms identified in Section 7 and the
corresponding events are summarized in Table 7.

1 Among the reported events involving this mechanism, the highest
mechanical oscillation frequency was 30.6 Hz, in event WF5.

Fig. 2. Illustration of the relationship between triggers, mechanisms and outcomes.
The provided example corresponds to the first set of trigger-mechanism-outcome of
event WF8.

8.1. Discussion of identified mechanisms

It is apparent from Table 7 that multiple mechanisms were involved
in some of the events. More precisely, several mechanisms can happen
simultaneously as a response to the same trigger, or consecutively when
the outcome of one mechanism acts as a trigger to one or several other
mechanisms, as depicted in Fig. 2. For example, in event WF5, the
interaction between the controls of the WTs converters and the weak
grid caused SSOs. Next, these oscillations triggered torsional modes
of turbine-generator shafts of thermal power plants. In that regard,
the identified mechanisms ought not to be seen as mutually-exclusive
categories. It is also expected that more converter-related events have
involved a combination of mechanisms than what has been reported in
the literature so far.

Furthermore, Table 7 shows that the same mechanisms can occur
in different types of systems. The most prominent example is that of
mechanism F, which has been observed in all five types of systems
considered in this paper. On the other hand, mechanism G has ex-
clusively been observed in WFs involving DFIG-based wind turbines.
Similarly, mechanism H necessarily involves grid-connected rotating
machines. Nevertheless, this mechanism can be triggered by converters
from different types of systems in the vicinity of the rotating machines.

Within the category of converter or control limitations mechanisms,
issues related to limited synchronization capabilities (mechanism C)
have only been observed in PV systems. However, incorrect determina-
tion of the fundamental frequency can technically happen with all types
of PLL-based converters. Consequently, it is expected that unreported
events from other types of systems have also involved this mechanism.
A similar observation holds for mechanisms A2, B1 and B2, which also
have been reported in only one type of system, respectively.

Within the category of power quality degradation mechanisms, all
converters emit non-fundamental frequency components due to switch-
ing and comprise passive components that influence the grid impedance
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(and therefore the existence of natural grid resonances). Consequently,
all types of systems are potentially subject to mechanisms D and E, even
if no events involving these mechanisms were reported for VSC-HVDC
systems.

While the identified mechanisms exclusively rely on the overview of
real-life events, other theoretically relevant mechanisms have not been
included, lacking evidence or clarity from the literature. For instance,
a common feature of (at least) events WF7, WF8, PV1, PV2, PV4,
RW18 and VSC6 is that non-fundamental grid disturbances led to the
tripping of the converters. Yet, in most events, the non-fundamental
frequency oscillations have caused the converters to trip by setting
off fundamental-frequency protection features such as over-voltage,
over-current or under-frequency protection. Consequently, these events
have been considered to involve mechanisms of type A, although
non-fundamental disturbances were involved. For this reason, no mech-
anism describing a limited non-fundamental disturbance ride-through
capability was included in Table 6.

It is also expected that more events featuring non-fundamental
disturbances have caused converters to trip. However, the available
references do not always specify whether the sub- or supersynchronous
oscillations actually caused the converters to trip. Overall, the bound-
ary between fundamental and non-fundamental frequency phenomena
remains unclear. Newly reported real-life events and further research
may support an evolution of the number and definition of identified
mechanisms. In particular, not only the inability of converters to re-
main connected during a non-fundamental disturbance, but also the
inability to perform active filtering to contribute to eliminating such
disturbances could be seen as a control limitation in the future.

While this paper focuses exclusively on converter-related issues,
parallels can be established between the identified mechanisms and
the traditional stability concepts defined for systems dominated by
the dynamics of SGs [7]. In particular, mechanisms B1 and B2 (lim-
ited/inadequate voltage and frequency support) are closely related
to classical voltage and frequency instability concepts and express
the way in which PE converters can contribute to classical forms of
instabilities. Additional similarities can be seen between mechanism
C (limited synchronization capability) and classical rotor angle in-
stability, although the definition of mechanism C concerns the PE
converters themselves, and not their possible involvement in SG ro-
tor angle instabilities. Lastly, mechanisms G (electrical interactions
between converter-controlled rotating machines and passive grid com-
ponents) and H (electromechanical interactions between converter con-
trols and rotating machines), have the particularity of occurring in
systems where both PE converters and rotating machine dynamics are
jointly relevant.

8.2. Identification of triggers

In addition to the identification of underlying mechanisms, the
overview of real-life events enables establishing a list of disturbances
that are responsible for triggering the mechanisms. These disturbances
are referred to as triggers and are noted T1 to T7 according to Table 8:

• Events with T1 triggers were initiated by faults.
• Events with T2 triggers were initiated by switching lines or

capacitor banks, or other grid topology changes.
• Events with T3 triggers were initiated by variations in power

generation or power consumption, sometimes leading to volt-
age fluctuations. Specifically in event WF9, fluctuations of wind
power generation led to large voltage variations. This class of
triggers also covers the loss of load or generation.

• Events with T4 triggers were initiated by a change of control
mode.

• Events with T5 triggers were initiated by non-fundamental fre-
quency components. In some events, the non-fundamental fre-
quency components were the outcome of another mechanism.
For instance, in event WF5, an electrical interaction between
converter controls and passive grid components (mechanism F)
led to SSOs, which triggered the emission of additional non-
fundamental frequency oscillations due to control nonlinearities
(mechanism D), in turn setting off electromechanical interactions
between converter controls and rotating machines (mechanism
H). In other events, the switching harmonics resulting from the
nonlinear (switched) behavior of PE converters (mechanism D)
were amplified by natural resonances of the network (mechanism
E).

• Events with T6 triggers were initiated by a normal converter
operation at low load, in a weak grid configuration or in the
presence of a natural grid resonance.

• For the remaining events, no initial trigger was identified, either
because of limited measurement data at the time of the event, or
limited information provided in the original references. Unknown
triggers are referred to as T7 triggers.

To summarize, triggers can take the five following forms:

• Changes of power or voltage at fundamental frequency, which
translates into amplitude and/or phase angle variations of volt-
ages and currents at fundamental frequency;

• Changes of grid impedance as seen by the converters. This class of
triggers also comprises the (dis)connection of passive appliances
such as filter banks and SCTLs, which have an impact on the
impedance of the grid;

• Changes of converter control mode;
• Non-zero non-fundamental frequency components in voltages or

currents, for instance as a consequence of a fault;
• A normal converter operation at low load, in a weak grid and/or

in the presence of a natural grid resonance.

The following section discusses modeling requirements based on the
identified mechanisms and triggers.

8.3. Discussion of modeling requirements

In the literature, power system instabilities are typically categorized
according to the size of the trigger, or initial disturbance [7], as this
information indicates modeling requirements and analysis techniques
that are applicable to study the event they initiate. As a general rule,
events following a small disturbance can be studied in a linearized
mathematical framework, while nonlinear aspects must be retained
when studying events following large disturbances.

On the one hand, triggers such as faults are commonly considered
as large disturbances, since they generally cause significant variations
with respect to rated values of electrical quantities. The switching and
energizing of lines, resulting in a new grid configuration characterized
by a different impedance, are also considered as large disturbances.

On the other hand, triggers such as power variations can be consid-
ered as either small or large disturbances, depending on amplitude and
rate of change: slow variations of aggregated demand can generally be
considered as small disturbances. In contrast, the loss of a generation
unit will be considered as a large disturbance. Similarly, control mode
changes can also be seen as small or large disturbances.

Just as their triggers, the mechanisms in Table 6 can be related to
different modeling requirements and analysis techniques. A distinction
is also made between linear and nonlinear frameworks.

In the category of converter or control limitations, mechanisms A,
B and C are generally studied within a nonlinear framework, as the
mechanisms involve nonlinear operations such as control mode switch,
saturation, and other nonlinear functions.
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Table 8
Summary of events per trigger.

ID Trigger Events

T1 Faults WF2, WF6, WF8, WF10, PV1-PV3, PV5 and VSC4

T2 Switching of lines or capacitor banks WF1, WF3, WF7, PV6, LCC1, VSC3 and VSC5-VSC7

T3 Power variations/fluctuations WF4, WF8-10, RW1, RW2, LCC2, LCC3, VSC1, VSC2, VSC9 and VSC12

T4 Change of control mode LCC3, VSC8 and VSC11

T5 Non-fundamental frequency components WF5, WF8, WF10, PV4, RW4, RW5-RW7 and LCC9

T6 Normal operation with low load, weak
grid or natural grid resonance

PV7, RW9-RW19, LCC4, LCC5, LCC7, LCC8 and VSC10

T7 Not given or known WF5, PV8-PV10, RW3, RW8 and LCC6

In the category of power quality degradation, mechanism D is
intrinsically related to the nonlinear characteristics of the converter
(semiconductor switching) and its controller (nonlinear functions and
saturation). On the other hand, mechanism E is more traditionally
studied in a linearized framework with small-signal analysis of grid
resonances.

In the category of control interactions, linearized models and small-
signal analysis techniques are typically used to assess the interactions
between converter control and grid resonances or rotating machines.

The above considerations can be illustrated based on the example
of event WF8, which is broken down as follows:

• First, a fault (Trigger T1) initiated an interaction between the WF
controls and a poorly-damped natural grid resonance (Mechanism
F), which resulted in growing voltage oscillations (outcome).
These steps are illustrated in Fig. 2.

• Next, the oscillations (Trigger T5) set off the over-current pro-
tection control (Mechanism A3), causing the converters to trip
(outcome).

• Finally, the reduced power generation (Trigger T3) associated
with limited frequency-support capabilities (Mechanism B2) re-
sulted in a frequency collapse (outcome).

Although the fault at the origin of the event can be considered as
large perturbation, the interaction between converter controllers and
grid resonances is typically analyzed in a linearized framework. Next,
the activation of protection features and the tripping of converters are
nonlinear operations. Hence, the nonlinear dynamics related to the
second part of the event may impose other modeling requirements,
which complicates the overall analysis of the incident. The third part
of the event is related to frequency stability and is triggered by a large
disturbance.

The example illustrates that not only the type of trigger, but also
the mechanisms involved have an influence on modeling requirements
for the study of problematic events.

8.4. Discussion of terminology

According to the terminology used in the references to describe
the different real-life events (summarized in Tables 1–5), it appears
that the terminology is often diverse and system-specific, even when it
concerns the same underlying mechanism. For example, electrical inter-
actions among converter controls and/or with passive grid components
(mechanism F) are frequently referred to as subsynchronous oscillation
or subsynchronous control interaction in WF systems. However, the same
mechanism is called low-frequency interaction or depot problem in RW
systems, and harmonic instability in LCC-HVDC systems. In addition, the
expressions subsynchronous oscillations and harmonic instability are used
multiple times in PV and VSC-HVDC systems. This example also indi-
cates that terminology generally relies on the frequency of oscillations
involved in the events, describing whether they appear above or below
the fundamental frequency, and whether they occur at multiples of the
fundamental frequency.

To gain further insights, Fig. 3 provides an overview of the real-life
events per mechanism as a function of the observed oscillation fre-
quencies.2 The figure shows that mechanism F actually leads to a large
variety of oscillation frequencies. In this case, the use of terminology re-
lated to a specific frequency range could lead to the misconception that
the corresponding events are a consequence of different mechanisms.
On the other hand, applying frequency-based terminology can be ben-
eficial in some cases in order to provide additional information on the
characteristics of the underlying mechanisms: for mechanisms G and
H, which both involve rotating machines, all the observed oscillations
occurred in the subsynchronous frequency range, as shown in Fig. 3.
This results from the oscillatory and torsional mode characteristics of
rotating machines and from the basic principles of IGE. Additionally,
frequency-based terminology is not generally applicable to all types
of mechanisms, as is the case for converter or control limitations
(mechanism A, B and C), which do not necessarily feature oscillatory
phenomena.

Finally, Table 5 shows that expressions such as harmonic interaction,
harmonic instability, harmonic resonance and resonant instability have
been used interchangeably in the context of VSC-HVDC events when
referring to supersynchronous phenomena, even though these expres-
sions are not equivalent. For instance, an instability can be an outcome
of an interaction, whereas an interaction does not necessarily lead to
instability. Moreover, a resonance is commonly considered a steady-
state phenomenon causing a constant amplification of an oscillation,
while an instability is a dynamic phenomenon that typically involves
growing oscillations. Lastly, in the aforementioned expressions, the
term harmonic normally indicates an oscillation at a multiple of the
fundamental frequency, which was, however, not the case for events
VSC3 and VSC7.

The above discussion suggests that standardized definitions appli-
cable across multiple systems are necessary to harmonize terminology
concerning problematic converter-related phenomena.

2 For clarity, the definitions of the mechanisms are repeated here:

ID Mechanism

A1 Limited under/over-voltage ride-through capability
A2 Limited under/over-frequency ride-through capability
A3 Limited over-current ride-through capability
B1 Limited/inadequate voltage support
B2 Limited/inadequate frequency support
C Limited synchronization capability
D Emission of non-fundamental frequency components by converters
E Amplification of converters emissions by passive grid components
F Electrical interactions among converter controls and/or with

passive grid components
G Electrical interactions between converter-controlled rotating

machines and passive grid components
H Electromechanical interactions between converter controls and

rotating machines
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Fig. 3. Overview of oscillation frequencies observed for mechanisms D to H. Mechanisms A to C are not included in the figure as no oscillation frequencies could be associated
based on the real-life events. A link to the system type is provided by the marker symbols: WF (○), PV (∗), RW (×), LCC-HVDC: (□) and VSC-HVDC (◊).

Table 9
Events, references and mechanisms.

ID Location Year References Mechanism(s) ID Location Year References Mechanism(s)

WF1 USA 2007 [16,17] G RW11 DEU 2006 [43,49] F
WF2 USA 2009 [18–22] G RW12 FRA 2008 [44] F
WF3 USA 2017 [21,23] G RW13 CHN 2008 [10,50] F
WF4 CHN 2012–13 [24,25] G RW14 CHN 2010 [10,50] F
WF5 CHN 2014–15 [26–28] D, F, H RW15 CHN 2010 [10,50,51] F
WF6 USA 2013&15 [21] F RW16 CHN 2011 [10,50,51] F
WF7 USA ∼2011 [29] F RW17 CHN 2015 [10,50,51] F
WF8 GBR 2019 [30] A3, B2, F RW18 CHE 1995 [52,53] F
WF9 USA 2010–11 [4] B1 RW19 CHN 2015 [10] F
WF10 AUS 2016 [31] A1, B2 LCC1 USA 1977 [56] H
PV1 USA 2016 [33] A1, A2, A3, C LCC2 CHN 2011 [57–59] H
PV2 USA 2017 [34] A1, A2, A3, C LCC3 CHN 2014 [60] H
PV3 USA 2018 [35] A1, A3 LCC4 GBR, ITA, NZL ∼1966 [61,62] F
PV4 NLD 2004 [36] D, E LCC5 GBR 1977 [63] F
PV5 AUS 2019 [37] F LCC6 USA 1987 [63] F
PV6 CAN 2018 [38] F LCC7 CAN 1992 [64] F
PV7 DEU 2014 [39] F LCC8 RUS-FIN 1994 [65] F
PV8 CAN 2018 [38] F LCC9 DNK 2017 [66] D, E
PV9 CAN 2018 [38] F VSC1 CHN 2011 [11] F
PV10 CAN 2018 [38] F VSC2 CHN 2014 [11] F
RW1 DEU 1991 [43] H VSC3 DEU 2013 [69,70] F
RW2 NOR 1996 [43] H VSC4 DEU 2016 [71] F
RW3 USA 2006 [43] H VSC5 DEU 2014–17 [72] F
RW4 FRA 1990s [44,45] D, E VSC6 FRA-ESP 2015 [73] F
RW6 FRA 2006 [44] D, E VSC7 CHN 2016 [74,75] F
RW7 ITA 2011 [47] D, E VSC8 CHN 2016 [11] F
RW5 CHN 2011 [46] D, E VSC9 CHN 2018–19 [76] F
RW8 CHN 2008 [10] D, E VSC10 CHN 2018 [77] F
RW9 CHN 2011 [10] D, E VSC11 CHN 2015 [78,79] F
RW10 CHE 2004 [43,48] F VSC12 CHN 2015 [80,81] F

9. Conclusion

This paper demonstrated the value of a comprehensive cross-system
overview to support the construction of more-encompassing classifi-
cations of issues related to power system stability. For the first time,
by drawing analogies between problematic converter-related events
that have been observed in different applications ranging from elec-
trical railway systems to wind farms, three main types of underlying
mechanisms were identified. Firstly, converter or control limitation

mechanisms refer to intrinsic limitations of PE converters, or to extrin-
sic limitations that can theoretically be resolved by means of improved
control algorithms. Secondly, power quality degradation mechanisms
correspond to the generation and amplification of undesired frequency
components in steady-state. Lastly, control interaction mechanisms
refer to interactions between controls of converters on one side, and
passive components, rotating machines or other converters on the other
side.

The overview of events in this study showed that (i) multiple mech-
anisms were involved in some of the events, (ii) the same mechanisms
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can occur in different types of systems, and (iii) outcomes of mecha-
nisms may trigger other mechanisms. By associating the mechanisms
with either fundamental or non-fundamental frequency phenomena,
it appeared that the boundary between the two types of phenomena
remains unclear, and an evolution of the number and definition of
identified mechanisms may be supported by new reported real-life
events and further research.

The decomposition of events in a series of triggers and mecha-
nisms showed that both aspects impact the choice of mathematical
modeling requirements. Lastly, the study illustrated that the employed
terminology is often diverse and system-specific, relying mostly on
frequency-dependent considerations. Further research and standardiza-
tion are regarded as necessary to define clear and uniform terminology
in the field of problematic converter-related phenomena.
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Abstract—The increasing integration of renewable energy
sources and high voltage direct current (HVDC) connections
has led to a proliferation of power electronic devices within
the grid, thereby transforming the power system dynamics. The
applicability of traditional power system modeling approaches,
based on the distinction between fast and slow dynamics, became
limited due to the introduction of power converter dynamics.
Consequently, it becomes critical to determine the minimum
level of modeling details required for accurately representing
these systems. The paper aims to demonstrate how a Gramian-
based model reduction method can be used to develop a tool
for MATLAB/Simulink that allows visualizing and identifying
the model components most relevant for a given oscillation
phenomenon under study. This tool is beneficial when analyzing
power system oscillations where the cause is poorly understood.
The proposed approach is especially relevant given the new
categories of interactions introduced in converter-dominated
power systems.

Index Terms—controllability and observability, Gramians,
MATLAB tool, power system modelling, stability analysis

I. INTRODUCTION

Power systems have undergone changes driven by the in-
creasing adoption of renewable energy sources, government
policies incentivizing sustainable practices, and the growing
interconnectivity of power grids. These developments are part
of the global commitment to combat climate change and
enhance the grid infrastructure. To achieve these goals, renew-
able energy sources are expected to supply a substantial 90%
of electricity by the year 2050, with wind and photovoltaic
technologies contributing up to 63% of the total electricity
generation needs [1].

At the same time, power systems are witnessing increased
interconnectivity caused by the expansion of cross-border
transmission capacity. Europe, for example, anticipates an
increase of 35 GW in cross-border transmission capacity by
2025, with a further addition of 93 GW by 2040 [2]. The
HVDC technology is becoming more relevant, offering greater
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operational flexibility for long-distance transmission and inte-
grating renewable energy sources compared to traditional AC
transmission methods.

A common thread connecting these trends is the increase of
power electronic devices within the power systems. However,
incorporating these devices into stability studies poses a chal-
lenge. Despite diligent studies conducted during the planning
and operation of new interconnections, the power industry has
witnessed several incidents of instability in recent years.

For instance, in 2017, the Electric Reliability Council of
Texas (ERCOT) observed three subsynchronous oscillation
(SSO) events involving wind farms. These wind farms had
undergone stability studies and were equipped with SSO
damping controls, as recommended by studies. Nevertheless,
these measures proved insufficient for predicting and mitigat-
ing the instability risks [3]. Similarly, in 2019, the Australian
Energy Market Operator (AEMO) reported five instances of
solar farms experiencing sustained voltage oscillations under
credible contingencies. These incidents led to months of
generation curtailment and delayed commissioning of new
units, highlighting the criticality of stability assessment in an
evolving grid powered by renewables [4].

These occurrences highlight the need to improve our
understanding of power electronic device behavior within
the broader grid context. Unpredictable interactions between
power electronic devices and the surrounding power system
and a limited understanding of their dynamic behavior con-
tribute to the risks of undetected instability issues during
project studies. Conventional root mean square (RMS) simula-
tion practices increase these risks by assuming that all system
signals are steady-state or near steady-state, potentially leading
to incorrect stability assessments, particularly for oscillation
phenomena far from the steady-state frequency.

On the contrary, Electromagnetic Transient (EMT) simula-
tions offer the potential for highly accurate stability assess-
ments. However, they raise an important question: to what
extent should each component within a complex system be
detailed in the model? High levels of detail in modeling can
introduce computational complexities that are challenging to
manage. Furthermore, it may require data that is often unavail-
able, as manufacturers may not have provided detailed EMT
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models of their devices. This gap in modeling capabilities
was evident in past incidents, such as the sub-synchronous
oscillation incident involving wind farms in 2009, where the
ERCOT lacked the necessary wind farm EMT models for
thorough studies [5].

Therefore, understanding the minimum modeling details
required for various stability studies becomes critical. This
knowledge allows Transmission System Operators (TSOs) to
demand the appropriate studies and models to ensure reliable
operation of power systems.

The main contribution of this paper is demonstrating how a
Gramian-based model-order reduction method can be used to
create a tool to analyze the modeling of converter-dominated
power systems. A practical MATLAB/Simulink tool was im-
plemented based on the method, which enables users to iden-
tify the sources of observed oscillations. The tool provides a
straightforward visualization of the power system components
that contribute the most to the oscillation phenomena, thereby
offering insights into which parts of the system must be
modeled in detail and which ones can be simplified.

This paper is organized as follows. Section III describes
the main concepts of model-order reduction and the Gramian-
based method utilized. The details of the tool implementation
are described in Section III. The mathematical modeling of
a modified 9-bus system test case is detailed in Section IV
while Section V demonstrates the application of the tool to
analyze converter interactions arising in the test case system.
Finally, Section VI discusses the findings and limitations of
the proposed tool.

II. MODEL-ORDER REDUCTION METHOD

Model-order reduction (MOR) is used to derive simplified
models that are accurate enough for given phenomena of
interest. For this reason, MOR techniques are especially valu-
able for determining the minimum modeling details required
for different system studies [6]. A reduced-order model is
obtained by eliminating or simplifying parts of the system
that are less relevant to the study. The accuracy of the results
depends on appropriately choosing which system components
are important for the study and must, therefore, be represented
by detailed models.

The problem of finding a reduced-order model of a linear
system represented in state space consists of identifying which
states are relevant and which ones can be discarded while
ensuring the results remain within an acceptable error margin.

Consider a high-dimensional system that is linear time-
invariant (LTI) with n states, m inputs, and r outputs defined
in state space by

ẋ(t) = Ax(t) +Bu(t) (1)
y(t) = Cx(t) (2)

where u(t) ∈ Rm is a vector of system inputs, y(t) ∈ Rr

is a vector of system outputs and x(t) ∈ Rn are the state
variables and A ∈ Rn×n, B ∈ Rn×m and C ∈ Rr×n are the
state-space matrices.

The controllability operator Ψc : L2(−∞, 0] → Cn is
mathematically defined as [7]

u 7→
∫ 0

−∞
e−AτBu(τ)dτ.

This operator can be interpreted as a mapping between
inputs in the past (t ≤ 0) to the initial condition x0 at t = 0.

Similarly, the definition for the observability operator Ψo :
Cn → L2[0,∞) is given by [7]

x0 7→
{
CeAtx0, for t ≥ 0

0, otherwise
(3)

It maps the initial condition x0 to the system’s output when
no input is applied for t > 0.

From the definitions of the controllability and observability
operators, it is possible to define Gramians. These matrices
measure the controllability and observability of a state.

The controllability Gramian P is associated with the min-
imal energy needed to drive the states from 0 to x and is
specified [7] as

P = ΨcΨ
∗
c =

∫ t2

t1

eAtBB∗eA
∗tdt. (4)

where Ψ∗
c : L2(−∞, 0] → Cn and A∗ denotes the complex

conjugate transpose of matrix A.
Similarly, the observability Gramian Q measures the max-

imum amount of energy obtained from the outputs due to the
initial condition x0 and is defined [7] as

Q = Ψ∗
oΨo =

∫ t2

t1

eA
∗tC∗CeAtdt. (5)

where Ψ∗
o : L2[0,∞) → Cn.

An approach for reducing the order of a model is based on
measuring the relevance of a state in the model input-output
response using their relative controllability and observability
[8]. These are measured using the Gramians and combined into
a participation index that ranks the importance of individual
states to the oscillation observed. This approach preserves the
connection between the states and the physical system, unlike
other methods that rely on the transformation of the coordinate
system in order to evaluate which states are the most relevant
[9], [10], [11].

Mathematically, the participation p(k) of the k-th state
variable in the system input-output behavior is defined as

p(k) =

√
Q(k,k)P(k,k)

∑n
i=1

√
Q(i,i)P(i,i)

, (6)

where Q and P and the observability and controllability
Gramians, respectively and n is the number of state variables
in the system.

Equation (6) allows ranking the importance of individual
states. Because each state is associated with a physical com-
ponent of the power system, the participation p(k) highlights
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not only the most important states but also the most important
components of the system. The next sections use this property
to illustrate how a tool can be created to visualize the most
significant components contributing to the system dynamics.

III. TOOL DESCRIPTION

Based on the method from the previous section, a MAT-
LAB/Simulink tool was developed from (6), allowing the
visualization and immediate identification of the power system
components most relevant for the oscillation phenomenon
under study. The steps illustrated in Fig. 1 are used to apply the
model-reduction method and obtain a visualization of which
parts of the system contribute the most to the oscillation. This
section discusses how each step is implemented to create the
tool.

A. Model linearization

First, the power system non-linear model should be lin-
earized around an operating point. The system’s inputs and
outputs are specified in Simulink by defining the linear anal-
ysis points. They should be selected according to the study
intended to be performed or based on the application the model
will have.

Since the model-order reduction method calculates the par-
ticipation of the states based on the input-output behavior, the
choice of inputs and outputs choice is essential as it directly
affects the results. This is because the controllability is highly
dependent on the inputs since it is a measure of how those
inputs can drive the system. Similarly, the observability is
dependent on the choice of outputs because it measures the
response observed from those outputs. A consequence of this
fact is that the tool cannot be used to analyze instability due
to states that are neither observable nor controllable.

Finally, the ”linearize’ function [12] in MATLAB is utilized
to obtain the linear state-space model.

B. Gramian calculation

Once the matrices of the state-space model are obtained, the
tool determines the observability and controllability Gramians.
These matrices are calculated by solving the corresponding
Lyapunov equations. For the controllability Gramian P , the
following continuous-time Lyapunov equation must be solved:

AP +PAT = −−BBT . (7)

Similarly, the observability Gramian Q is obtained by
solving the Lyapunov equation

ATQ+QA = −CTC. (8)

In practical terms, this calculation is performed with the
assistance of the ”gram’ [12] function from the MATLAB
Control System toolbox. It is important to mention that the
tool’s algorithmic complexity and performance is limited by
the complexity of calculating the controllability and observ-
ability Gramians.

Non-linear model

State-space model linearized at 
operating point

Calculate controllability and 
observability Gramians

Participation of states in input-output

Plot participation heatmap

Linearization

Choice of inputs
and outputs

Fig. 1. Flowchart of the tool’s operational steps.

Computing the solution of the Lyapunov equations is an
approach that has a high computational cost of O(n3) [13]
and does not scale well to realistically large systems. However,
there are methods in the literature that can be used to decrease
this computational cost [14], [15]. For example, low-rank
Gramian approximations are able to compute the Gramians
efficiently by obtaining an approximate Gramian matrix both
in the time and frequency domain.

C. Participation of states

Once the Gramians are computed, each state’s participation
is calculated using (6). For this step, the system should prefer-
entially be modeled using p.u. values to avoid the occurrence
of ill-conditioned matrices. This problem has been observed
during the practical implementation of the tool.

D. Results visualization

Finally, the participation of each component in the system is
calculated by taking into account the participation of all state
variables in that component’s model. The resulting value is
normalized and used to create a heatmap that indicates which
parts of the power system are mostly involved in the oscillation
phenomenon observed.

IV. MODELING OF A CONVERTER-DOMINATED 9-BUS
SYSTEM

This section presents the modeling description for the 9-bus
system based on [16] used in this paper as a case study. The
main modification to the original system was substituting two
synchronous generators with two-level VSC converters, thus
turning the test system into a converter-dominated system. The
full system contains 84 state variables, and details of how each
component was modeled are provided in the remainder of this
section.
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A. Generator modelling

The generator in the system was modeled using the classical
model, which is a simple model consisting of a constant
voltage source behind a transient reactance. This model is
commonly used in screening studies to obtain a first idea about
the system behavior and to represent generators located far
from the point where the disturbance is applied. The classical
model neglects all electromagnetic dynamics and considers the
field voltage constant, resulting in a constant electromotive
force. An X/R ratio value of 15 was employed. Therefore,
the system can be considered relatively strong.

B. Network modelling

To accurately represent the behavior of the transmission
lines, a lumped-parameter pi-circuit model was chosen, which
takes into account the phase resistance, phase self-inductance,
line-line mutual inductance and resistance, line-line capac-
itance, and line-ground capacitance. This model is recom-
mended for short to medium-length transmission lines. It
assumes that the total line resistance, inductance, and capac-
itance are lumped as if they were located in a single point,
ignoring the effects of electromagnetic traveling waves. The
parameters are evaluated at the nominal frequency.

For the loads, the static model was used. This model
expresses the active and reactive power at any instant of time
as functions of bus voltage magnitudes and frequency.

C. VSC modelling

An averaged-value model is used for the VSC according
to details provided in [17]. Table I describes the parameters
used for the controls of both VSCs. In this model, controlled
voltage and current sources at nominal frequency represent
the converter AC and DC sides, neglecting the switching
harmonics.

TABLE I
VSC PARAMETERS FOR THE CASE STUDY.

Name Symbol Values
VSC 1 VSC 2

Rated apparent power Srated 1 GW 1 GW
DC bus voltage Udc 640 kV 640 kV
AC bus voltage Upcc 192 kV 192 kV
VSC equivalent inductance Lvsc 50 mH 50 mH
VSC equivalent resistance Rvsc 0.05 Ω 0.05 Ω
Equivalent grid resistance Rgrid 10.19 Ω 10.19 Ω
Equivalent grid inductance Lgrid 324.3 mH 324.3 mH
AC current control time constant τidq 10 ms 1 ms
AC current control damping ratio ζidq 0.7 0.7
PLL time constant τPLL 27 ms 6 ms
PLL damping ratio ζPLL 0.7 0.7
Active/reactive power control time
constant

τPQ 100 ms 10 ms

The converter AC-side dynamics is modeled in the dq0
frame according to the following equations:

Udq
AC −Udq

pcc = RvscI
dq
AC + Lvsc

dIdq
AC

dt
+ jωLvscI

dq
AC (9)

where Udq
pcc is the voltage at the point of common coupling

(PCC), Udq
AC is the AC-side controlled voltage source, Idq

AC is
the AC current and Rvsc and Lvsc are the converter resistance
and inductance, respectively.

The control system consists of active and reactive power
controls; decoupled AC current control implemented in dq
reference frame; voltage feed-forward filters; and an αβ phase-
locked loop (PLL).

The active and reactive power controls are described by the
equations:

Id∗AC = (P ∗
AC − Pmeas

AC )(Kp,P +
Ki,P

s
) (10)

Iq∗AC = −(Q∗
AC −Qmeas

AC )(Kp,Q +
Ki,Q

s
) (11)

where P ∗
AC and Q∗

AC are the active and reactive power
reference values, respectively, while Pmeas

AC and Qmeas
AC are

the measured active and reactive power values.
The inner current controller is implemented in the dq-frame,

and the main equations describing the control loop are:

Ud∗
AC = (Id∗AC−Id,meas

AC )(Kp,d+
Ki,d

s
)+Ud

pcc+Iq,meas
AC Lvscω (12)

Uq∗
AC = (Iq∗AC−Iq,meas

AC )(Kp,q+
Ki,q

s
)+Uq

pcc−Id,meas
AC Lvscω (13)

where Kp,d, Kp,q are the controller’s proportional gains and
Ki,d and Ki,q are the integral gains.

The αβ-PLL is implemented according to [18] as follows:

ωαβPLL = (Kp +
Ki

s
)sin(θgrid − θαβPLL) (14)

θαβPLL =
ωαβPLL

s
(15)

where θgrid is the grid voltage angle, θαβPLL is the grid
angle measured by the PLL, and ωαβPLL is the measured
grid frequency in rad/s.

Finally, a first-order low-pass voltage-feedforward filter was
used. The filter’s transfer function Gff (s) is given by:

Gff (s) =
ωff

s+ ωff
(16)

where ωff represents the filter’s cutoff frequency.
This model was implemented in MATLAB/Simulink, and

a state-space representation was obtained from the linearized
system considering the arbitrarily selected active and reactive
power setpoints of P = 0.9 p.u. and Q = 0.2 p.u., respectively.
The correspondence between states and the physical system
was maintained to derive practical modeling insights from the
analysis.
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V. TOOL APPLICATION AND RESULTS

The proposed tool is used to investigate the converter
interaction in the 9-bus system case study described in the
previous section.

Fig. 2 presents the system’s eigenvalues, and the highlighted
blue region shows the eigenvalues with damping lower or
equal to 10%, which can be considered poorly damped. The
initial analysis of the eigenvalues indicates that the system may
oscillate due to these poorly damped eigenvalues. However,
it is uncertain whether any eigenvalues will be excited by a
change in the operation point of the system.

Fig. 2. System eigenvalues and 10% damping line.

To evaluate the time-domain response of the system, we
applied a 5% step change to the reactive power reference of
VSC2. The result was an oscillatory response, as shown in
Fig. 3.
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Fig. 3. Response to a 5% step in the VSC 2 reactive power reference.

By analyzing only the system eigenvalues based on their
damping, it is not possible to directly predict which specific
components are causing the oscillation.

The tool proposed in this paper aims at solving this issue
by simplifying the analysis. In order to identify the relevant
states for the observed phenomena, we applied the proposed
tool according to the steps in Fig. 1. We linearized the model
by selecting the reactive power reference as an input and the
measured reactive power as an output. Using the state-space
model, we calculated the Gramians, which were then used to
determine the overall participation of each component using
(6).

Fig. 4 presents the participation of the most significant
states in the input-output response of the system obtained from
the analysis. The participation not only measures the state’s
relevance but also that component’s relevance in the system
response since the states are associated with the physical com-
ponents of the power system. Preserving the state’s physical
nature enables the tool’s results to be directly interpretable to
decide which parts of the system are causing the observed
oscillation.

To make the analysis more intuitive, the tool presents an
alternative view of the results found in Fig. 4 by creating a
color gradient overlay in MATLAB/Simulink model that indi-
cates the most relevant parts of the system to the phenomenon
under study.
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Fig. 4. Participation of states in input-output behavior.

The visualization results are shown in Fig. 5. The red colors
indicate a higher participation level, while colors closer to
yellow indicate a lower level of participation. This color map,
along with the results in Fig. 4, makes drawing conclusions
about a system’s behavior easier. It shows that the VSC 2
reactive power control and the VSC 2 PLL interaction with
the network are the main factors contributing to the response.

Fig. 5. Tool developed for MATLAB/Simulink showing the contribution of
different parts of the system in a converter interaction case.

The results also indicate that each transmission line has
relatively low participation. However, when considering their
combined contribution, they significantly influence the sys-
tem’s behavior. Furthermore, the color map can be used to
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identify which areas of the model should be modeled in high
detail and which parts could be simplified. This is particularly
useful when analyzing more complex systems.

The proposed tool has some limitations as it is only suitable
for analyzing oscillatory phenomena that can be studied using
small-signal analysis.

VI. CONCLUSIONS

This paper presents a MATLAB/Simulink tool that was
developed for modeling and analyzing the stability of power
systems with a large number of power electronic devices based
on a model-reduction method proposed by the authors.

The tool was applied to investigate an instance of converter
oscillation in a converter-dominated modified 9-bus system.
It identified the interaction between PLL and grid, and pro-
vided a clear visualization of the power system components
that contributed to the oscillation. The results offer valuable
insights into how to correctly model the different components
and address the instability problem.

However, the proposed tool has certain limitations. It can
only analyze stable oscillations and cannot be used for insta-
bility caused by unobservable or uncontrollable states.

Future research could focus on implementing methods
to accelerate the calculation of Gramians to deal with the
computational challenges of large power systems. The tool
and model-reduction method can also be extended to address
unstable systems.
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Appendix B — Transformations
This appendix presents relevant transformations involving the abc,dq0, andαβγ coordinateframes, which are essential for analysing and controlling power systems.
abc to dq0 and its Inverse
The transformation from the abc reference frame to the dq0 frame is based, in part, on anarbitrary rotation defined by an angle θ . If the rotation occurs at speed ω , which may beconstant or variable, the rotation angle can also be expressed by ωt. This assumption willbe utilized in the following discussion. There are several variations of this transformation,depending on whether the active and reactive powers are preserved and how the axes ofthe two reference frames are aligned. The following is a summary of the existing variations.

• The power variant transformation with a-axis aligned with q-axis is given by:
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Its inverse is given by:
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• The power invariant transformation with a-axis aligned with q-axis is given by:
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• The power variant transformation with a-axis aligned with d-axis (known as Park
transformation) is given by:
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Its inverse is given by:
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Another variation of the Park transformation defines that the q-axis is ahead of the
d-axis and that ωt is the angle between phase-a and q-axis. It is given by:
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• The power invariant transformation with a-axis aligned with d-axis is given by:
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Its inverse is given by:
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Power CalculationThis section illustrates how to calculate power considering the previously discussed trans-formations. The instantaneous power in a three-phase circuit, represented in the abcreference frame, is determined as:
P3Φ = vaia + vbib + vcic. (191)

Based on the analysis presented in [131], Equation (191) can be reformulated as follows:
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]



ia
ib
ic


 . (192)

Let Tθ represent a transformation from the abc to the dq0 frame and let T−1
θ

denote itsinverse. The three-phase power P3φ can be calculated in the dq0 frame using the followingexpression:
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The transformation will be power invariant only if Tθ is unitary. For example, whenconsidering the Park transformation represented by the transformation in Equation (186),
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The three-phase power is calculated by substituting Equation (194) into (193), resultingin the following expressions:
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P3φ =
3
2
(vd id + vqiq +2v0i0) (196)

Thus, it can be concluded that the Park transformation is not power invariant. A similarapproach can be taken to derive the power expressions for the other transformations.
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abc to αβγ and its Inverse
In this section, the transformations from the abc frame to the αβγ frame are introduced,including both power variant and invariant versions.

• The power variant transformation (known as Clarke transformation) is given by:

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This transformation preserves the amplitude of the electrical variables to which it isapplied. Its inverse is given by:
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• The power invariant transformation is given by:
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Its inverse is given by:




xa
xb
xc


=

√
2
3




1 0
1√
2

−1
2

√
3

2
1√
2

−1
2

−
√

3
2

1√
2







xα

xβ

xγ


 . (200)

αβγ to dq0 and its Inverse
The transformation from the stationary αβγ reference frame to the dq0 reference frame isachieved by applying a rotation at an arbitrary speedω . The rotation of theαβ componentsinto dq components is based on the rotation matrix from linear algebra. The component γis equivalent to the component 0. The resulting transformation can be expressed as:
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The inverse of this transformation is obtained by applying a similar rotation in theopposite direction. This is mathematically represented by substituting the rotation anglewith−ωt, resulting in sign changes for the sine terms. The resulting matrix for the inversetransformation is given by:



xα

xβ

xγ


=




cos(ωt) −sin(ωt) 0
sin(ωt) cos(ωt) 0

0 0 1






xd
xq
x0


 . (202)

182



Appendix C — Eigendecomposition
Eigendecomposition is a fundamental concept in linear algebra that facilitates the analysisand simplification of linear transformations represented by matrices. For a linear time-invariant system described by the state equation

ẋxx(t) = AAAxxx(t)+BBBuuu(t). (203)
The system matrix AAA can be examined through its eigenvalue properties. Specifically,the following relationship holds:

AAAVVV =VVV ΛΛΛ, (204)
whereVVV is the matrix of right eigenvectors, with each column representing an eigenvector,and ΛΛΛ is a diagonal matrix containing the eigenvalues along its diagonal.This leads to the expression of the matrix AAA in terms of its eigenvectors and eigenvalues:

AAA =VVV ΛΛΛVVV−1. (205)
In this equation,VVV−1 denotes the matrix of left eigenvectors, where each row corre-sponds to an eigenvector. By substitutingWWW =VVV−1, the definition of eigendecompositionis established:

AAA =VVV ΛΛΛWWW . (206)
This framework provides valuable insight into the properties of the system and is widelyapplied in the study of power system dynamics.
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Appendix D — Singular Value Decomposition
This appendix presents the definition of Singular Value Decomposition, a tool from linearalgebra that allows the factorization of a matrix AAA ∈ ℜn×m into a product of three matrices,as described in [86]:

AAA =UUUΣΣΣVVV ∗, (207)
whereVVV ∗ denotes the conjugate transpose (or simply the transpose for real matrices) and
UUU andVVV are unitary matrices (or orthogonal matrices for real matrices). This implies that
UUUUUU∗ =UUU∗UUU = IIIn andVVVVVV ∗ =VVV ∗VVV = IIIm. Additionally, the following points can be noted:

• The left singular vectors ui correspond to the elements ofUUU = (u1,u2, ...,un);
• The right singular vectors vi correspond to the elements ofVVV = (v1,v2, ...,vn);
• The singular values σi correspond to the nonnegative diagonal entries of the matrix

ΣΣΣ = diag(σ1,σ2, ...,σn).
Based on the above, the dyadic decomposition of AAA can be expressed as:

AAA = σ1u1v∗1 +σ2u2v∗2 + ...+σnunv∗n. (208)
If the matrix AAA is symmetric, its singular value decomposition can be derived from theeigendecomposition, following the instructions provided in [132].

185





Appendix E — Hardy Spaces
This appendix provides a brief overview of Hardy spaces, which play a fundamental role incontrol theory and signal processing. In particular, the spaces HHH2 and HHH∞ are commonlyused to characterize signals and system transfer functions, respectively. Their associatednorms offer useful interpretations in terms of signal energy and system gain.
Hardy Space HHH2

The Hardy space HHH2 is the set of complex-valued functions F(s), defined over a complexvariable s, that satisfy the following properties:
• F(s) is analytic in the open right half-plane (Res > 0);
• F(s) satisfies the boundedness condition [117]:

[
sup
ξ>0

1
2π

∫
∞

−∞

|F(ξ + jω)|2 dω

]1/2

< ∞. (209)
HHH2 NormThe HHH2 norm is given by the expression on the left-hand side of the bounding conditionabove. The integrand can be interpreted as the mean square value of the function F . Inthe special case where F is a real rational function, that is, stable and strictly proper, then
F ∈ RRRHHH2, and the norm simplifies to:

∥F∥2 =

[
1

2π

∫
∞

−∞

|F( jω)|2 dω

]1/2

. (210)
PropertiesLet x(t) be a signal defined for t ∈ [0,∞), and let x̂(s) denote its Laplace transform. Accordingto Plancherel’s theorem [117]:

∥x(t)∥2
2 =

∫
∞

0
x(t)2 dt. (211)

This integral represents the energy of the signal x(t).The HHH∞ norm of a transfer function F(s) provides an upper bound on the system gainin response to HHH2 inputs:
∥F∥∞ = sup{∥Fx∥2 : x ∈ HHH2,∥x∥2 = 1}. (212)

Hardy Space HHH∞

The Hardy space HHH∞ is the set of complex-valued functions F(s) that are:
• Analytic in the open right half-plane (Res > 0);
• Bounded, i.e., there exists b > 0 such that

|F(s)| ≤ b for all Res > 0. (213)
HHH∞ NormThe HHH∞ norm is defined as the infimum of all such bounds b:

∥F∥∞ = sup{|F(s)| : Res > 0}. (214)
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PropertiesThe HHH∞ norm satisfies the following key properties [133]:
• Submultiplicativity:

∥FG∥∞ ≤ ∥F∥∞ · ∥G∥∞. (215)
• Triangle Inequality:

∥F +G∥∞ ≤ ∥F∥∞ +∥G∥∞. (216)

188



Appendix F — Control Tuning
This appendix outlines the procedures used to tune the control loops of the Voltage SourceConverters (VSCs). The tuning methods are based on classical control theory and aim toachieve the desired dynamic performance.
Inner Current Control
The tuning of the inner current control is based on the closed-loop transfer function:

Id
ac

Id∗
ac

=

1+
Kp,d

Ki,d
s

1+
Kp,d +Rvsc

Ki,d
s+

Lvsc

Ki,d
s2
. (217)

Method 1: Pole Placement via Second-Order Approximation
This method compares the characteristic polynomial of the closed-loop system with astandard second-order system:

P(s) = 1+
2ζ

ωn
s+

1
ω2

n
s2. (218)

The system poles are then given by:
s = ωn(−ζ ±

√
1−ζ 2). (219)

By matching the polynomials, the natural frequency ωn and damping ratio ζ are relatedto the control parameters as:
ωn =

√
Ki,d

Lvsc
, (220)

ζ =
Kp,d +Rvsc

2
√

Ki,dLvsc
. (221)

The desired ωn and ζ are selected according to dynamic performance specifications.For instance:
ωn =

3
tr,5%

for ζ = 0.7, (222)

ωn =
5

tr,5%
for ζ = 1. (223)

The corresponding PI gains are computed as:
Ki,d = Lvsc ω

2
n , (224)

Kp,d = 2ζ ωnLvsc −Rvsc. (225)
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Method 2: Zero-Pole Cancellation
In thismethod, the controller is tuned such that the system reduces to a first-order responsevia zero-pole cancellation. The characteristic equation roots are:

s1,2 =

−Kp,d +Rvsc

Ki,d
±
√(

Kp,d +Rvsc

Ki,d

)2

−4
Lvsc

Ki,d

2
Lvsc

Ki,d

. (226)

The system zero is located at:
z1 =− Ki,d

Kp,d
. (227)

Zero-pole cancellation requires two conditions:
1. Real poles: ζ ≥ 1, implying:

Kp,d > 2
√

Ki,dLvsc −Rvsc. (228)
2. The system zero must coincide with one of the poles.

Phase-Locked Loop
The linearized PLL transfer function is expressed as:
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grid
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. (229)

This transfer function can be compared to a second-order system:
P(s) = 1+

2ζ

ωn
s+

1
ω2

n
s2. (230)

From this comparison, the PLL controller gains are obtained as:
Kp,pll =

2ζ ωnUbase

Ud
grid

, (231)

Ki,pll =
ω2

nUbase

Ud
grid

. (232)

The bandwidth of the PLL controller is:
ωb = ωn

√
1−2ζ 2 +

√
4ζ 4 −4ζ 2 +2. (233)
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Active and Reactive Power Control
The active and reactive power controllers share the same PI structure and tuning logic. Theclosed-loop transfer function is:

Pg

P∗
g
=

1+
Kp,P

Ki,P

1+
1+Kp,P

Ki,P

. (234)

The gains are selected to yield a first-order system with desired response time τr:
Kp,P = Kp,Q = 0, (235)
Ki,P = Ki,Q =

1
τr
. (236)

Voltage Feed-Forward Filter
The voltage feed-forward filter is tuned to avoid interference with the inner current controlloop. If the current loop bandwidth is defined as:

ωidq =
3

τidq
, (237)

then the feed-forward filter bandwidth ω f f is chosen as:
ω f f = K ωidq, (238)

where K = 10 ensures sufficient separation between the two bandwidths.
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