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Introduction
Pipeline systems, particularly pipe bends, are subjected to a variety of stressors that canlead to significant damage over time. The unique challenges faced by pipe bends stemfrom the abrupt changes in fluid direction, which can induce stress and make these com-ponents vulnerable to fatigue, corrosion, and cracking [1].

Fatigue is a phenomenon that results from repeated stress cycles. This repetitive stresscan lead to the formation of microscopic cracks within the pipematerial. Over time, thesecracks can grow, potentially leading to pipe failure. This is especially concerning for pipebends, which are subjected to higher stress levels due to the changes in fluid direction [2].
Corrosion is another significant concern for pipe bends. This natural deterioration pro-cess occurs due to chemical reactions between the pipematerial and the environment [3].Corrosion can lead to thinning of the pipe walls, thereby reducing their capacity to with-stand pressure. This is particularly problematic for pipe bends, as the increased stresslevels can accelerate the corrosion process.
Cracking is a prevalent problem arising from factors like fatigue and corrosion [4].These fractures often initiate in areas subjected to high stress, such as pipe bends, andcan progressively worsen. If not promptly identified and managed, this deterioration canseverely undermine the pipe’s structural integrity, potentially causing catastrophic fail-ures.
Addressing these issues necessitates the detection and surveillance of damage in pipelineelements, including bends. This is crucial for ensuring the pipeline’s effectiveness, mini-mizing maintenance expenditures, prolonging its service life, and avoiding major failures[5]. Traditional surveillance methods typically involve targeted ultrasonic thickness mea-surements. Despite their effectiveness, these techniques can be labor-intensive and maynot offer a holistic assessment of the pipe’s condition.
Conversely, Guided Wave Tomography (GWT) utilizing Full Waveform Inversion (FWI)[6] is advantageous for detecting and evaluating damage within a specific region by an-alyzing waves emitted and received by an array of transducers. This technique enablesa high-resolution reconstruction of the thickness of a steel pipe bend, offering a morecomprehensive and efficient solution for monitoring.

Scope and Objectives
In this thesis, GWT based on FWI is implemented to reconstruct the remaining thicknessof a pipe bend. Until now, the application of GWT based on FWI has been confined tosimple structures such as plates and straight pipes, owing to their direct resemblance tothe acoustic forward model required by the tomographic algorithm. The application ofGWT to pipe bends presents a unique challenge due to the anisotropy of the acousticwave field resulting from the bend curvature.

In Publication I, the elliptical anisotropy of the pipe bend is parameterized in terms ofThomsen parameters, providing a foundation for further analysis. Following this, Publi-
cation II delves into the signal processing required to enhance the resemblance betweenthe measured data and the acoustically modeled data used by the inversion scheme. Thiswork provides a robust methodology for data processing in the context of GWT. Subse-quently, Publication III showcases a numerical analysis of FWI for a pipe bend andprovidesan experimental validation. The experimental validation was constrained by the inhomo-geneous performance of the transducers, highlighting the need for improved transducertechnology or methodologies to handle such inhomogeneities. Finally, Publication IV es-tablishes guidelines to cope with the high inhomogeneity performance of the transducers
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and demonstrates its successful integration with FWI. This work paves the way for moreaccurate and reliable thickness reconstruction in pipe bends using GWT based on FWI,potentially leading to significant improvements in pipeline monitoring and maintenance.This thesis, therefore, represents a significant contribution to the field, extending theapplication of GWT based on FWI to more complex structures and addressing key chal-lenges in the process. The findings and methodologies presented in this work have thepotential to drive further research and development in this area, ultimately enhancing thesafety and efficiency of pipeline systems.The thesis encompasses the following objectives:
• To develop a two-dimensional (2-D) acoustic forward model to replace the complexthree-dimensional (3-D) bend domain, using Thomsen parameters to model the el-liptical anisotropy wavefield (Publication I).
• To remove the helical path trajectories from the 3-D bend domain based on thehelical path separation algorithm and the geometric properties of the bend section(Publication II).
• To reduce experimental uncertainties and enhance data processing algorithms forthe successful implementation of GWT (Publications II and IV).
• To implement GWT based on FWI to reconstruct the remaining wall thickness of apipe bend (Publication III).
• To determine the advantages of GWT for pipe bends based on FWI over ray-tracing-based algorithms (Publication III).

Challenges
There are some challenges in the presented investigations that have been addressed:

1. The first significant step towards achieving full waveform inversion on a pipe bendinvolves the orthogonal parametrization of the pipe bend into a two-dimensionaldomain. This is primarily due to the preference for 2-D solvers over the computa-tionally intensive 3-D solvers, owing to their simplicity.
2. Inherently, the wavefield on the pipe bend travels faster along the shortest bend’sradius (intrados) as compared to the longest one (extrados). The equivalence withthe bend domain is established through an artificial anisotropic formulation usingThomsen parameters.
3. The full-waveform inversion scheme implemented in this thesis resembles guidedwave propagation on a plate with absorbing boundaries. Consequently, further he-lical paths in the pipe bend need to be extracted. Existing helical path separation al-gorithms require knowledge of the ray’s traveled distance. As a result, the geodesicequations were implemented.
4. The guidedwave-based instrumentation consisted of two rings of piezoelectric trans-ducers, which exhibit inhomogeneous resonance frequencies. Therefore, a chirpfunction was utilized as the excitation signal to improve the signal-to-noise ratio,and amodified version of the auto-calibrationmethod introduced by [7] was imple-mented to compensate for the transducer inhomogeneity.
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Hypothesis
The application of GWT based on FWI can enable high-resolution reconstruction of theremaining thickness in pipe bends, overcoming the limitations of traditional ultrasonicthickness measurements. By parameterizing the elliptical anisotropy of the wavefield us-ing Thomsen parameters and implementing advanced signal processing techniques, it ishypothesized that GWT based on FWI will provide a more accurate and comprehensiveassessment of pipe bend integrity, ultimately improving damage detection, monitoring,and maintenance strategies for pipeline systems.
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2-D Two-dimensional3-D Three-dimensionalFD Finite differenceFE Finite elementFFT Fast Fourier TransformFWI Full waveform inversionGW Guided wavesGWT Guided wave tomographyTOF Time of flightVTI Vertical transverse isotropic
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Symbols
α Azimuth latitude
β Azimuth longitude
θ Group angle
ν Poisson ratio
ε,δ Thomsen parameters
ρe Elliptically anisotropy parameter
ρ Density
Em Young’s modulus
f (t) Particle plane position
H,H0 Differential operators
Q Calibration factor
R Pipe bend radius
Rx Receiver no.
Rc Chirp response signal
Rd Tone burst response signal
S Geometric surface
Sc Narrow band chirp source
Sd Tone burst signal
T Pipe’s thickness
T0 Pipe’s nominal thickness
U Three-dimensional wavefield
X ,Y,Z Three-dimensional coordinates
Ω Two-dimensional space domain
ω Angular frequency
θ Angle of symmetry axis
φ Phase angle
Σ Three-dimensional space domain
k Wave number
p Pressure wavefield
q Auxiliary wavefield
r Central radius
t Time
v Phase velocity
vv Vertical velocity
x,y Two-dimensional coordinates
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1 Background in guided wave propagation in pipe bends and
its integration with guided wave tomography

1.1 Motivation
Industrial pipelines serve an indispensable function in conveying volatile materials suchas petrochemicals, steam, gas, and oil. Despite their critical importance, these pipelinesare highly prone to deterioration caused by corrosion and erosion [2, 5]. Evenminor oper-ational flaws can precipitate catastrophic outcomes, as demonstrated by the explosion atthe Pajaritos vinyl petrochemical facility in the Gulf of Mexico, which was instigated by aleak in a major pipeline [8]. Corrosion is often concentrated in areas like fittings, features,crossings, and particularly at bends, where abrupt changes in the fluid’s direction and ve-locity lead to considerable thinning of the pipelinewalls due to flow-accelerated corrosion[9, 10]. Erosion, on the other hand, occurs when particles within the flowing substanceerode both the surface layers and the underlying metal. Hence, it is crucial to detect andevaluate damages in essential pipeline components to ensure their optimal functionalityand avert catastrophic failures.
1.2 Non-destructive testing for pipeline inspection
Pipe bends are inspected using a variety of non-destructive testing methods, including in-pipe robots, radiography, and local thickness gauges. Local thickness gauges are portableultrasound-based handheld devices that assess material thickness; nevertheless, they areslow to cover large areas [11]. Although radiography techniques, which use X-rays to pen-etrate structures, are sensitive, they also carry a danger of radiation exposure and needlarge equipment [12]. Although in-pipe robots provide effective curved pipeline inspec-tion, they necessitate pipeline shutdowns for maintenance [13].On the other hand, ultrasonic guided waves (GW) have been demonstrated to be use-ful for evaluating structural health [14–16]. These waves have great sensitivity for detect-ing corrosion and cracks in pipelines over long distances [17–19]. A single transducer arraythat is fixed to the pipe is usually used for pipeline screening. This arrangement enablescontinuous monitoring, damage detection, and estimation of the pipeline’s remaining life[20–24]. Nevertheless, curvature poses difficulties for GW propagation in pipe elbows, aproblem that has been well investigated by researchers [1, 25–29]. However, bend defectcharacterization remains a challenge for current screening techniques, impeding precisedefect mapping and tracking of progression.
1.3 Guided wave tomography for pipeline inspection
One approach to address the limitations of conventional screeningmethods involves inte-grating themwith tomographic techniques. In this method, instead of a single transducerring, two transducer rings are fixed to the pipe, allowing for measurements from variousangles, as illustrated in Figure 1(a). GWT operates by analyzing waveforms to construct awall thickness map of a specific section. Any alterations in the waveforms are interpretedby tomographic algorithms as thickness reductions at particular locations [30].The frequency-thickness product alters the phase and group velocities. This meansthat changing the thickness causes a predictable change in velocity while the frequencystays the same. Consequently, in the event that a reconstruction of velocity is generated,this can be transformed back into thickness. Based on the dispersion curves, any delay inthe observed signals can then be associated with a thickness loss [30]. For an 8 mm thicksteel plate, the dispersion curves of the fundamental Lamb wave modes are displayed
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(a) (b)
Figure 1: A guided wave tomography set-up (a), integrated by two rings of transducers, and disper-sion curves of fundamental Lamb wave modes for an 8 mm steel plate (b) (from Publication II).

in Figure 1(b). The dashed lines in Figure 1(b) show a conventional frequency-thicknessinterval for GWT in the A0 mode. In order to benefit from guided waves’ dispersion char-acteristics, intervals with notable curve variations are often chosen for their heightenedsensitivity to velocity changes.To reconstruct flaws in GWT, one must solve an inverse problem by creating a syn-thetic dataset for a given structure and defect shape using a forward model. An accuratethickness reconstruction is obtained by iteratively refining the defect form by minimiz-ing variances between synthetic and real data until convergence is reached. The GWTalgorithm’s flowchart, which highlights the importance of the forward model, is shown inFigure 2. As such, an accurate forward model that can describe guided wave propagationin the structure is critical to the correctness of the method [31].

Figure 2: Flowchart of the GWT algorithm: real data (measured signals) and synthetic data (fromforward model) are compared iteratively until a given residual criteria is reached. The role of theforward model is highlighted (from Publication I).

1.4 Guided wave tomography for pipe bends
The use of 2-D forward modeling over precise three-dimensional (3-D) elastic models hasan extensive background in academia, triggered by benefits such as simplicity, lower com-putational load, congruity with algorithms founded on tomography, and the capacity to
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evaluate the thickness of waveguides derived from velocity. GWT, has focused predom-inantly on basic geometric structures, like flat plates and straight pipes, as evidenced byconsiderable existing literature [6, 32–37]. Yet, the application of GWT to pipe bends is anarea with limited research.Contributions to this field include research by Volker and van Zon [38], where theydeveloped a forwardmodel exploiting recursive wavefield extrapolation on a deformed 2-D planar grid, aimed at travel-time tomography. Sanderson et al. [39] devised an analyticalapproach to model the guided wave propagation in bends, spotlighting the T(0,1) modetransmission in their study. Brath et al. [40] presented a 2-D rectangular forward modelconcentrating on GW propagation in bends, employing a method that preserves traveltime via an orthogonal parametric bend representation. Thismodel saw further expansioninto curved ray tomography [41]. Wang and Li [42] introduced a sparse inversion techniquewith a similar GWT model to identify defects in bends.Still, thesemethodologies are hampered by their reliance on time-of-flight (TOF) mea-surements to recreate the slowness distribution on a ray model. This approach overlooksdiffraction effects and limits defect identification to those larger than the guided wave’swavelength. Particularly in pipe bends, rays tend to bypass the elbow bend due to a fo-cusing effect [1, 25, 40], making the accuracy in defect detection highly contingent on thedefect’s circumferential position [43]. To mitigate this limitation, the idea of integratingadditional transducers along the bend elbow was proposed [41], allowing for increasedviewing angles, reducing the circumferential position dependency of the defect, albeit atthe cost of additional transducers.This thesis lays out a pioneering approach to surpass the drawbacks of travel-timetomography—full waveform inversion (FWI) tomography for corrosion mapping in pipebends. FWI harnesses the complete wavefield data, cultivating more accurate inversionresults over travel-time tomography [44]. This novel approach includes a specially de-signed acoustic forward model for pipe bends, making it FWI-compatible. The model isdiscretized by applying the finite difference (FD) method, with the bend domain’s equiva-lence established through a fabricated anisotropic formulation using Thomsenparameters[45].The introduction of this innovative acoustic forward model fitting for a pipe bend andcompatible with FWI significantly increase the effectiveness of the method. Despite thecomplexities presented by the curvature of pipe bends, FWI exhibits promising potentialin upholding the integrity and safety of industrial pipelines, which include bends.
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2 Theory
2.1 Acoustic forward model for guided wave propagation in a pipe bend
Two-dimensional models are generally favored over their 3-D counterparts. This pref-erence is largely due to their inherent simplicity and the ease with which they can beintegrated with tomographic algorithms. However, accurately representing guided wavepropagation in a pipe bend using a 2-D model presents a significant challenge: the wavepropagation in a pipe bend becomes virtually anisotropic when observed in the 2-D do-main.This virtual anisotropy arises due to the geometry of the pipe bend. When a wavetravels through the bend, the path it takes is not uniform. Compared to a plate or a straightpipe section, the ray paths in a pipe bend travel faster in the intrados (the inner curve) ofthe bend than in the extrados (the outer curve). This is because the azimuth length (thelength along the curve of the bend) is shorter in the intrados compared to the extrados.To illustrate this concept, Figure 3 shows the contrast between the ray trajectories withina straight pipe section (a) and a pipe bend in a rectangular domain (b). Note that the raytrajectories in Figure 3(b) are bent due to the bend’s curvature and, they aremore dense atthe edges of the domain. Therefore, even though the material properties do not change,the wave paths are affected by the geometry of the pipe bend, leading to a difference inwave speeds. This results in a virtual anisotropy in wave propagation.

(a) (b)
Figure 3: Ray paths traveling in a 2-D representation of a straight pipe (a) and a pipe bend (b) withan arbitrary defect (from Publications III and IV).

To address this issue, a 2-D acoustic forward model is introduced. This model takesinto account the curvature of the bend and its consequential impact on the wavefield.The model simplifies the prediction of a synthetic wavefield for a pipe bend section. Thissynthetic wavefield is later integrated into the full waveform inversion algorithm. Theintegration facilitates the reconstruction of a detailed thickness map, thereby enhancingthe overall accuracy and effectiveness of the process. Further details about the acousticmodeling and scattering analysis are given in Publication I.
2.1.1 Orthogonal parametrization
This thesis brings into focus a specific section of the torus, as depicted in Figure 4(a),existing within a 3-D space domain Σ. The torus is identified by its central radius r, theradius of its bend R, along with its latitudinal α and longitudinal β coordinates, relative tothe Y -axis and the XY plane respectively. The objective is to model the anisotropic wave
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propagation surrounding the torus. The section of this wave exists in a 2-D space domain
Ω, showcased in Figure 4(b). To successfully model this, a shift of the torus section fromthe 3-D Σ to the 2-D Ω is mandatory.The thesis employs the parameterization suggested by Brath et al. [40]. As per theirmethodology, the section of the torus is unfolded from the bend’s longest radius path,situated at the extrados position R+ r. Subsequently, the 2-D axes, both horizontal x andvertical y, are aligned with the torus’s circumference 2πr and the bend’s azimuth length
β (R+ r) at the extrados respectively. This facilitates the expression of the 2-D Ω domainas Ω = [0,2πr]× [0,β (R+ r)]. Consequently, the extrados position is centrally locatedat the mid-circumference point (πr,y). The opposing intrados position is bifurcated intotwo locations, one at the commencement of the circumference (0,y), and the other atthe conclusion (2πr,y).

(a) (b)
Figure 4: A torus section, representing the bend of the pipe, is translated from (a), the 3-D spacedomain Σ to (b), the 2-D space domain Ω (from Publication I).

Orthogonal parametrization of the torus is given by the set of equations:
X =

(
R+ r cos

x
r

)
cos

y
R+ r

Y = r sin
x
r

Z =
(

R+ r cos
x
r

)
sin

y
R+ r

,

(1)

where two-dimensional coordinates {x,y} are used to express three-dimensional spacecoordinates {X ,Y,Z}. In this way, 3-D space coordinates can be mapped directly into the2-D domain, and vice versa.
2.1.2 Acoustic wave equationThe concept of the 2-D acoustic model is rooted in the theory that guided waves propa-gating along a bend wall of varying thickness will mirror the behavior of an acoustic wavejourneying through a 2-D medium with differing velocity, as visually depicted in Figure 5.This complex phenomenon can be simplified and effectively modeled using a linkedsystem of second-order partial differential equations. This compelling transformationtranslates the acousticwave into a portrayal of a vertical transversely isotropic (VTI)medium,a conceptwidely recognized and cited in the field [46, 47]. Themathematicalmodel is rep-resented as follows:
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(a) (b)
Figure 5: (a) Acoustic representation of GW propagation in a vertically transversely isotropic plate.
(b) top perspective of the wave-field, tilt angle θ , wave number k⃗, and phase angle φ (from Publi-
cation I).
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The defining differential operatorsH andH0 within themodel aremathematically rep-resented as:
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In the core context of Equation (2), p symbolizes the pressure field of the wave as itpropagates, q signifies an auxiliary wave field, v denotes the pressure phase velocity, θ theangle of symmetry axis with respect to the x−axis, and the nondimensional parameters εand δ are deployed to portray the anisotropy of thewave field, as supported by Thomsen’sstudy [48] and Publication I. Furthermore, to define the Thomsen parameters ε and δ fora weak elastic anisotropy like the VTI, the phase velocity v at three exclusive angles istaken into consideration: horizontal v0, vertical vv, and v π
4
. This is demonstrated throughthe following equations:

ε =
v π

2
− v0

v0

δ = 4
(v π

4

v0
−1
)
− ε.

(4)

Both ε and δ play crucial roles in the model, wherein ε illustrates the velocity discrep-ancy between the wave propagation along the vertical axis, and δ signifies the wave prop-agation across intermediate phase angles. Note that in Equation 4, ε and δ are calculatedbased on the phase velocities at three distinct angles, which can be directly measured inplates [49]. For the implementation in a pipe bend, onemight initially consider measuringthese velocities and substituting them directly into Equation (4). However, this raises thequestion: How can v0, vv, and v π
4
be measured on a pipe bend?
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2.1.3 Implementation for a pipe bend
The study of wave propagation on curved pipe sections presents its unique set of chal-lenges. A crucial part of this is pinning down the parameters ε and δ , which are necessaryto illustrate the virtual anisotropy exhibited by the pipe bend in the 2-D domain. Brath etal., in their seminal work [40], shed light on this issue. They demonstrated that guidedwaves traveling within a torus display elliptical anisotropy. Expounding on this, they gavebirth to the non-dimensional parameter ρe, which encapsulates the vertical velocity vari-ation vv as a derivative of the phase velocity v as shown below:

vv =
v
ρ
, (5)

and,
ρe =

R+ r cos(α)

(R+ r)
. (6)

The case of a VTI medium warrants further inspection. The relationship that existsbetween the phase velocity and the velocity along the symmetry x-axis is expressed as[47]:
cos2 θ

v2
v

=
1
v2 − (1+2δ )

sin2
θ

v2
v

1
v2

1
v2 −2(ε−δ )

sin2
θ

v2

. (7)

Here, θ highlights the angle of the symmetry axis in reference to the x-axis. Crucially,for a VTI medium, θ = π/2, and with the elliptical anisotropy condition where ε = δ [46],substituting these values into Equation (7) gives us:
ε = δ =

1
2

(
1

ρ2
e
−1
)
. (8)

Working with ε and δ allows us to use Equation 2 to portray guided wave propagationin a pipe bend. It is critical to note, however, that the 2-D Finite Difference (FD) modelpresents a simplified interpretation of the more intricate 3-D wave propagation model.This approximation, while useful, may impose certain restrictions on the inversion pro-cess, especially when the data used for modeling present considerable divergence [31].
2.2 Full-waveform inversion
In Chapter 2.1, the forward problem was presented as an approach that efficiently com-putes wavefield data in a pipe bend. The resultant data, now denoted as u(m(ω)), isa function of the angular frequency, ω . This process is enacted based on an explicitemission-transmission setup and a unique set of parameters, m, that are determined atevery point (x,y) on the 2-D grid showcased in Figure 4(b).In the domain of guided wave tomography, the target is to distinguish a set of pa-rameters, m, which facilitate the creation of synthetic wavefields, u(m). The producedsynthetic wavefields are intended to be as congruent as possible with the experimentalmeasurements, d(m).The residual error is defined as

∆d = u(m)−d(m), (9)
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with an assumed dependency on ω . In this equation, u(m) is the wavefield computed by(2), while d(m) is the empirically observed wavefield. The essence of the inversion algo-rithm lies in discoveringm thatminimizes∆d. Therefore, the inverse problem is structuredto minimize the summation of squared residuals:
min

m
f (m) =

1
2

∆dT
∆d, (10)

where minm f (m) represents the l2 norm misfit function, and ∆dT indicates the conju-gate transpose of the residual error. Throughout this research, the non-linear waveforminversion problem is tackled using the Seiscope optimization tool [50]. Seiscope addressesthe inversion problem by employing the gradient method: it commences with an initialmodel (observed data), and an initial forward-modeling step is conducted to compute thedata residuals in Equation (9). Updated models are iteratively derived by modifying maccording to
mk+1 = mk−ak∆mk, (11)

where k represents the iteration number, a is the scalar magnitude of the model update,and∆mk is the gradient of themisfit function relative to themodel parameters. Themodelperturbations are computed bymultiplying the gradient of the objective function by a steplength a, which is recalculated at each iteration for accuracy. To represent the algorithmvisually, a flow diagram is provided in Figure 6.

Figure 6: Flow diagram depicting the full-waveform inversion algorithm. The inverse problem isdesigned to incrementally minimize the sum of squared residuals (from Publication III).
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3 Methods
3.1 Pipe Bend Specimen
The focus of the subsequent chapters in this thesis is on the experimental and numericalanalyses of a steel pipe specimen, as illustrated in Figure 7. The specimen features aninterior radius of rin = 0.1015 m, an exterior radius of rout = 0.1095 m, and a 90-degreebend with a radius of R = 0.329 m. Additionally, it includes two straight pipe segments,each measuring 0.20 m in length, positioned at both the start and finish of the bend.Steel’s properties are provided in Table 1.From this point forward, the terminology used to refer to the longest and shortestarcs of the bend will be extrados and intrados, respectively. Conversely, the mid-bend arclocated between the intrados and extrados will be referred to as top and bottom. Thisstudy also incorporates the deployment of twenty evenly spaced measurement pointsacross each terminal of the pipe bend, referred to as ring (A-B), as depicted in Figure 7(c).The guided waves were excited individually at both rings and measured from the oppos-ing ring, resulting in a total of 20 time traces for each transmission. Consequently, thismethodology generated a total of 800 time traces from the 40 emissions.

Figure 7: Illustration of the pipe bend. (a) Aerial view, (b) Side view, and (c) Perspective view of theconceptualized pipe bend (from Publication I).

ρ (kg/m3) Em (GPa) ν7932 216.9 0.2865
Table 1: Material attributes of the steel pipe: Density ρ , Young’s modulus Em, and Poisson ratio ν .

3.2 Numerical Methods
3.2.1 FE Modeling
The 3-D guided wave propagation simulations in pipe bends were conducted using thesoftware Abaqus Explicit [51], as demonstrated in Figure 7. The construction of the bendsection commenced with the creation of a circular mesh, comprising 560 individual el-ements around the circumference of the pipe and 6 through the thickness. This meshwas subsequently adapted to align with the geometry of the pipe bend, as depicted inFigure 8. This geometric adjustment extended over a 90-degree rotation, incorporating550 elements. Throughout this process, the element type C3D8R, an 8-node brick, wasutilized.To mitigate potential disturbances caused by boundary reflections, absorbent regions
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were established within the straight sections of the pipe, in line with the approach sug-gested by [52]. Each of these straight segments comprised 160 circumferential layers. Atone extremity of the bend, the generation of the A0 mode was facilitated through theapplication of an out-of-plane force applied radially on the pipe surface.

Figure 8: Configuration of the pipe simulated in ABAQUS, exhibiting a Hann-shaped defect, absorb-ing areas 1 and 2, and propagating wave displacements at 100 µs (from Publication I).

Beyond mere transmission observations, the investigation also examined the scatter-ing from Hann-shaped defects. The uniqueness of the defect wavefield was determinedby implementing baseline wavefield subtraction.
3.2.2 Acoustic ModelingInvestigationswere conducted in the acoustic domain using thefinite difference (FD)method.This encompassed the exploration of guided wave propagation and phase velocity recon-structions, taking advantage of the mixed-grid method [53]. Within the computationaldomain, three replicas were present to accommodate the intricate higher-order helicalwave trajectories in the simulation [40]. The discretization of each replica involved 161grid points circumferentially and 166 grid points axially, with a grid interval of 4.143 mmapplied.The distribution of Thomsen parameters along with the velocity distribution on thebend is exemplified in Figure 9. Isotropic wave propagation occurs along the bend’s extra-doswhere the Thomsen parameters are nullified. However, as thewaves progress throughthe intrados, they transition to an increasingly anisotropic state, where Thomsen param-eters reach their peak. The velocity models for the required frequency were inferred fromthe thickness map, relying on the A0 velocity-frequency-thickness dispersion curve.The two-dimensional frequency-domain engine, TOY2DAC [50], was employed to re-solve Equation (2) for the relevant frequency components in the frequency domain. Italso addressed the minimization challenge represented by Equation (10) for a specificfrequency. The conversion of frequency-domain results into the time domain was en-abled through the inverse fast Fourier transform. Calculations were performed on a clus-ter equipped with 2 x Intel Xeon E5-2660v2 and 64 GB of RAM, with a computing durationof 7 minutes for one excitation scenario.
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(a)

(b)
Figure 9: Figure (a) shows ε and δ distribution along the bendwith 3 replicas. Sources are positionedat the central replica. Figure (b) shows background phase velocity v0 at 50 kHz (from Publication
III).

3.2.3 Hann-Shaped Defect
To investigate the dispersion of waves due to anomalies, a defect exemplified as a Hann-shaped reduction in thickness, located at a central point {Xc,Yc,Zc}, was constructed byadjusting the thickness T of the pipe from its outer surface. This was achieved throughthe following equation:

T =





T0−
D
2

[
1+ cos

(
2π|T |

W

)]
, |T |< W

2

T0, |T |> W
2

(12)

In this equation, |T |=√(X−Xc)2 +(Y −Yc)2 +(Z−Zc)2 signifies the absolute valueof T . Here, T0 denotes the initial thickness of the pipe, while D andW represent the de-terioration depth and width, respectively. Figure 10 illustrates the location of an arbitraryHann-shaped defect, positioned at three variations: extrados, top, and intrados. Initially,the defect takes on a round shape at the extrados; however, it morphs into an ellipticalconfiguration as it transitions towards the intrados. Naturally, this reshaping is triggeredby the unwrapping of the bend.
3.3 Data and Experimental Preconditioning
3.3.1 Chirp Excitation
In this thesis, a broad frequency range of 10 to 80 kHz was explored using a broadbandchirp to collect data. This was followed by applying deconvolution to isolate multiple nar-rowband responses [54]. This approach enables examination across various frequencies,achieving a high signal-to-noise ratio and consequently reducing the time required for
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Figure 10: Thickness T (mm) in the 2-D acoustic domainwith a Hann-shaped defect at three differentlocations: (a) extrados, (b) top, and (c) intrados (from Publication I).

data collection. The mathematical representation of a typical chirp is given by:
sc(t) = w(t)sin

(
2π f0t +

πBt2

tc

)
(13)

In this equation, f0 represents the initial frequency, tc denotes the duration of thechirp, B indicates the chirp bandwidth, and w(t) corresponds to a rectangular windowof unit amplitude extending over [t,T ]. After optimizing the frequency and duration forthe necessary tone burst excitation sd(t), an extended narrowband chirp sc(t) is intro-duced as the actual excitation. The required tone burst response rd(t) is then extracted inthe frequency domain from the transmitted chirp response rc(t), as demonstrated in theequation:
Rd(ω) = Rc(ω)

Sd(ω)

Sc(ω)
(14)

In this instance, uppercase letters represent the Fourier transform, withω symbolizingthe angular frequency.As illustrated in Figure 11(a), the input chirp applied in this study is displayed alongsidea sample tone burst modulated by a Hanning window. This tone burst features a centralfrequency of 44 kHz and includes five cycles, which is extracted prior to further exam-ination for each transmitted time trace Rx. Figure 11(b) presents the transmitted chirpresponse for a section of a pipe bend at the point of excitation located in the intrados po-sition. The desired response is also shown in Figure 11(c). Notably, the interference causedby cross-talk is significantly reduced in Figure 11(c), as are the peaks of the time traces.

(a) (b) (c)
Figure 11: Excited chirp function sc(t) and desired tone burst modulated with a Hanning window anda central frequency of 44 kHz and 5 cycles sd(t) in (a). Transmitted chirp response rc(t) in the pipebend specimen from Figure 7 when exciting at the intrados position (b) and the extracted response
rd(t) (c).
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3.3.2 Helical Path SeparationThe existing 2-D acoustic model, as denoted by Equation (2), does not account for therepetitive structure of a pipe within a predefined areamarked by two transducer rings. Toeffectively segregate the primary transmitted wave packet based on the collected experi-mental data, a robust helical path separation algorithm [55] was adopted.Within this separation algorithm, the time sequences ur,s(t) emerging from emission sand intercepted at transmission r are duplicated m times, resulting in ur+Nm,s(t). Here, Nrepresents the total number of sources, m denotes the number of duplications, and Nmsignifies the increment in each receiver transducer number.The first wave packet uhp
r̃,s(t) is isolated from the duplicated time sequences ur̃,s(t) bysubtracting the waveforms associated with other duplicated sequences. Formally, this isexpressed as:

uhp
r̃,s(t) = ur̃,s(t)−φr̃+Nm,s(t), (15)

where the resultant wavefield φr̃+Nm,s(t) is obtained by time-reversing ur̃,s(t), applyingseveral band-pass filters and windows, and finally forwarding it again. A graphical illustra-tion of the helical path separation algorithm can be seen in Figure 12.

Figure 12: This figure illustrates a single iteration of the helical path separation algorithm as refer-enced in [55]. Here, N = 20 and M = 5. The simulation data originates from a finite element modelof the pipe bend setup as detailed in Section 3.1. Initially, signals are replicated five times as depictedin (a). The wavefield is then reversed in time to align the first-arrived wavefront, shown in (b). A win-dow is applied in stage (c) to eliminate the majority of unwanted helical paths. Subsequently, in (d),another window is applied in the wavenumber-frequency domain to filter out higher-order modesusing a 2D-FFT. The purged waveform is then forwarded, as shown in (e). In the final stage (f), thepurged signals from (e) are horizontally translated and subtracted from all the helical modes in (a),excluding the central mode. The cleared waveform is now ready for the next iteration, where addi-tional 2D-FFT components may be included (from Publication II).
The time-reversal step is mathematically represented as:

←−
U r̃,s(ω) = FFT(ur̃,s(t))exp[−ik(ω)xr̃,s], (16)

where k(ω) denotes the wavenumber and xr̃,s represents the distance covered by the rayfrom source s to receiver r̃. It is crucial to note that Equation (16) is dependent on the dis-tance traveled by the ray xr̃,s. Therefore, determining the shortest path xr̃,s is imperativefor successful implementation.
26



3.3.3 Shortest Path Using the Geodesic Equations
In a conventional setup for a straight pipe transducer array, the distance xs,r is intuitivelya straight line [56, 57]. However, in complex geometries, such as a pipe bend, the shortestroute between points s and r takes the form of a geodesic. Thus, the task of eliminatingthe helical path using any helical path separation technique becomes more complex dueto the necessity of calculating this minimal transmitted path [55, 58].

Figure 13: In (a), the direct route between pointsA andB is the straight line fAB(t), where f ′′AB(t) =
0. In (b), on the arbitrary surface S defined by vertices A,B, andC, the geodesic ϕAB′(t) representsthe shortest path between A and B′, with ϕ ′′AB′ = 0. In (c), the torus section S illustrates the bend ofa pipe in the 3D domain (from Publication II).

Consider two arbitrary points A and B on a plane, as illustrated in Figure 13(a). Theminimum distance between A and B is represented by a linear path, denoted by fAB(t),which passes through both points. Here, f (t) represents the plane’s position as a functionof time, t. In this context, the first derivative f ′AB(t) is the slope of the straight line fAB(t)or the velocity, which remains constant. Therefore, a particle traveling along fAB(t) willhave zero acceleration, represented as f ′′AB(t) = 0. In simple terms, the shortest routeconnecting points A and B is traced by a particle moving at a constant speed on a plane.Similarly, on a geometric surface S, a curve ϕ(t) is considered a geodesic if its acceler-ation is zero (i.e., ϕ ′′(t) = 0), or when it is perpendicular to the surface’s tangent plane atthe pointϕ(t) [59]. Figure 13(b) demonstrates this concept, whereA,B, andC are verticesof a triangle on surface S. The shortest path between A and B′ is represented by the curve
ϕAB′(t), where ϕAB′(t) denotes the position on surface S as a function of time t.The geodesic equations for a parametric surface S(u(t),v(t)), where u(t) and v(t) de-note the circumferential and longitudinal positions respectively as a function of time t,are conventionally expressed as given by [60]:
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along with
E = SuSu Eu = 2SuuSu
F = SuSv Ev = 2SuSuv
G = SvSv Gu = 2SvuSv

Gv = 2SvvSv.

(18)

Here, the top superscripts · and ·· denote the first and second derivatives with respectto time, while the subscripts u and v indicate the derivatives with respect to positions uand v.
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Considering the toroidal section illustrated in Figure 13(c), defined in a 3-D domainwith mid-thickness or central radius r, bend radius R, toroidal azimuth longitude v aboutthe Z-axis, and toroidal latitude uwith respect to theXZ plane, by incorporating the para-metric toroidal surface S(u,v) = {(R+r cos(u))cos(v),(R+r cos(u))sin(v),r sin(u)} into(17) and, after some algebraic manipulation, the geodesic equations for the torus can berepresented as an ordinary differential equation system [61]:
ϕ̇1 = ϕ2

ϕ̇2 = −1
r

sin(ϕ1)(R+ r cos(ϕ1))ϕ
2
4

ϕ̇3 = ϕ4

ϕ̇4 =
2r sin(ϕ1)

R+ r cos(ϕ1)
ϕ2ϕ4,

(19)

where ϕ1 = u, ϕ2 = u̇, ϕ3 = v, and ϕ4 = v̇.Figure 14 shows three excitation points on the bend: intrados (a), top (b), and extra-dos (c), along with their shortest paths towards 20 evenly distributed monitoring points.Additionally, the traveled distance xAB can be determined through a simple numericalintegration of the geodesic path ϕAB(t). This methodology is particularly useful in thecontext of structural health monitoring and guided wave propagation for determining theshortest path between any configuration of a transducer array. Further information on thenumerical computation of the shortest path is elaborated in Publication II, and extendedapplications of shortest path trajectories for detecting fouling in a pipe bend are detailedin Publication VI.

Figure 14: Shortest paths from three distinct starting points: intrados (a), top (b), and extrados (c);along with 20 evenly spaced monitoring points around the torus latitude (from Publication II).

3.3.4 Autocalibration
Considering the dependence of the inversion algorithm on finite difference (FD) acousticmodeling, it is essential to adjust or re-scale the data pertaining to the acousticmodel. Thisadjustment is necessary regardless of whether the data is obtained through simulationsor experimental means [6]. Calibration is required to rectify any inconsistencies betweenthe two models. Traditionally, the calibration factor Q is measured as

Qr,s =
Ur,s(ω)

Dr,s(ω)
, (20)

whereUr,s and Dr,s indicate the transmitted data from r to s by FD modeling and the ob-served data, both in the frequency domain, respectively. According to previous studies,
Qr,s is typically computed with a reference data set, where Dr,s is the transmitted datadevoid of any flaw or by manually selecting a ray where the propagation field is unblem-ished [31, 43, 49, 62]. However, in practical scenarios, a reference data set may be (a)inaccessible or (b) could lead to erroneous alarms [63].In this research, an auto-calibration method for the re-scaling phase was adopted,as proposed by [64]. Essentially, the auto-calibration approach entails determining the
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defect location and using the so-called healthy rays to calculate the average Q for thoserays near the flaw. In summary, Qr,c is established in three phases:
1. Localization of the defect. Initially, a baseline velocity model is established, achiev-able through algorithms grounded on ray tomography [64].
2. Choosing the healthy rays. Next, all ray pathsUd

r,s near the flaw are removed, main-
taining a threshold distance of 1%, preserving only the unblemished raysUh

r,s for thesubsequent step.
3. Computation of the confidence ellipse. Subsequently, a 95% confidence ellipse ofthe calibration factors Qh

r,s of the remaining ray pathsUh
r,s is calculated. The calibra-tion factors for all the ray paths outside the confidence ellipse are set to the meanof the rays contained inside the ellipse, as expressed in:

Q =
1
P

P

∑
p=1

(
Qp

x + iQp
y
)
, (21)

where subscripts x and y denote the real and imaginary components, and p repre-sents the calibration factor number.
Additionally, considering that the calibration factors for the unblemished rays Qh

r,sshould approximate the average, the defect’s position can also be ascertained by directlyperforming step III with a modest level of confidence (e.g., 65%). However, this methodmay generate additional artifacts in the reconstructed wavefield, which is why steps 1 and2 are critical for enhancing accuracy.Moreover, it is important to recall that Qr,s is a complex number expressed as Q =
zeiψ , where ψ signifies the phase and z represents the amplitude, defined as zp = |Qp

x +
iQp

y |. However, Equation (21) primarily considers the phase information, since Q is thegeometrical average of the distribution of Qp points. It follows that ∣∣Q∣∣ ̸= z.Furthermore, if the amplitudes of the observed data are not calibrated, there is a riskof being caught in localminima during the inversion, thus converging into awrong solution[65, 66]. Therefore, the incorporation of amplitude data in the auto-calibration methodis proposed as follows:
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Note that Equation 22 is the product of the mean phase Q and the mean amplitude z.In Figure 15(a), the velocity field of a pipe bend with an arbitrary defect located atthe center of the surface is depicted. By computing a 65% confidence ellipse with all thetransmitted measurements, the defect was identified, and Qr,s = Q was established forthose rays outside the confidence ellipse. Then, in Figure 15(b), the rays near the flawwereeliminated to compute the calibration factors Qr,s. Note that the rays are bent due to theanisotropy of thewave field. Additional details and analysis on the effects of Equations (21)and (22) on the inversion reconstruction are given in Publication IV.
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(a) (b)
Figure 15: All the rays used in order to calibrate Dr,s (a), and calibration factors Qr,s plotted in thecomplex plain (b) (from Publication IV).

3.4 Instrumentation
3.4.1 Measurements of Guided Waves
The experimental setup, illustrated in Figure 16(a), utilized a curved steel pipe supportedby four wooden pillars. Its specifications and dimensions, detailed in Table 1 and Figure 7,were consistentwith those previously reported. The linear sections of the pipeweremain-tained at 1 m in length to prevent reflections from the ends during measurements.This measuring system was designed with two transducer rings positioned at bothends of the curved pipe, a multiplexer for generating signals, and a data acquisition unit.Transducer Ring A and Ring B each contained twenty individual piezoelectric transduc-ers (sourced from Doppler Ltd, Guangzhou, China), operating at an average frequency ofapproximately 44 kHz. Each transducer served as both a signal transmitter and receiver.The transducers were evenly distributed around the pipe’s circumference and securedusing springs, allowing them to initiate radial excitation and measure radial displacementwith the receiving transducer ring. Sensor no. 1 was located at the inner curve of the pipebend, referred to as the intrados. Sensor no. 6 was positioned at the top, while sensorno. 11 was situated at the extrados, or the outer curve of the pipe bend.The multiplexer used in this setup featured 20 channels specifically designed for am-plifying and conditioning the measured responses. This configuration allowed for the ex-citation signal to be sent to any transducer on one ring while maintaining the receivingchannels connected to all elements on the opposite ring. Further details regarding theinstrumentation can be found in Publication I.
3.4.2 Impedance Measurements
Throughout the course of this work, the transducers displayed high variability in perfor-mance. Initially, this was attributed to coupling conditions, as it was physically challengingto apply the same force to press them against the pipe uniformly. As a result, the time-of-flight (TOF) measurements varied among the transducers, making direct comparisonsdifficult. Figure 17 illustrates the TOF and amplitude variations across three replicas whenexciting the structure at the intrados, top, and extrados. While the TOF plots from themeasurements correspond with the numerical model, the amplitude values show a ran-dom distribution.Since 120 identical model transducers were available, but only 40 were needed for
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(a) (b)
Figure 16: (a) Steel pipe bend specimen with characteristics consistent with Table 1. Measurementsetup showing transducer arrays (A) and (B), each with 20 transducers and an acquisition system;
(b) Pipe bend with an artificial defect made from plasticine located on the intrados, viewed from theintrados (from Publication I).

the measurement setup described in Section 3.4.1, transducers with similar resonancefrequencies were selected. To achieve this, their impedance resistance was measuredusing a Digilent oscilloscope [67].The impedance measurement process involved applying a sinusoidal excitation cur-rent to the transducer andmeasuring the response voltage across it. The frequency rangewas logarithmically divided into 500 points, with themeasurement repeated at each pointto explore the relevant spectra.The transducers exhibited multiple resonance peaks ranging from 40 kHz to 70 kHz.The precise resonance frequencies of each transducerwere identified by locating the peakpoints in their impedance measurements, allowing for the categorization of the sensors.While this method does not provide a direct measure of sensitivity, it relies on theimpedance spectra, which reflect the sensors’ physical properties. This approach is deemedsufficient for classifying the sensors, aiming to minimize potential errors arising from sen-sitivity variations.Figures 18(a) and (b) display a histogram of the measured resonance frequencies andthe impedance resistance as a function of frequency, respectively. Although the trans-ducers are of the same model, Figure 18(a) reveals two distinct Gaussian distributions,one centered around 44 kHz and the other around 55 kHz, likely due to manufacturinginconsistencies.Transducers were selected with a resonance frequency of 44 kHz, as this was themostcommon range among the available units. The selection process involved systematicallyreducing a confidence interval from 95% in decrements of 5% until at least 40 transducersfell within the range, resulting in a final confidence level of 75%, as shown in Figure 18(b).Moreover, an increasing discrepancy in performance relative to resonance frequencyis observed in Figure 18(b). This variance can be attributed to the substantial heat pro-duced by piezoelectric transducers at resonance, leading to decreased efficiency [68].Therefore, based on the impedance measurements, the most consistent operatingrange for the transducers was found to be between 20 and 40 kHz, as indicated by thedashed lines in Figure 18(b).
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(a) (b) (c)

(d) (e) (f)
Figure 17: Time-of-flight (TOF) and logarithmic rootmean square amplitudes from forwardmodelingand experimental measurements. TOFs from the intrados (a), top (b), and extrados (c), along withtheir respective amplitude variations (d)-(f) (from Publication III).

(a) (b)
Figure 18: A histogram of the 120 resonance frequencies is shown in (a), while (b) presents theimpedance resistance as a function of frequency. In (b), the dashed lines indicate the most reli-able operating interval for the transducers, and the solid lines encompass the transducers within a75% confidence interval (from Publication IV).
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4 Experiments and Results
The primary objective of this thesis is to achieve guided wave tomography based on fullwaveform inversion for a pipe bend. To accomplish this, the workflow necessitated threeprincipal steps: (i) the development of an acoustic forwardmodel, (ii) the preconditioningof the experimental data, and (iii) the integration with full waveform inversion tomogra-phy. Consequently, this chapter encapsulates the results from all four publications. Thepipe bend specimen is described in Section 3.1, along with the numerical methodologiesfor FD and FE modeling in Section 3.2.

In Publication I, an acoustic forward model for the wavefield propagating in the pipebend was introduced. The elliptical anisotropy was synthetically rendered anisotropic byutilizing the anisotropic Thomsen parameters ε and δ , which modify the wavefield acrossthe circumference.
The preconditioning of the data prior to its integration with full waveform inversionwas addressed in Publication II and Publication IV. Publication II presented a method-ology to extract the first-arriving wave packets in curved geometries using the geodesicequations, thereby fully translating the cyclic nature of guided wave propagation in pipesinto a 2-D domain. Additionally, Publication IV proposed an updated version of the re-scaling step needed to mitigate artifacts resulting from the disparity between the elasticand acoustic models, as well as the substantial experimental uncertainties arising fromthe inhomogeneous performance of the transducers.
Lastly, Publication III presents a numerical study of the thickness map reconstruction,complemented by an experimental validation.

4.1 Acoustic Forward Modeling for a Pipe Bend
4.1.1 Guided Wave Propagation
The precision of the acoustic forwardmodel in simulating guidedwave propagationwithina bend was assessed through experiments. These experiments excited the A0 mode at 50kHz in three distinct locations within the bend: the extrados, the top, and the intrados.The resulting wavefield propagation was subsequently measured using a transducer ringlocated at the terminus of the bend.

This acoustic forward model was then juxtaposed with both the elastic model and theexperimental findings for comparison. The results consisted of radially displaced contourplots of the received waves, as determined via both FE and FD methodologies. Repre-sented in Figure 19, these plots were normalized according to themaximum displacementvalue of the recorded signals to present the wave amplitude.
Recognizing the cyclicality of the pipe, the wavefields of three separately triggeredreplicas were integrated into the FD model. Each of these replicas was equipped with60 virtual transducers, a particular adaptation visible in the third column of Figure 19.This approachprovided amore comprehensive representation ofwavepropagationwithinthe circular structure, thereby demonstrating the potential and precision of the acousticforward model.
It is notable that the recorded wave patterns vary for different excitation points dueto the influence of differing ray paths and distances. A symmetric wave pattern is evi-dent when the excitation is located at the extrados and intrados positions, while a non-symmetric behavior is characteristic of the excitation at the top. This is associated withthe symmetry of the model parameters of the bend and the position of the excitation, asillustrated in Figure 9. Additionally, the direct first arrivals are succeeded by wave packetsthat are helical waves circulating around the bend multiple times. Some helical waves ar-
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Figure 19: Experimental, FE, and FD contour plots of the normalized radial displacement in the bendfor three excitation positions: extrados, top, and intrados. TheA0 modewas triggered with a centralfrequency of 50 kHz (from Publication I).

riving after 400 µs are not visible in the FD results due to the restricted number of replicasused in the simulation.
In summary, the FD results obtained by the proposed acoustic forward model alignwell with the FE results, which represent the closest model to reality, as well as the ex-perimental results. The experimental results are noisier and exhibit more amplitude vari-ations compared to the simulation results. This discrepancy can be attributed to the un-even coupling of the transducer to the pipe surface and their inhomogeneous resonancefrequencies. Furthermore, significant noise is present before 150 µs, which results fromcrosstalk between the transducer-source and transducer-receivers. However, the arrivaltimes of the wave packets align well with those from the simulations, and the focusingeffect in the cases of extrados and top excitation can be observed. Generally, this mea-surement example demonstrates the suitability of the introduced 2-D acoustic model topredict waveforms of guided waves in pipe bends.
Additional details about the acoustic forward modeling, the focusing effect, energydistribution of the wavefield as a function of the circumferential position, and the scatter-ing study are provided in Publication I.

4.1.2 Helical Path Separation for a Pipe Bend
As explained in Section 3.3.2, the 2-D acoustic forward model disregards the cyclic at-tribute inherent to the structure of a pipe. In the context of the previous section, it wasessential to stimulate three independent replicas and merge the resulting wavefields intoone central replica. This was done to mimic the higher-order helical paths due to themodel’s failure to account for the cyclic nature of the pipe bend. For the reduction of
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complexity during the inversion process, the ideal approach was to extract the initiallyarrived wavefield. This approach was implemented despite several research studies inte-grating higher-order helical paths into their models [3, 69–71].
To illustrate the method of helical path separation, the initially arrived wave packetsobtained from the experimental measurements are depicted in Figure 20. The measuredwave fields across a group of 100 replicated transducers are shown in Figures 20(a) to(c) when the source of excitation is placed at various positions: the intrados, top, andextrados. The original measurements, referred to as the central replica, correspond totransducers 41–60. To ensure a standard reference scale, the amplitudes of the receivedwaves were normalized using the largest recorded displacement value. Some noise wasobserved around 100 µs, likely resulting from crosstalk between the transducers. Con-versely, the separated wave fields for each excited location are shown in Figures 20(d) to(f). This separation was achieved by following the procedures outlined in Section 3.3.2.
In evaluating the results, a significant observation was the complete elimination ofcrosstalk between the transducers, which was achieved thanks to the windowing treat-ment applied to the wave fields during the back-propagation phase of the helical pathseparation algorithm. Furthermore, Figures 20(e) and (f) show that the central replicaretains the focusing effect while it is removed from higher-order replicas, providing proofthat the helical path separation algorithm can withstand experimental uncertainties.
A detailed explanation of the helical path separation algorithm and its utility in thecontext of pipe bends is available in Publication II. This publication highlights the impera-tive nature of accurately calculating the traveled distance for the separation algorithm andprovides a comparative study between using the geodesic distance and an estimated trav-eled distance, which is calculated as a product of the group velocity and the time of flightof the first-arrived wave packet. This comparative analysis is also applicable to scatteredwavefields.

Figure 20: Experimental wave fields are presented. The A0 mode was stimulated with a centralfrequency of 50 kHz. The measured wave fields, replicated 5 times, were excited at the intrados
(a), top (b), and extrados (c). The wave fields extracted after the helical path separation are shownin (d)-(f). Following the helical path separation, the noise from the crosstalk is windowed, and thefocusing effect remains intact (from Publication II).
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4.2 Guided Wave Tomography Based on Full Waveform Inversion for a
Pipe Bend

4.2.1 Numerical Study
The principal impediment of tomographic methodologies based on travel-time for pipebends is the restricted precision in identifying defects in close proximity to the extradosposition. The limited reach of the ray paths in the bend can be exemplified via Figure 21,which exhibits the proclivity of the ray paths amid three excitation points: intrados (a),top (b), and extrados (c). Naturally, due to the elliptically anisotropic phase velocity beingat its highest at the intrados position, the rays predominantly converge towards the edgesof the domain. However, the extrados position is generally unpopulated by the rays.

Figure 21: The ray paths that cross on a pipe bend when the intrados (a), top (b), and extrados (c)are excited. The grouping of the ray paths is evident towards the edges of the domain (intrados)(from Publication II).

To further understand the effectiveness of FWI in replicating the thickness map of apipe bend, particularly when Hann-shaped defects situated at varying circumferential po-sitions are present, a detailed numerical analysis was carried out. For all cases, the defectwidth remained constant at 120 mm, while the depth varied between 10 and 50 percentof the wall thickness. The defect was positioned at seven different circumferential loca-tions, labeled as α : 0◦, 30◦, 60◦, 90◦, 120◦, 150◦, and 180◦. Figure 22 shows the threeprimary defect positions: extrados (a), top (b), and intrados (c). Figure 22(c) depicts thetransducer distribution used for both the numerical and experimental studies. More in-formation about the Hann-shaped defect characterization is featured in Section 3.2.3.

(a) (b) (c)
Figure 22: Hann-shaped defect with 50% of thickness reduction located at 0◦ (a), 90◦ (b), and 180◦

(c) (from Publication III).

The evaluation of the reconstructed maps of wall-thickness loss was done quantita-tively, using the mean magnitude of relative error (MMRE) of the residuals between theactual defect T and the replicated wall-thicknessmapsΓ. TheMMRE signifies the average
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of the ratios of the absolute difference between two values to themagnitude of the actualvalue [72]. For a total of n ratios, the following equation is used:
MMRE =

1
n

n

∑
i=1

|Ti−Γi|
Ti

. (23)
Figure 23(a) presents the relationship between the reconstructed maximum depth andthe nominal defect depth, adjusting with the defect’s position across the pipe’s circum-ference. Depth is given as a percentage of the nominal wall thickness. Meanwhile, Fig-ure 23(b) displays the variation of the MMRE with respect to the depth and position ofthe defect around the circumference. Figure 23(a) clearly shows the maximum depth of

(a) (b)
Figure 23: (a) illustrates the reconstructed maximum thickness maps regarding defect depth andposition around the pipe circumference, while (b) displays the relative mean error for each case(from Publication III).

reconstruction accuracy exhibiting a linear trend for each circumferential position. More-over, Figure 23(b) demonstrates that the MMRE is circumferential-position dependent,becoming more precise as the defect moves towards the center of the 2-D domain. Thistrend can be linked to the limited view angles [73].Relative to GWT based on Time of Flight (TOF) for a pipe bend [41, 74], a typical pair oftransducers is sufficient for FWI to accurately locate the defect, regardless of its circum-ferential position. Moreover, FWI efficiently exploits the focusing effect [25], thus leadingto a more precise reconstruction when the defect is close to the extrados, as illustratedin Figure 23(b). In contrast, TOF methods tend to bypass the extrados positions in thebend due to the focusing effect [25], limiting the coverage of view angles. Consequently,Brath et al. [43] suggested an additional array of transducers along the extrados positionto enhance detection capabilities at the expense of increasing the technical complexityfor practical applications.
4.2.2 Experimental ValidationThe pipe bend specimen, as described in Section 3.1, underwent a controlled reductionin thickness achieved by employing an angle grinder, a versatile tool often used for ma-terial removal. This operation followed a plan designed to create a defect with specificdimensions of a 100 mm diameter and a thickness reduction of 47%. This manipulation isvisually depicted in Figure 24(a).The coordinates of the defect’s center align with [0, π/2], which depict the circumfer-ential and azimuth coordinates, respectively. This position represents the extrados loca-
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tion, an exterior curve in architecture or mechanics where stress or tension generally con-centrates. Post-creation of the defect, the remaining surface area was carefully measuredusing Creaform’s ACADEMIA 50 scanner, as cited in [75]. This advanced scanner utilizesstructured white light technology, projecting structured light onto the object under studyand capturing the deformations of this light pattern using high-resolution cameras.Following this process, the resulting data was thenmanipulated and processed to con-struct a highly detailed 3-D prototype of the pipe bend, which provides a comprehen-sive visual aid. The remaining wall-thickness map was further interpolated to fit withinthe elastic model as described in Section 3.2 of the pipe bend. In clearer depiction, Fig-ure 24(b) visually represents the remaining thickness of the pipe bend after the intentionalcreation of the defect. Furthermore, the measured remaining thickness was interpolatedagain to adjust the mesh size of the FE model, reinforcing the specificity of the study. Thismethodology retains the integrity of the FE model while allowing for the incorporation ofthe measured data.

(a) (b)
Figure 24: Thickness reduction on a steel pipe bend (a) and its remaining thickness (b) (from Publi-
cation III).

The transmission of theA0 modewasmeasured from each transducer to the opposingring, with 400 signals per transducer ring being recorded. A similar process was appliedto the FE model. From the recorded wavefields, the first wave packets for both the elasticmodel and the experimental environment were extracted. These procedures were previ-ously detailed in Section 4.1.2. Before the inversion process, an autocalibration method,as outlined in Section 3.3.4, was adopted to calibrate the elastic model and the measuredwavefields. The inversion scheme utilized only three replicas. However, the process of theseparation algorithm resulted in some loss of data from the transducers proximate to theedges of the domain due to applied smoothing.The reconstruction of the actual defect and its monochromatic representation are dis-played in Figure 25 at 50 kHz. This resulted from 40 iterations applied uniformly to theelastic model and the experiment, giving a 2-D interpretation. Profiles along the circum-ferential and azimuthal directions are depicted in Figure 26, providing a deeper under-standing of the thickness map’s construction process. High-level artifacts were discardedto maintain simplicity. The elastic model output, visible in Figure 25(b), yielded an ex-ceptionally clear and accurate image. Despite minor artifacts, the quality of the defect’sinner region remained unblemished. This outcome aligns with the expected 0.4% MMREfrom the previouslymentionedmaximum thicknessmap study in Figure 23(b). A notewor-
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thy presence of artifacts was observed in the images reconstructed from the experimen-tal readings, exemplified in Figure 25(c). The defect’s length was considerably underesti-mated in the circumferential direction, as portrayed in Figure 26(a). A close agreementwas achieved in the azimuthal direction, as shown in Figure 26(b), yielding an MMRE of0.7%.The anisotropy factor of the wave field introduces a significant challenge, even whenusing similar transducers formeasurements. This leads to inaccuracies in the circumferen-tial direction and the substantial presence of artifacts because of the normalized scatteredsignals in the autocalibration stage. Additionally, the inversion process produces more er-rors when the mismatch between observed and synthesized signals increases [66].Furthermore, the reliability of the experimental results can be affected by several fac-tors, including tolerances in manufacturing the bend, the positioning of the transducers,noise, the performance of the transducer, flaws in the helical path algorithm, and cou-pling.

Figure 25: Remaining thickness (a) and reconstructed thickness by FWI from elastic modeling (b)and experimental measurements (c) (from Publication III).

(a) (b)
Figure 26: Axial thickness profiles along the circumferential (a) and the azimuthal direction (b) (from 
Publication III).

In summary, this study demonstrates the effectiveness of FWI in accurately recon-structing defects in pipe bends, regardless of their circumferential position. This is in con-trast to TOF approaches, which have limitations in covering certain angles. The research suggests that further accuracy in FWI can be achieved through various methods such as in-creasing the number of replicas or implementing different types of regularization [76, 77]. 
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However, the experimental data showed significant artifacts and an underestimation of 
the defect length in the circumferential direction, with an MMRE of 0.7%. Publication III 
delves into the impact of the experimental uncertainties caused by the transducers.
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5 Discussion and Concluding Remarks
The research conducted in this thesis presents a comprehensive methodology and a prac-tical demonstration for computing full waveform inversion. This computation is based onthe propagation of guided waves specifically for pipe bends, a topic of significant interestin the field.

The successful implementation of this methodology hinges on three key components.Firstly, an accurate 2-D acousticmodel is required. Thismodel ismade artificially anisotropicby the application of the Thomsen parameter, a well-regarded approach in the field. Sec-ondly, signal processing techniques are employed, including the separation of helical pathsand data calibration. These techniques ensure the accuracy and reliability of the resultsobtained. Lastly, the methodology involves purging experimental uncertainties. This stepis crucial to ensure the validity of the results and to minimize potential errors.
The results obtained from this research were validated both numerically and exper-imentally. The detailed descriptions of these results have been published in various re-search publications, contributing to the body of knowledge in this field. In addition, themethods and studies used in this research have not been performed before in such de-tail, making this thesis unique. This level of detail provides a deeper understanding of thesubject matter and contributes to its advancement.

5.1 Summary of results
In Publication I an efficient and straightforward forwardmodel was developed to simulatethe propagation and scattering of guided waves in pipe bends. The 3-D elastic bend wasreplaced by a 2-D rectangular anisotropic acoustic domain using orthogonal parametriza-tion. The equivalence in wave propagation was established by implementing approximateanisotropic Thomsen parameters that describe the angular variability of the velocity inthe acoustic model. The A0 mode propagation and interaction with defects from differentexcitation points across the bend were simulated using the model. The focusing effectwas observed, and a good agreement was found between the results from the proposedmodeling, the FE modeling, and the experimental results.

The journey towards full waveform inversion commencedwith the 2-Dmodeling of thecomplex wavefield of the bend. To accommodate the cyclic nature of the wave field, thesubsequent step involved the extraction of the first arrived wave packets. This processessentially unwraps the 3-D wavefield by incorporating additional replicas into the 2-Ddomain.
Existing algorithms for helical path separation are predominantly dependent on a sin-gle key variable: the distance traversed by the ray-paths. Consequently, in Publication

II, a novel method was introduced to compute the distances traveled from the sourceto the receivers in a pipe bend. The proposed shortest-path algorithm was rooted in thegeodesic equations of a torus. This approach, when juxtaposedwith traditional ray-tracingand grid-basedmethods, offers amore straightforwardmeans of determining the particletrajectory in a bend, necessitating only information about the bend geometry. Moreover,the computation of geodesics can enhance our understanding of the guided wave propa-gation in the bend, provide estimates of the arrival times to the receivers, and even tracehelical paths.
The final step towards achieving full waveform inversion entailed the re-scaling of theexperimental data. This was done to align it with the acoustic model, a crucial step thatserved tominimize artifacts and enhance accuracy. Publication IVprovides an in-depth ex-ploration of the pre-conditioning process, which involved normalizing the scatteredwave-

41



fields by the mean of the non-scattered ones.An updated auto-calibration method was introduced to address the critical issue ofamplitude variations among the transducers. This step is vital because the inversion schemerelies on a least square function, which assumes that data errors follow a Gaussian distri-bution. In simpler terms, this means the errors are expected to form a bell-shaped curve,where most values cluster around the average, and extreme deviations become increas-ingly rare as they move further from the mean. Ignoring this assumption can cause theinversion process to get stuck in a local minimum, leading to inaccurate results. Therefore,careful calibration and meticulous data handling are essential to ensure the accuracy andreliability of the results.Numerical and experimental validation was conducted on a carbon steel pipe bendwith specific dimensions and characteristics. Despite aminor underestimation of themax-imum depth, the detection of thickness loss was successfully achieved, irrespective of thedamage position around the bend. FWI exhibited its proficiency in mapping a defect in-dependently of its circumferential location, thereby outperforming travel-time-based to-mographicmethods. The experimental validation slightly deviated from the real thicknessmap due to pronounced inhomogeneous transducer performance. Nevertheless, the ro-bustness of the autocalibration method in anisotropic media was demonstrated when re-constructing the defect from elastic modeling data, resulting in amaximum reconstructedthickness error of a mere 0.7%.
5.2 Key Conclusions Presented for Defense

• An efficient and simple acoustic forward model was developed to simulate guidedwave propagation and scattering in pipe bends. The 3D elastic bend was replacedby a 2D rectangular anisotropic acoustic domain using orthogonal parameteriza-tion, and the equivalence inwavepropagationwas establishedby anisotropic Thom-sen parameters.
• The 2-D acoustic wavefield was demonstrated to capture the focusing effect, as aresult of the elliptical anisotropy condition imposed by the curvature of the bend.
• The cyclic nature of the bendwas represented in the 2-D domain by adding an extranumber of replicas.
• The traveled distance of the wave packets is the key variable for the successfulimplementation of the robust helical path separation algorithm.
• The geodesic equations helped to determine the ray-path trajectories in the bend,estimate times of arrival, and understand the focusing effect, relying only on thegeometrical properties rather than on the wavefield.
• Preconditioning of the input data for FWI is of paramount importance in order toreduce artifacts in the image reconstruction.
• Strong amplitude variations from experimental uncertainties and poor transducerperformance caused the inversion algorithm to get trapped in a local minimum.Therefore, attention should be paid to rescale the amplitudes if needed.
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5.3 Perspectives of Future Work
Future work can explore into more detail various aspects of this thesis, including:

• Full Waveform Inversion can be extended to other parametric surfaces, such asthe paraboloid or saddle point. This can be achieved by using an appropriate or-thogonal parametrization and exploring the right Thomsen parameters for theirrespective wavefields. This extension allows FWI to be applied in a wider range ofscenarios, enhancing its versatility and applicability in structures.
• Based on the shortest-path algorithm, the application of time-reversal basedmeth-ods would be possible for more complicated geometries. This not only broadensthe scope of geometries that can be analyzed but also provides some insight intothe characteristics of their wavefields. Understanding these characteristics canlead to more accurate predictions and analyses, contributing to the overall effec-tiveness of the method.
• More accurate image reconstructions can be achieved by means of energy com-pensation of the experimental data or pre-conditioning of the input data, via dig-ital filters (e.g., Kalman filters) or machine learning techniques. These methodscan help to mitigate the effects of noise and other distortions in the data, lead-ing to clearer and more accurate reconstructions. In the case of machine learning,advanced algorithms can be trained to recognize and correct for specific types ofdistortions, further enhancing the quality of the reconstructions.
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Abstract
Developing Guided Wave Tomography for a Pipe Bend
Pipeline systems, particularly pipe bends, are critical components in industrial infrastruc-ture. Traditional Non-destructive methods, such as ultrasonic thickness measurements,are labor-intensive and may not provide a comprehensive assessment of the pipe’s con-dition. The unique challenges faced by pipe bends, including higher stress levels due tochanges in fluid direction, make them particularly vulnerable to fatigue, corrosion, andcracking. Therefore, there is a critical need for advanced techniques that can provide amore holistic and efficient solution formonitoring these components. As a result, this the-sis explores the application of Guided Wave Tomography (GWT) based on Full WaveformInversion (FWI) for the high-resolution reconstruction of pipe bend thickness, addressingthe unique challenges posed by the anisotropic wave fields resulting frombend curvature.The research presented in this thesis is structured around the next key components:developing a two-dimensional (2-D) acoustic forward model using Thomsen parametersto represent elliptical anisotropy, enhancing data processing algorithms to reduce exper-imental uncertainties, and implementing GWT based on FWI to accurately reconstructthe remaining wall thickness of pipe bends. The methodology involves a combination ofnumerical analysis and experimental validation, demonstrating the effectiveness of theproposed techniques.Key findings include the successful development of an efficient 2-D acoustic forwardmodel, the implementation of a robust helical path separation algorithm for torus surface,the pre-processing of recorded data, and the validation of the FWI approach through bothnumerical simulations and experimental data. The 2-D acoustic forward model effectivelysimulates guided wave propagation and scattering in pipe bends, demonstrating a highdegree of agreement between numerical simulations and experimental data. The helicalpath separation algorithm accurately computes the distances traveled by wave packets,enhancing the precision of defect detection. The updated auto-calibrationmethod resizesthe observed data accordingly to address the non-uniqueness problem, and the experi-mental validation confirms the practical applicability of the methods, with a maximumthickness reconstruction error of only 0.7%.In addition, the results highlight the advantages of GWT based on FWI over traditionalray-tracing algorithms, particularly in terms of defect detection accuracy and indepen-dence from the defect’s circumferential position.This thesis makes a significant contribution to the field by extending the applicationof GWT based on FWI to more complex structures like pipe bends and addressing keychallenges in the process. The findings highlight the advantages ofGWTbasedon FWI overtraditional ray-tracing algorithms, particularly in terms of defect detection accuracy andindependence from the defect’s circumferential position. The methodologies and resultspresented in this thesis have the potential to drive further research and development,ultimately enhancing the safety and efficiency of pipeline systems.
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Kokkuvõte
Ultrahelitomograafia toru põlvede kontrollimiseks
Torustikud ja toru põlved on tööstuse infrastruktuuri kriitilised komponendid. Traditsioo-nilised mittepurustava kontrolli meetodid, nagu ultrahelil põhinevad paksusmõõtmised,on töömahukad ega pruugi pakkuda toru seisukorra terviklikku hinnangut. Toru põlvedon eriti vastuvõtlikud väsimusele, korrosioonile ja pragunemisele, kuna need põhjustavadsuuremaid pingeid vedeliku liikumise tõttu. Seetõttu on vajalikud täpsemad ja tõhusamadmeetodid nende komponentide jälgimiseks.Käesolev doktoritöö uurib juhitud lainete tomograafia kasutamist, mis põhineb täieli-ku lainevormi pöördülekandel, et saavutada kõrge resolutsiooniga toru seinapaksuse re-konstrueerimine.Töö keskendub anisotroopse akustilise mudeli arendamisele, andmetöötlusalgoritmi-de täiustamisele ja ultrahelitomograafia rakendamisele, et leida lahendus täpseks torupõlve seinapaksuse rekonstrueerimiseks. Metoodika hõlmab nii numbrilist analüüsi kuika eksperimentaalset valideerimist, mis tõestavad pakutud tehnikate tõhusust. Eksperi-mentaalsed tulemused näitavad, et meetod tagab täpsuse, mille maksimaalne toru seinapaksuse rekonstrueerimise viga on vaid 0,7%.Peamised tulemused hõlmavad tõhusa kahemõõtmelise akustilise mudeli väljatööta-mist, helikoidaalsete lainevormide lahutamise algoritmi rakendamist geodeetiliste võrran-dite põhjal, salvestatud andmete eeltöötlemist ja ultrahelitomograafia meetodi valideeri-mist nii numbriliste simulatsioonide kui ka eksperimentaalsete andmete põhjal. Eksperi-mentide valideerimine kinnitab meetodite praktilist rakendatavust maksimaalse paksuserekonstrueerimise veaga vaid 0.7%.Tulemused kinnitavad, et ultrahelitomograafial põhinevad meetodid on täpsemad kuitraditsioonilised lennuaja tomograafia meetodid, eriti defektide lokaliseerimisel ja kujutäpsel kirjeldamisel. Töö panustab oluliselt torusüsteemide ohutuse ja tõhususe paranda-misse ning avab uusi uurimisvõimalusi keerukamate struktuuride analüüsiks.
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Appendix 1

I.

Carlos-Omar Rasgado-Moreno,MarekRist, Raul Land, andMadis Ratassepp.Acoustic Forward Model for Guided Wave Propagation and Scattering in aPipe Bend. Sensors, 22(2):486, January 2022
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� p��	D�"̂,��(	q�"D��(	B�"_��	r�Â 6�q����:+�#�����%B'����C�-�t#�)'��%8}�� �#�����,�#�%��#����%���6'.'+�#D�#'%�'#����#}����#���@���#��%��+q�'���#�������������gh	i�	�����n�#������o�E� D��(	̂�"¤�	s�"_�'	̂�"��	<�9̀ �#�&����+��'�8��('����7�-� #� �(����������&�(�����%������+�#(����&���# � ��++��.8�����#���]'�����¥�u¦�db��gh	{§	E�l�k�n�#������o��� �+���	D���"�,��	��*�"D��##	*���-��7���'##���B'����C�-�:+�#�����%6�����(�BC:6!_�&�����������t'�'#�}�#�%����������������g	
i	����n�#������o�m� <���+���	D�"��7+�8	A�"��(�	6���+���������� #�%��'#���#�,��-�+'��������,� �#��#&��%����������++����#'%�'#�+,��+�,&�����#��(�8���&��d���db��xed����ydb��g�	i�	�kkEl�k
��n�#������o>?� ����	r�_�"̂,��(	_�"*-��+�	��r�"�'�(�	A�r�*T��'#�+t�%'���(_�7t#�)'��%8B'����C�-�9̀ �#�&�����#�,�}���%������}���%��q�8���9+.�7��ab�����b�����eb������eb���¢	i
£	��?l��
�n�#������o>�� }�&&�	*�"��7+�8	A�"_�7�	��"A�-+�|�-�%	q�6,�9���%���q�������,�A#� �(�������B'����C�-����A� ���ab�����b�����eb������eb���¢	i
£	�>�l��k�n�#������o>>� <�8��,�	6�"��7��,�&�	��"D'�	̂�"����	r�_�B'����C�-�A#� �(�������%,���%�*%#����A� �9+.�7�ab�����b�����eb������eb���¢	i
£	�>>l�>E�n�#������o



�����������	

	��
 ��������� ����	������������	������ �!"�#	$�%��& ����'	(���) #�*�+ ����!� ���,�-�' �.�#/*�0/ / �!!��#�+� �'�' �!+"��*�'+��1��# .2� +� �+�!��+ ��+�."� 3���4567�8�95��756:5���;	<
<	���=>��?��@A��''���B��� )�����'��	��(��&�+." �'	C�D��� **'��	C����(��!�	%�$�E"� �-�'+ !�+ ����!� ���,�-�/��/�!�+ ���������/ /�F����' �!�����*1+ .�*#���* �!�//���."�4567�8�95��756:5��GH	<II	��J�>�����@A��''���B�?� &� �*� �	)��A�,*�1	%��K�!+	E���L�.+ ����+��' ���*EMJ	�N!� ���,�-�'���#����.+' �/ /�F���'�OPQRS�95��GT	UI	?V>
��@A��''���B�
� W�	X�C��X"�	A��)"��	��Y�C�#�!�Z���+ 2.�+ ����% /�* ����'����[*+��'�� .\� ���Y�-����Y�-�*�+C��� ' �!�45]̂_�̀̂���a�95R�b5]�c795���G	<
	J�J��J?��@A��''���B�V� $��'��	C��&�+." �'	C���#F,�-�+�#�!��/"1�Z�SRRR�a:_��̂8:��d̀9�c���̂7��Z���ef�,g��h	fg	[)D	�==J�K�*�#��	//��J�V>�J�J�@A��''���B��� &�+",� +�	%��-�*��+ ���� �-��' ���//���."�'���!� ���,�-�+" .h��''#�// �!�]��75i5��756jc9k5]ka�5R�b5�7̂5��Gl	mno	�J��JJ
��@A��''���B�=� ��"��	D�&��K� �+	(����'�	����p��&�#��	$�D.�#/�+��' #�*�+ ��'+��1�� #�! �!L�0���* �"�#�!��� + �'�' �!/*�+�q,�-�� ����.+ ��+�#�!��/"1�d̀9�c���̂7����T	mr	
>�?�@A��''���B�J� &�+",� +�	%��) #���++ 	p�& !"q��'�*�+ ��!� ���,�-�+�#�!��/"1�sct�j�9̂����GH	uo	=V=>==��@A��''���B��� ���	$����+�''�//	(��p��	X�\� ���Y�-�E�#�!��/"1��'����p�**Y�-����#Z�-��' ���SRRRQ�c��5d̀9�c���5v�����̀�79�5v��w5x��9��̀5��Gy	zI	V�V>V�?�@A��''���B��� � �	(��Y *h �'	A�����	$��p��	X��� �	g�A����' ����+�.+ ��, +"��1qF�'�������**q,�-����#!� ���,�-�+�#�!��/"1�Z�O��{��9�879̂t�xkc�c79��̂|c9̂��c�{j��̂9��̂�b�}6{tc�7�{jc9��̂c̀�~6����_c7�~x̂t̂̀ S�}�c�9�8798��~c�{Q�c��_��9c9̂���S��)%Z�e��** �!"�#	YD	[)D	�J�J�K�*�#�����J	//��J�>�J=�@A��''���B��� K�*h��	D��(�'+	D���*��#	$��0/�� #��+�*��'�*+'��!� ���,�-�+��-�*+ #�+�#�!��/"1�6S]x��}5]��75��G�	<
<<	�J?�>�J?=�@A��''���B��� Y **�1	A����) #���++ 	p��f�!1	%����Z�'+���'	\�\� ���,�-�+�#�!��/"1��/ /�', +"" !"q�����"�* .�*#���'�OPQRS�95��Gl	zu	�>���@A��''���B�?� &�+",� +�	%��� F ." � 	���A�,*�1	%����,�	(�$�(���'�*�.+ �����.����' ����+�.+ �� �/ /�'���-�''�*'- �!� ���,�-�+�#�!��/"1�SRRRQ�c��5d̀9�c���5v�����̀�79�5v��w5x��9��̀5��GH	zo	��
?>��VV�@A��''���B�
� K�*h��	D��-��X��	E�\� ���,�-�+��-�*+ #�+�#�!��/"1���F���'�6S]x��}5]��75��GH	<u<<	V�V>V���@A��''���B�V� ���+"	D�$��) #���++ 	p��f�!1	%����Z�'+���'	\�D.��'+ .���#�*�+ �����*�'+ .!� ���,�-�/��/�!�+ �����'.�++�� �! �.��-��+�F�*��'+��.+���'�SRRRQ�c��5d̀9�c���5v�����̀�79�5v��w5x��9��̀5��Gl	z<	��?>��=�@A��''���B@%�F(��B��� ���+"	D�$��) #���++ 	p��f�!1	%����Z�'+���'	\�\� ���Y�-�E�#�!��/"1��% /�����'�SRRRQ�c��5d̀9�c���5v�����̀�79�5v��w5x��9��̀5��G;	zm	��V>�?��@A��''���B�=� Y��!	g��� 	W��*F�,C�#�!�Z���+ 2.�+ ��E�."� 3����'����)/��'�Z�-��' ��Z#�!���.��'+��.+ ���jc9��̂c̀�����	<I	�V�
�@A��''���B�J� ��*��!��	%��A�,*�1	%�p��' F * +1��*�,���3���.1'+�� !"+q��1!� ���,�-�+�#�!��/"1�OPQRS�95����	m
	���>��=�@A��''���B��� ���	$����+�''�//	(��p��	X�Z�-�'+ !�+ ����+"���.��'+��.+ ���..���.1��!� ���,�-�+�#�!��/"1�' �!��**,�-����# �-��' ���45��8�{�̂�5��G;	moo	��V>����@A��''���B��� ��+�''�//	(�����	$��g�	W��p��	X�(���* �!+"�����.+��D� '�+��/1 �[*+��'�� .\� ���Y�-�E�#�!��/"1�SRRRQ�c��5d̀9�c���5v�����̀�79�5v��w5x��9��̀5����	zU	��J>��=�@A��''���B��� D*h"�* ��"	E�D��.��'+ .,�-��3��+ ������� '�+��/ .#�� �����_ka�̂7�����	zu	���=>��?J�@A��''���B��� E"�#'��	��Y��h�*�'+ .�� '�+��/1����_ka�̂7�G�Ty	uo	�=?�>�=

�@A��''���B�?� 6�6�d���9c�{c�{d�����jc�8c̀	-��' ��
����C�''��*+)1'+�#�') #�* �A��/�e%��- ���.�	�Z	[)D	�J����
� C�����	(��(�����	���A�'+� �!'	(����,�	(�$�)��A�,*�1	%���2. ��+f�#�� .�*(���** �!��DF'��F �!��! ��'���������� �'��\� ���Y�-�'%��F*�#'�6S]x��}5]��75���y	r
o	��
>����@A��''���B�V� �/��+�	)��K � ��0	$��� F���++ 	D��D����'��	$���p � +�q� ������.����3���.1q��#� �#���* �!��- '.��.��'+ .,�-�/��/�!�+ �� ��C+ *+��+���'-��'�*1 '�+��/ .MEEZN#�� �����_ka�̂7�����	nm	EV?>E=?�@A��''���B��� (�+ - ��	������'' ��	��E"�)�Z)A�%��/+ # ��+ ��+��*F�0eD*��!�q'.�*����* �����/+ # ��+ ��* F���1F�'������-��'�.�##�� .�+ ������_ka�̂7���Gy	r<	p�>p�?�@A��''���B�=� � ++��	���(�" ��� �	E��f�,��.h 	(��c��SRs�6{tc�7�{]��b�c::̂�bQ�7k�̂w8���A�A%��''e��.���+��	p�	[)D	�JJ
�



Appendix 2

II.

Carlos-Omar Rasgado-Moreno and Madis Ratassepp. Geodesic equationsfor guided wave helical path separation for a pipe bend. Mechanical Sys-tems and Signal Processing, 204:110820, December 2023

73





Mechanical Systems and Signal Processing 204 (2023) 110820

Available online 6 October 2023
0888-3270/© 2023 Elsevier Ltd. All rights reserved.

Contents lists available at ScienceDirect

Mechanical Systems and Signal Processing

journal homepage: www.elsevier.com/locate/ymssp

Geodesic equations for guided wave helical path separation for a
pipe bend
Carlos-Omar Rasgado-Moreno ∗, Madis Ratassepp
Department of Civil Engineering and Architecture, Tallinn University of Technology, Ehitajate tee 5, 19086, Tallinn, Estonia

A R T I C L E I N F O

Communicated by M. Rebillat

Keywords:
Time-reversal
Shortest-path
Helical path separation
Geodesic equations
Pipe bend
Guided waves
Structural health monitoring

A B S T R A C T

The sections of pipe bends are susceptible to wall thinning by flow-accelerated corrosion due
to the sudden change in the fluid flow direction and velocity. Compared to existing screening
approaches, Guided Wave Tomography (GWT) has been demonstrated to provide more accurate
information about the defect. In GWT an inversion problem is solved, in which a forward model
is used to predict a synthetic dataset for a given physical model. Two-dimensional (2D) forward
models are preferred for the inversion scheme due to the feasibility of combining these with
tomographic algorithms. Since 2D models resemble the GW propagation of a plate, they do
not consider the cyclic nature of the pipe. To overcome this limitation, a robust helical path
separation was introduced in Huthwaite and Seher (2015) for a straight pipe. However, it relies
on time-reversing the measured wave field 𝜙(𝑡) as a function of the propagation distance 𝑥𝑠,𝑟
from the source to the receiver. Although ray-tracing and grid-based methods are capable of
computing the distance 𝑥𝑠,𝑟 for complex geometries such as the pipe bend, they are complex and
time-consuming. Hence, in this paper a straight forward approach is proposed to compute 𝑥𝑠,𝑟
based on the pipe geometry and the geodesic equations of a torus. Then the computed distance
𝑥𝑠,𝑟 is used for removing the helical path trajectories. Compared to the distance obtained by
using the Hilbert envelope, the results show that the geodesic distances preserve the information
of the wavefront of interest, including the focusing effect and the scattered wave field from
a Hann-shaped defect. The technique is applied to experimental data and demonstrated to
separate the wavefront of interest.

1. Introduction

Industrial pipelines are widely used in the energy, oil, and gas industries for transporting highly volatile fluids such as gasoline,
natural gas, oil, etc. Nonetheless, pipelines are vulnerable to corrosion and erosion damage [1–3]. In addition, complex sections of
pipelines such as fittings, crossings, joints, and bends are most susceptible to developing damage [4]. In particular, pipe bends are
susceptible to wall thinning by flow-accelerated corrosion due to the sudden change in the fluid flow direction and velocity [5].
Therefore, locating potential defects and estimating the corrosion rates of complex sections of pipelines is key to guaranteeing the
proper operation of any complex industrial asset.

To rapidly inspect long parts of pipelines, ultrasonic guided waves (GWs) have been widely used for inspection in pipelines [6,7].
GWs travel within the wall of a pipe and are capable of covering large distances, being also sensitive to cracks and corrosion [8].
Conventionally, pipeline screening consists of a single transducer array attached to the pipe in a ring form. In this way, the transducer
array can send out the required excitation signal and measure the reflections from the potential defects. Numerous researchers
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Fig. 1. Guided wave tomography configuration in a pipe bend with two transducer rings (a) and finite element snapshots for the transmission of the 𝐴0 mode
in an 8 mm thick plate (b) and pipe (c). A five-cycle tone-burst with a central frequency at 50 kHz modulated by a Hanning window was excited. For both
models, absorbing boundaries were considered to avoid reflections with the edges. The excitation point is highlighted by the red point in each of the figures,
and 20 equally distributed receivers were placed at 0.681 m from the excitation position represented by black dots. Measured wavefront for a plate (d) and
for a straight pipe (e). The observed helical paths are a consequence of the cyclical nature of the pipe geometry. Conventionally, methods of guided wave
tomography that offer high precision thickness mapping require only the first arrived wavefront, which is highlighted by dotted lines (e). (For interpretation of
the references to color in this figure legend, the reader is referred to the web version of this article.)

have investigated GW propagation in a pipe elbow, which is more complex than a straight pipe owing to the curvature of the
bend. In their study, Rose et al. [9] described the natural focusing effect of GWs within a curved pipe and examined the echo
waveforms to detect drilling defects. Demma et al. [10], Hayashi et al. [11], and Wu et al. [12] demonstrated that the reflection
and transmission of guided waves in the curved section are influenced by mode conversions. Rudd et al. [13] implemented the
elastodynamic finite integration technique to investigate GW propagation around bends. Sanderson et al. [14] proposed an analytical
approach to analyze GW propagation in the bend and focused on the transmission of the T(0,1) mode. Wu et al. [15] implemented
the normal-mode expansion method to study the reflection and mode conversion of the L(0,1) mode. Heinlein et al. [16] examined
the reflection of the T(0,1) mode from cracks present in a curved section. Xu et al. [17] investigated the correlation between the
amplitude of GW reflection and the bend angle, utilizing a guided wave denoising method. Nonetheless, the current screening
methods for characterizing defects in curved sections have a major drawback: they are unable to locate and determine the size of
the defect [9–11,16], preventing accurate mapping of its profile or effective monitoring of its progression.

In contrast, more accurate information about the defect can be achieved by combining the transducers arrays used in ordinary
screening with tomographic techniques. In guided wave tomography (GWT), two transducer rings are attached to the pipe instead of
one, in order to obtain a set of measurements from different angles. GWT works under the principle of solving an inverse problem that
uses a forward model to predict a synthetic data set for a given physical model. The defect is calculated iteratively by minimizing the
residuals between the true and synthetic measurements until the convergence criterion is reached [18]. To date, a number of GWT
methods have been introduced to take advantage of the information carried by the helical paths for defects localization and thickness
loss mapping in straight pipes. For example, Willey et al. [19] used ray tomography for defects characterization, Golato et al. [20]
were able to locate defects using the group sparse reconstruction technique, while Da et al. [21] applied the Semi-analytical Finite
Element method to model the helical paths and used the quantitative detection of the Fourier transform approach to successfully
reconstruct defects on pipes, and later improved the accuracy by using the integral coefficient updating strategy [22]. Livadiotis
et al. [23] modeled the helical paths using the Fast Marching Method and used an algebraic reconstruction algorithm to locate defects
while providing some information about their size. In addition, Wang et al. [24] used diffraction tomography based on the Fourier
diffraction theorem alongside high excitation frequencies to achieve a high-resolution defect characterization, and Zhu et al. [25]
used the reconstruction algorithm for the probability inspection of damage in straight pipes. A standard GWT setup is illustrated
in Fig. 1(a). Waves are excited in one ring and the radial displacements are recorded on the other ring. Then, any variation in the
recorded wave field can be interpreted by tomographic algorithms as a thickness reduction in a specific location [26].

In general, in GWT a two-dimensional (2D) forward model is preferred over an exact three-dimensional (3D) model for the
inversion scheme due to its low computational cost, simplicity and the feasibility of combining with tomographic algorithms.
Conventionally, 2D forward models for straight pipes can be represented by a periodic unwrapped pipe [27]. To illustrate this
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Fig. 2. Conventional steps to find the ray paths in a layered medium. Phase velocity distribution 𝜐(𝑥) for a hypothetical 8 mm thick steel plate (a), similar to
the circumferential velocity distribution in a pipe bend. The arrival time of the wave field is computed at each point of the domain (b), then a gradient descent
method is performed to find the shortest-paths from the excitation source highlighted in red and 20 equally distributed receivers (c). (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this article.)

concept, Fig. 1(b) and (c), show the finite element modeling for the transmission of the 𝐴0 mode for an 8 mm thick steel plate and
straight pipe respectively. Fig. 1(d) shows the recorded wave field of the plate model from Fig. 1(b). In contrast, for the straight pipe
case, a set of helical paths exist between the source and receivers due to the cyclic nature of the pipe geometry. As a result, these
paths will be superposed in the measured wave field, as illustrated in Fig. 1(e). On the other hand, if the full signal of the single
direct wave from Fig. 1(e), which is highlighted by dotted lines, can be extracted, a wide range of highly precise GWT techniques
can be directly utilized in the pipe environment, such as the hybrid algorithm for robust breast ultrasound tomography (HARBUT)
algorithm [28] and full waveform inversion [29].

To date, two methods for helical path separation have been reported, Robust Helical Path Separation [30] and a dictionary-
reconstruction approach for separating helical-guided waves [31]. However, for both methods it is required to know the propagation
distance 𝑥𝑠,𝑟 from the source 𝑠 to the receiver 𝑟, which is the shortest path between 𝑠 and 𝑟 [32]. Similarly, for most of the
reconstruction algorithms previously introduced, 𝑥𝑠,𝑟 is also required.

In a traditional transducer-array set-up for a rod, plate or a straight pipe, the distance 𝑥𝑠,𝑟 is intuitively a straight line [33,34].
However, for more complex geometries such as a pipe bend, the shortest path between 𝑠 and 𝑟 will be given by a geodesic. Hence
the complexity of using most of the GWT methods or any helical path separation method for removing the helical paths increases
due to the need to compute the shortest path between the source and receiver.

In the context of GW propagation, 2D approaches based on ray-tracing and grid-based methods have been used for finding the
trajectory between two arbitrary points of more complex mediums like a pipe bend. Volker and van Zon [35] used ray tracing for
guided wave tomography in the bend. Similarly, Brath et al. [36] used the shortest-path ray tracing method to find the ray paths
traveling around the bend and combined it with a tomographic algorithm [37], Wang and Li [38] used the fast marching method,
and Rasgado et al. [39] modeled the guided wave propagation in a pipe bend using the finite difference method for a transversely
isotropic medium.

However, for the above-mentioned methods, prior knowledge of a suitable 2D model is needed, since GW propagation in the
bend is anisotropic due to the bend’s curvature [36]; then, the ray paths can be obtained a posteriori by following the travel time
gradient [40]. To illustrate this point, consider a layered medium in the form of an 8 mm thick steel plate with dimensions 𝑋 × 𝑌
with a hypothetical phase velocity distribution 𝜐(𝑥) = 𝜐0𝛼(𝑥), as shown in Fig. 2(a), where 𝜐0 is the phase velocity of an arbitrary
dispersive mode at a given central frequency and 𝛼(𝑥) a non-dimensional parameter that characterizes the inhomogeneity of the
sound-speed field in the plate, which resembles the circumferential velocity variation in a pipe bend [36]. The source is located at
(𝑋∕2, 0) highlighted in red and 20 equally distributed receivers were placed in between (0, 𝑌 ) and (𝑋, 𝑌 ). First, the velocity field
in the domain is computed using the fast marching method [41], as shown in Fig. 2(b). Then, the ray trajectories are obtained by
following the traveled time gradient from each receiver to the source, as shown in Fig. 2(c).

Although ray-tracing and grid-based methods are able to provide the arrival time of the wavefront across the domain, they
are complex and time-consuming just for computing the traveled distance 𝑥𝑠,𝑟 between the source and the receiver that is needed,
e.g., for time-reversing the signals in the robust helical path separation algorithm [30]. However, a pipe bend geometry is analogous
to a torus, so the ray paths in the bend can be simply obtained by solving numerically the geodesic equations, making it suitable
to combine these with tomographic or helical path separation algorithms that require the propagation distance of the helical paths.
Hence, in this paper a straightforward approach is proposed to compute 𝑥𝑠,𝑟 based on the geodesic equations of a torus, which only
needs information about the bend geometry rather than its acoustic wave field, and the first arriving wave packets are extracted
using robust helical path separation [30].

This paper is structured as follows. First the geodesic equations, the shortest path algorithm using the geodesic equations, the
helical path separation algorithm for the bend and the Finite Element simulation tools are described in Section 2. Secondly, in
Section 3 a numerical study is carried out to compare the performance of the helical path separation algorithm when using the
geodesic equations and the Hilbert transform to compute the distance from the source to the receivers. Additionally, the scattered
wave field from a Hann-shaped defect is studied after the helical path separation. The helical path separation algorithm based on
the geodesic equations is validated with experimental data in Section 4, and concluding remarks are listed in Section 5.
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Fig. 3. In (a) the shortest path between the points 𝐴 and 𝐵 is the straight line 𝑓𝐴𝐵 (𝑡), with 𝑓 ′′
𝐴𝐵 (𝑡) = 0. In (b), where the arbitrary surface 𝑆 is defined by the

vertices 𝐴,𝐵, 𝐶, the geodesic 𝜑𝐴𝐵′ (𝑡) is the shortest path between 𝐴 and 𝐵′ with 𝜑′′
𝐴𝐵′ = 0. In (c), the torus section 𝑆 represents the bend of a pipe in the 3D

domain.

2. Numerical methods

2.1. Geodesic equations of a torus

To introduce the geodesic equations, consider two arbitrary points 𝐴 and 𝐵 in the plane, as shown in Fig. 3(a). The shortest
distance between A and B is the straight line 𝑓𝐴𝐵(𝑡) that crosses the two points, where 𝑓 (𝑡) is the position in the plane as a function
of time 𝑡. In this context, the first derivative 𝑓 ′

𝐴𝐵(𝑡) will indicate the slope of the straight line 𝑓𝐴𝐵(𝑡) or the velocity, which is constant.
As a result, the acceleration of a particle moving in 𝑓𝐴𝐵(𝑡) will be zero 𝑓 ′′

𝐴𝐵(𝑡) = 0. In other words, the shortest path between 𝐴 and
𝐵 is given by a particle traveling at constant speed in a plane.

Likewise, a curve 𝜑(𝑡) in a geometric surface 𝑆 is a geodesic when its acceleration is zero 𝜑′′(𝑡) = 0 or perpendicular to the tangent
plane of the surface at the point 𝜑(𝑡) [42] . To exemplify this, in Fig. 3(b) let 𝐴,𝐵 and 𝐶 be the vertices of a triangle on a surface
𝑆. The shortest distance between 𝐴 and 𝐵′ is given by the curve 𝜑𝐴𝐵′ (𝑡), where 𝜑𝐴𝐵′ (𝑡) is the position in the surface 𝑆 as a function
of time 𝑡.

Conventionally, the geodesic equations of a parametric surface 𝑆(𝑢(𝑡), 𝑣(𝑡)) with 𝑢(𝑡) and 𝑣(𝑡) being the circumferential and
longitudinal positions, respectively, as a function of time 𝑡, are written as follows [43]:

�̈� +
𝐸𝑢
2𝐸

�̇�2 +
𝐸𝑣
𝐸

�̇��̇� −
𝐺𝑢
2𝐸

�̇�2 = 0

�̈� +
𝐸𝑣
𝐺

�̇�2 +
𝐺𝑢
𝐺

�̇��̇� +
𝐺𝑣
2𝐺

�̇�2 = 0,

(1)

with
𝐸 = 𝑆𝑢𝑆𝑢 𝐸𝑢 = 2𝑆𝑢𝑢𝑆𝑢
𝐹 = 𝑆𝑢𝑆𝑣 𝐸𝑣 = 2𝑆𝑢𝑆𝑢𝑣
𝐺 = 𝑆𝑣𝑆𝑣 𝐺𝑢 = 2𝑆𝑣𝑢𝑆𝑣

𝐺𝑣 = 2𝑆𝑣𝑣𝑆𝑣,

(2)

where the top superscripts ⋅ and ⋅⋅ indicates the first and second derivatives with respect to time, and the subscripts 𝑢, and 𝑣 indicate
the derivatives with respect to positions 𝑢 and 𝑣.

Consider the torus section from Fig. 3(c) defined in the 3D domain, with the mid-thickness or central radius 𝑟, bend radius
𝑅, torus azimuth longitude 𝑣 around the 𝑍-axis and torus latitude 𝑢 with respect to the plane 𝑋𝑍. Substituting the parametric
torus surface 𝑆(𝑢, 𝑣) = {(𝑅+ 𝑟 cos(𝑢)) cos(𝑣), (𝑅+ 𝑟 cos(𝑢)) sin(𝑣), 𝑟 sin(𝑢)} into (1), and after some algebraic manipulation, the geodesic
equations for the torus can be expressed as a system of ordinary differential equations [44]:

�̇�1 = 𝜑2

�̇�2 = −1
𝑟
sin(𝜑1)(𝑅 + 𝑟 cos(𝜑1))𝜑2

4

�̇�3 = 𝜑4

�̇�4 =
2𝑟 sin(𝜑1)

𝑅 + 𝑟 cos(𝜑1)
𝜑2𝜑4,

(3)

with 𝜑1 = 𝑢, 𝜑2 = �̇�, 𝜑3 = 𝑣, 𝜑4 = �̇�.

2.2. Shortest path using the geodesic equations

The principle of the shortest path algorithm is illustrated in Fig. 4, with the first row being the flow diagram of the algorithm
(Fig. 4(a)), the second a 3D representation of the steps (Fig. 4(b)–(d)), and the third one a 2D representation as a function of the
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Fig. 4. Structure of the shortest path algorithm using the geodesic equations (a) with 3D and 2D representations of the steps in (b)-(d) and (e)-(g), respectively.
In (b) and (e) the initial velocity components ̇𝑢𝐴 , ̇𝑣𝐴 indicate the initial direction 𝛼𝐴𝑃 of the geodesic path 𝜑𝐴𝑃 . In (c) and (f) 𝑘 geodesics are computed in [𝛼0 , 𝛼]
with ending point coordinates 𝑃𝑘(𝑢𝑃𝑘

, 𝜋∕2). Finally, in (d) and (e), the shooting angle 𝛼𝐴𝐵 that traces 𝜑𝐴𝐵 can be interpolated as a function of the circumferential
positions of 𝑢𝑃 .

longitudinal and circumferential positions 𝑢, 𝑣 (Fig. 4(e)–(g)). Refer to the arbitrary points 𝐴 and 𝐵 in the torus section in Fig. 4(b).
In order to find the geodesic 𝜑𝐴𝐵(𝑡), the following shortest path algorithm is proposed.

First, consider the initial conditions 𝑢0, 𝑣0, �̇�0, �̇�0. The initial position 𝑢0, 𝑣0 corresponds to the point 𝐴 that is (𝑢𝐴, 𝑣𝐴). The velocity
components �̇�𝐴, �̇�𝐴 determine the direction of the geodesic path 𝜑𝐴𝑃 (𝑡). The subscript 𝐴𝑃 refers to a geodesic path between the initial
position 𝐴 and any arbitrary end point 𝑃 , as illustrated in Fig. 4(c). For the sake of simplicity, it can be assumed that the velocity
�̇�𝐴𝑃 (𝑡) = 1, so that

√

�̇�2𝑎 + �̇�𝑎
2
= 1. This principle is illustrated in Fig. 4(e). As a result, the geodesic traveled distance will be equal

to its traveled time 𝑑𝐴𝑃 = 𝑡𝐴𝑃 . In this way, the interval [𝑡0, 𝑡] for computing the geodesic path 𝜑𝐴𝑃 (𝑡) can be selected so that it does
not extend farther than the longitude of interest. For a torus with the azimuth longitude of 𝑣𝐵 = 𝜋∕2, the time 𝑡 = 3𝜋(𝑅 + 𝑟)∕4 is
sufficient for mapping the longitude interval of interest [0, 𝜋∕2].

Secondly, the initial direction of the geodesic can be expressed in terms of a shooting angle 𝛼, with tan(𝛼) = �̇�𝐴∕�̇�𝐴, as in Fig. 4(e).
Although for practical applications the shooting angle 𝛼𝐴𝐵 that traces the shortest path 𝜑𝐴𝐵(𝑡) between 𝐴 and 𝐵 is most likely to
be unknown, the shooting angle range [𝛼0, 𝛼] that contains 𝛼𝐴𝐵 , can be found by iteratively increasing 𝛼 by 𝛥𝛼 and solving Eq. (3)
until the circumferential position of interest is reached, 𝑢𝑃 ≥ 𝑢𝐵 . Then, a given number of 𝑘 geodesics, 𝜑𝐴𝑃 (𝑡), can be computed in
the shooting angle window [𝛼0, 𝛼].

It should be noted that the accuracy of the circumferential position 𝑢𝐵 will depend on 𝑘. To illustrate this point, see Fig. 4(f).
Due to a conservative number of 𝑘-geodesics, in Fig. 4(f) it is observed that the number of geodesics close to the longest meridian
or extrados position (center of the figure) is denser than the shortest meridian or 𝑖𝑛𝑡𝑟𝑎𝑑𝑜𝑠 (edges of the figure). Consequently, there
is less information about the geodesics paths close to the edges, so 𝑘 should be chosen so that it covers most of the points around
the circumferential direction.

Finally, the computed paths can be restricted to the longitude interval of interest, in this case [0, 𝜋∕2], so that 𝑣𝑃 = 𝑣𝐵 = 𝜋∕2.
At this point, any shooting angle 𝛼 leads to a geodesic ending at (𝑢𝑃 , 𝜋∕2). Since all the end points 𝑃 have the same longitude
coordinate 𝑣𝐵 , the shooting angle 𝛼𝐴𝐵 that traces the geodesic path 𝜑𝐴𝐵(𝑡) can be interpolated as a function of the already computed
circumferential positions 𝑢𝑃 and their respective shooting angles 𝛼𝐴𝑃 . In other words, the algorithm consists of building a data set
of ending points 𝑃 which are located at the longitude 𝑣𝐵 , to interpolate the shooting angle 𝛼𝐴𝐵 as a function of the circumferential
position of interest 𝑢𝐴𝐵 . The 3D and 2D representation of 𝜑𝐴𝐵(𝑡) is illustrated in Fig. 4(d) and (g), respectively. To sum up:
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Fig. 5. Shortest paths between three different starting points: intrados (a), top (b) and extrados (c); and 20 equally distributed monitoring points around the
torus latitude.

1. Set the initial conditions for an initial point 𝐴 in a shooting range [𝛼0, 𝛼].
2. Compute 𝑘 number of geodesics 𝜑𝐴𝑃 (𝑡) by solving numerically Eq. (3) in a given time interval [𝑡0, 𝑡] and shooting angle

window [𝛼0, 𝛼]. In addition, 𝑡 should be chosen so that 𝜑𝐴𝑃 (𝑡) is contained in the longitudinal interval of interest [𝑣𝐴, 𝑣𝐵] and
therefore 𝑣𝑃 = 𝑣𝐵 .

3. Interpolate the shooting angle 𝛼𝐴𝐵 that traces the path of interest 𝜑𝐴𝐵(𝑡), as a function of the circumferential position of
interest 𝑢𝐴𝐵 .

In the context of structural health monitoring and guided wave propagation, the above-mentioned algorithm can be extended
to find the shortest path between any transducer-array configuration. Fig. 5 shows three excitation points in the bend: intrados (a),
top (b) and extrados (c); and their shortest paths for 20 equally distributed monitoring points. In addition, the traveled distance
𝑥𝐴𝐵 can be obtained by a simple numerical integration of the geodesic path 𝜑𝐴𝐵(𝑡). Besides doing a time-reversal of the recorded
wave field, it will also be possible to compute the time of flight (TOF) for a given mode, e.g., 𝐴0 by TOF𝐴𝐵 = 𝑥𝐴𝐵∕𝑐𝑔 , where 𝑐𝑔 is
the group velocity of the excited mode.

2.3. Helical path separation algorithm for a pipe bend

To extract the first wave-packet arriving at the receivers, the robust helical path separation algorithm developed in [30] is used
in this paper. The steps of the algorithm are briefly described as follows:

1. Time traces 𝜙(1,1)
𝑟,𝑠 (𝑡) from the source 𝑠 to receiver 𝑟 are replicated 𝑚 times, 𝜙(2,1)

𝑟+𝑁𝑚,𝑠(𝑡), where 𝑁 is the number of sources and 𝑚
the replica number, so 𝑁𝑚 represents the jump in each receiving transducer number, and the superscript (𝑝, 𝑗) indicates the
𝑝th stage of the algorithm for the 𝑗th iteration. In the configuration considered in this work 𝑀 = 5 and 𝑁 = 20; see Fig. 6(a).

2. The replicated time traces 𝜙(2,1)
𝑟,𝑠 (𝑡) are time-reversed to align the central waveform:

𝜙(3,1)
𝑟,𝑠 (𝜔) = FFT

(

𝜙(2,1)
𝑟,𝑠 (𝑡)

)

exp[−𝑖𝑘(𝜔)𝑥𝑟,𝑠], (4)

where 𝜙𝑟,𝑠(𝜔) represents the signal in the frequency domain, 𝑘(𝜔) is the wave number for each frequency 𝜔 and 𝑥𝑟,𝑠 is the
distance from the receiver to the source. Subsequently, an inverse Fast Fourier Transform is applied to obtain the time-reversed
traces 𝜙(3,1)

𝑟,𝑠 (𝑡), see Fig. 6(b). Furthermore, 𝜙(3,1)
𝑟,𝑠 (𝑡) is windowed to remove the majority of unwanted modes, as shown in

Fig. 6(c). As a result, the signal of interest 𝜙(4,1)
𝑟,𝑠 (𝑡) is obtained.

3. A 2D Fast Fourier Transform (2D-FFT) is applied in the receiver direction,

𝜙(4,1)
𝑠 (𝑘𝜃 , 𝜔) = D

{

𝜙(4,1)
𝑟,𝑠 (𝑡)

}

(5)

where D represents the 2D-FFT operator and 𝑘𝜃 the circumferential wavenumber. Note that, since the 2D-FFT is applied in
the receiver direction, the receiver subscript 𝑟 is removed. Then

𝜙(5,1)
𝑠 (𝑘𝜃 , 𝜔) =

{

𝜙(4,1)
𝑠 (𝑘𝜃𝑞 , 𝜔) |𝑞| ≤ 𝐺,

0 |𝑞| > 𝐺
(6)

where 𝑞 defines the circumferential wavenumber component and 𝐺 the limit of the circumferential wavenumber components
selected, and an inverse 2D-FFT is applied to 𝜙(5,1)

𝑠 (𝑘𝜃𝐺 , 𝜔), to bring them to the previous time-reversed step 𝜙(5,1)
𝑟,𝑠 (𝑡). At the

first iteration 𝐺 = 1 was used to select just the first component from the helical paths, as shown Fig. 6(d), and the cleaned
time traces are forward-propagated, as shown in Fig. 6(e):

𝜙(6,1)
𝑟,𝑠 (𝜔) = FFT

(

𝜙(5,1)
𝑟,𝑠 (𝑡)

)

exp[𝑖𝑘(𝜔)𝑥𝑟,𝑠]. (7)

4. The central replica is cleaned up by minimizing the waveforms belonging to other replicas. In Fig. 6(f), the extracted waveform
from Fig. 6(e) has been translated horizontally and subtracted from all the helical modes in Fig. 6(a), while avoiding the
central mode. Mathematically, this is represented as

𝜙(7,1)
𝑟,𝑠 (𝑡) = 𝜙(1,1)

𝑟,𝑠 (𝑡) − 𝜙(6,1)
𝑟+𝑁𝑚,𝑠(𝑡). (8)

5. The previous steps (2–5) are repeated for other circumferential wavenumber components 𝐺 = 2, 3, 4, 5.
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Fig. 6. Stages for one iteration of the helical path separation algorithm according to [30]. Here, 𝑁 = 20 and 𝑀 = 5. These are simulated data from a finite
element model of the pipe bend setup described in Section 2.4. First, (a) shows the recorded signals across the receiving transducers when exciting on the
extrados position, which are replicated 5 times. Secondly, the recorded signals are time-reversed in (b) so that the first waveform is aligned. Then, in (c), a
window is applied to remove the majority of unwanted helical paths. In (d), a 2D-FFT transform has been applied to filter higher-order modes. Afterwards, the
cleaned waveform is forward-propagated as shown in (e). In stage (f), the cleaned signals from (e) have been translated horizontally and subtracted from all
the helical modes in (a), while avoiding the central mode. Finally, the cleaned waveform can be used for the next iteration, where more 2D-FFT components
can be included.

6. Finally, a tighter window is applied to leave only the first arrival.

For the first step of the helical separation algorithm, it is required to copy the recorded wave field or replica 0, 𝑀 times. Secondly,
the signals to the virtual receivers’ position are time-reversed using Eq. (4), where, 𝜙(2,1)

𝑟,𝑠 (𝑡) is the replicated wave field recorded
for the bend, 𝑘(𝜔) is the wave number, which can be extracted from the dispersion curves, and 𝑥𝑟,𝑠 the distance traveled from the
source to the receivers. For a straight pipe, [19] introduced a formula to find 𝑥𝑟,𝑠 for 𝑀 number of replicas. However, for the pipe
bend this formula cannot be directly used. Since the distance 𝑥𝑟,𝑠 is likely to be unknown, the most common approach would be to
compute as a function of the TOF 𝑡𝑟,𝑠, so 𝑥𝑟,𝑠 = 𝑐𝑔𝑡𝑟,𝑠, where 𝑐𝑔 is the group velocity of the excited mode and 𝑡𝑟,𝑠 is the TOF from
the source 𝑠 to the receiver 𝑟. For a recorded wave field, the TOF 𝑡𝑟,𝑠 can be computed by taking the difference between the Hilbert
envelope of the input and the measured signal [18].

In contrast, the shortest path algorithm from Section 2.2 can be followed to compute the geodesics’ paths from the source to the
receivers 𝜑𝑟,𝑠(𝑡). Then the distance 𝑥𝑟,𝑠 can be found simply by integrating 𝜑𝑟,𝑠(𝑡), and the wave field can be time-reversed.

In this paper, the geodesic and Hilbert distances 𝑥𝑔𝑟,𝑠 and 𝑥ℎ𝑟,𝑠 were used separately for the helical path separation algorithm. To
compute 𝜑(𝑡)𝑟,𝑠, the function ode45 from MATLAB software [45] was used to solve the system of differential equations expressed
in Eq. (3). The shooting angle window was found for each excitation point with 𝛥𝛼 = 0.01 and 500 geodesics were computed for
each replica. The computational time for computing 2500 geodesics and interpolating the 100 paths of interest, using the parallel
for loop parfor in MATLAB, was 4.05 s. Then the distance 𝑥𝑔𝑟,𝑠 was found by numerically integrating the path 𝜑(𝑡)𝑟,𝑠. On the other
hand, since the helical paths overlap with the first arrivals in most of the recorded wave fields, the times of flight for computing
𝑥ℎ𝑟,𝑠 were selected manually.

2.4. FE modeling

The pipe bend specimen used to demonstrate the effectiveness of the geodesics’ shortest path algorithm alongside the helical
path separation, consisted of a steel pipe specimen with inner radius 𝑟𝑖𝑛 = 0.1015 m, outer radius 𝑟𝑜𝑢𝑡 = 0.1095 m, a 90 degree bend
with radius 𝑅 = 0.329 m, and two straight pipe sections at the beginning and at the end of the bend each 0.20 m long, which
were included in the 3D Finite Element (FE) model. Two separate FE models, with and without a defect, were defined to study the
scattered wave field from the defect after the helical path separation. Further details about the pipe bend specimen, FE parameters,
and defect characterization are described in [39].

ABAQUS Explicit software was used [46] for the 3D guided wave propagation simulations in the pipe bend. The FE model
consisted of 560 elements along the circumference of the pipe, 6 elements along the thickness, and 550 elements along the 90 degree
rotation, or axial direction. The eight-node brick element type C3D8R was used. Additionally, absorbing regions were defined at
the edges of the bend, in order to avoid reflections from the boundaries [47].



Mechanical Systems and Signal Processing 204 (2023) 110820

8

C.-O. Rasgado-Moreno and M. Ratassepp

Fig. 7. Dispersion curves for the fundamental symmetric 𝑆0 and antisymmetric 𝐴0 modes in a 8 mm thick steel plate. (a) and (b) present phase and group velocity,
respectively, as a function of frequency. The high dispersion is often exploited by GWT. The phase and group velocities are influenced by the frequency–thickness
product. Thus, when the frequency remains constant, altering the thickness leads to a predictable variation in velocity. Therefore, if a reconstruction of velocity
is produced, this can subsequently be converted back to thickness.

Fig. 8. Pipe bend geometry computed in ABAQUS when exciting on the extrados position with a Hann-shaped defect, element type C3D8R, absorbing region
(A.R) 1 and 2 is shown in (a). In (b) the normalized radial displacements measured for 500 μ𝑠 are shown, and in (c) the TOF is obtained by taking the difference
between the peaks of the Hilbert envelope of the input and measured signal.

Three source positions were excited separately on one side of the bend at the intrados, top, and extrados. The 𝐴0 mode was
excited by applying an out-of-plane force in the radial direction. It is believed that the sensitivity of low frequency 𝐴0 to thickness
variations is higher to 𝑆0 [48]. Then, the radial displacement components were measured by 20 equally distributed monitoring
points placed at the end of the bend. Dispersion curves for an 8 mm thick steel plate are shown in Fig. 7, where the phase and
group velocities are a function of the frequency in Fig. 7(a) and (b), respectively. Moreover, in Fig. 7 it is observed that the 𝐴0 mode
is highly dispersive at low frequencies. For the excitation, a five-cycle tone-burst with a central frequency at 50 kHz modulated by
a Hanning window was excited.

In addition, a Hann-shaped defect 120 mm wide and with a maximum 30% of thickness reduction, was placed in the center of
the pipe along the extrados position to study the scattered wave field of the separated wave fields using the geodesic 𝑥𝑔𝑟,𝑠 and Hilbert
𝑥ℎ𝑟,𝑠 distances. The scattered wave field was obtained by a simple baseline subtraction of the wave fields with and without a defect.
A sample of the pipe bend geometry computed in ABAQUS for the extrados case with a Hann-shaped defect is shown in Fig. 8(a)
and the measured wave field in Fig. 8(b). The TOF 𝑡ℎ𝑟,𝑠 to compute 𝑥ℎ𝑟,𝑠 was obtained by taking the difference between the peaks of
the Hilbert envelope of the input and measured signal, as illustrated in Fig. 8(c).

3. Numerical analysis

3.1. Helical path separation

To extract the wavefront of interest required for GWT, the first step of the helical path separation algorithm requires the recorded
wave field to be replicated, as illustrated in Fig. 9(a)–(c) when the excitation source is at the intrados, top and extrados, respectively.
The recorded wave fields were replicated 5 times, with a total of 100 virtual receiving transducers, and the wavefront of interest
for each case has been highlighted with dashed lines. From Fig. 9, it can be observed that the TOF based on the Hilbert cannot
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Fig. 9. Replicated wave fields when the excitation source is located at the intrados (a), top (b) and extrados (c). The recorded wave fields were replicated
5 times, with a total of 100 virtual receiving transducers and the wavefront of interest for each case is highlighted with dashed lines. The TOF based on the
Hilbert transform for computing the distance 𝑥ℎ𝑟,𝑠 cannot be selected accurately due to the crossing of the helical paths with the wavefront of interest.

Fig. 10. Second step of the helical path separation algorithm. Time-reversed wave field for a straight pipe (a), and for the pipe bend using the Hilbert distances
𝑥ℎ𝑟,𝑠 (b), and the geodesics distances 𝑥𝑔𝑟,𝑠 (c). An aligned wave field should be expected when time-reversing the signals. Amplitudes are normalized.

be selected accurately when there is a crossing on the helical paths. Additionally, the natural dispersion of the guided wave might
induce additional errors for estimating the TOF. As a result, the Hilbert distance 𝑥ℎ𝑟,𝑠 will carry an uncountable error due to the
helical path crossing and guided wave dispersion.

The above-mentioned error in 𝑥ℎ𝑟,𝑠 becomes visible when time-reversing the wave field in the second step of the helical path
separation algorithm. Fig. 10 shows the second step of the helical path separation algorithm when the excitation source is located
at the extrados position. The aim of this step is to align the first arrivals so that the helical paths can be easily removed in further
steps. To illustrate this point, Fig. 10(a) shows the ideal time-reversed wave field for a straight pipe with similar characteristics
to the above-described pipe bend, where the wave field is clearly aligned and the energy is distributed homogeneously along the
transducers. Similarly, when using the Hilbert distances 𝑥𝑒𝑟,𝑠 in Fig. 10(b), the wave field is not smoothly aligned after the time-
reversal due to the above-mentioned errors when computing 𝑥ℎ𝑟,𝑠. The areas where the time-reversed wave field is more inconsistent
are highlighted with dashed lines. In contrast, Fig. 10(c) shows the time-reversed wave field for the bend specimen when using
the geodesic distances 𝑥𝑔𝑟,𝑠. The high contrast in the wave field energy is a consequence of the focusing effect previously reported
by [36]; however, the reversed wave field is aligned.

Afterwards, steps 3–6 from the helical separation algorithm can be performed with similar parameters as for the straight-pipe
case in [30]. Results for the computed geodesics 𝜑𝑟,𝑠(𝑡) and the helical path separation using the geodesics and Hilbert distances
are shown in Fig. 11. Fig. 11(a) shows the geodesic paths 𝜑𝑟,𝑠(𝑡) for the central replica (replica 0) and 2 additional replicas on
both sides when exciting on the intrados. In addition, the separated wave fields when using 𝑥ℎ𝑟,𝑠 and 𝑥𝑔𝑟,𝑠 are shown in Fig. 11(b)
and Fig. 11(c), respectively. Similarly, geodesic paths 𝜑𝑟,𝑠(𝑡) and separated wave fields are shown for the top Fig. 11(d) to (f), and
extrados positions Fig. 11(g) to (i).

It can be seen from Fig. 11(b) and (e) that using the Hilbert distance 𝑥ℎ𝑟,𝑠 for time-reversing the wave field leads to additional
artifacts after the helical path separation, where the most remarkable artifacts have been circled. Furthermore, the energy of the
wave field is not preserved accordingly. Since the wave field is not smoothly aligned, the selected windows will not be able to
exclusively keep the wave field of interest. Instead, information belonging to other helical paths will remain. In Fig. 11(e), the
circled area shows that the focusing effect from higher helical paths is not removed completely.

In contrast, the helical path separation algorithm performed as expected when using the geodesic distances 𝑥𝑔𝑟,𝑠. In Fig. 11(c), most
of the artifacts have vanished. The remaining artifacts are related to the helical path separation algorithm, which relies on minimizing
higher-order helical paths without removing the wavefront of interest. Similar artifacts are observed for a straight pipe [30]. In
addition, the focusing effect is well preserved in the central replica; see for example Fig. 11(f).

Moreover, the geodesic paths 𝜑𝑟,𝑠(𝑡) help to understand the focusing effect on the recorded wave fields. For example, in Fig. 11(g),
when the source is located at the extrados position, a gap is observed at the center of replica 0. This phenomenon is a consequence
of the geodesic paths being denser close to the extrados position. Therefore, the density of the geodesic paths 𝜑𝑟,𝑠(𝑡) at specific
locations can be translated to the positions where the recorded signal will be stronger, which is the focusing effect.
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Fig. 11. Replicated wave fields and cleaned wave fields when using the Hilbert distances 𝑥ℎ𝑟,𝑠 (second column) and geodesic distances 𝑥𝑔𝑟,𝑠 (third column) for
three excitation points: intrados (a)-(c), top (d)-(f) and extrados (g)-(i), respectively. Amplitudes are normalized.

3.2. Scattered wave fields

To observe that the information about the defect is preserved after the helical path separation, the scattering of the 𝐴0 mode was
investigated. A Hann-shaped thickness reduction of the outer surface was considered. The wave field scattered from the defect when
exciting on the extrados position was isolated by subtracting the received waveforms of the intact pipe bend from the waveforms
measured in the pipe bend with the defect. The contour plots of the scattered waves from FE and after the helical path separation
using 𝑥ℎ𝑟,𝑠 and 𝑥𝑔𝑟,𝑠 are shown in Fig. 12(a)–(c), respectively. The excitation source was placed at the extrados position and the
amplitudes of the waves were normalized by the maximum displacement value of the recorded signals from the intact pipe bend
measurements.

In addition, to evaluate quantitatively the scattering information preserved after the helical path separation, the infinity norm
was used to compute the residuals between the scatter wavefronts without separation and after separation. The infinity norm ‖𝑆‖∞
of a matrix 𝑆 is defined as the largest magnitude among each element of 𝑆, hence

𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙 =
||𝑆𝑠𝑒𝑝 − 𝑆||∞

||𝑆||∞
, (9)

where 𝑆𝑠𝑒𝑝 and 𝑆 represent the scattered waveform with and without helical path separation, respectively.
Fig. 12(a) shows the original scatter wave field from FE, which includes the helical paths. The additional paths observed between

500 μ𝑠 and 700 μ𝑠 correspond to the information about the defect carried by the helical paths. In contrast, when using the Hilbert
transform distances 𝑥ℎ𝑟,𝑠 in Fig. 11(b), the original shape of the scattered wave field is distorted and a residual of 0.6531 was found.
Also, additional artifacts are observed at both sides. This distortion in the scattered wave field from Fig. 11(b) implies that the
information of the defect has not been preserved properly, and this will lead to less accurate thickness reconstruction when using a
tomographic algorithm. However, when doing the helical path separation with the geodesic distances 𝑥𝑔𝑟,𝑠, shown in Fig. 12(c), the
scattered wave fields that follow the helical paths are removed and the main scattered field is preserved. In addition, the residual
for this case is 0.35, which is 1.8 times less than the previous case. Although a more accurate separation was achieved than in the
previous case, the residual will be 𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙 > 0 due to the scattering field preserved in the helical trajectories, as it is shown in
Fig. 12(a). However, this does not affect the thickness reconstruction, as reported by [30].
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Fig. 12. Scattering plot for a Hann-shaped defect located at the extrados position of the bend, for the original wavefield (a), the separated traces using 𝑥ℎ𝑟,𝑠 (b)
and 𝑥𝑔𝑟,𝑠 (c). Radial displacements were measured and the amplitudes were normalized.

Fig. 13. Experimental setup: (a) measurement setup with transducer arrays A and B with 20 transducers each and an acquisition system; (b) pipe bend with an
artificial defect composed of plasticine and located on the extrados position. The experimental pipe dimensions are the same as described in Section 2.4, with
the only exception being the straight pipe dimension whose longitudes are 1 m each to avoid reflections with the edges.

Finally, the influence of setting the right distance 𝑥𝑟,𝑠 when time-reversing the signals is evident. Otherwise, additional artifacts
would appear and influence further analysis or signal processing.

4. Experimental validation

A photograph of the experimental configuration used to demonstrate the separation algorithm based on the geodesic equations
is shown in Fig. 13. The experimental pipe dimensions are the same as described in Section 2.4, with the only exception that the
straight pipe dimensions are 1 m each to avoid reflections with the edges. The measurement setup in Fig. 13(a) consisted of two
rings of 20 piezoelectric transducers manufactured by Doppler, Ltd., Guangzhou, China, each with a central frequency of 50 kHz
located at each end of the bend, one multiplexer for exciting the desired signal, and a data acquisition box. The transducers were
equally distributed along the circumference and they were pressed against the pipe with springs so that the excitation was applied
in the radial direction. The excitation waveforms were sent to the data acquisition and the response waveforms were measured,
digitally filtered, and logged. Similarly to Section 3, the transmission of the 𝐴0 mode through the bend was investigated for the
three excitation points located at the extrados, top, and intrados positions of the bend. Further details about the measurement setup
and pipe characteristics are described in [39].

Fig. 14 presents the measured wave fields across 100 replicated transducers when the excitation source is located on the intrados,
top and extrados, Fig. 14(a) to (c), respectively. The original measurements, or central replica, correspond to transducers 41–60. The
amplitudes of the received waves were normalized by the maximum displacement value of the recorded signals. Some noise around
100 μ𝑠, is noticeable, caused by the crosstalk between transducers. In contrast, Fig. 14(d) to (f) show the separated wave fields for
each excited location. The separation of the measured wave fields were achieved by the process described in Section 3, when using
the geodesic distances 𝑥𝑔𝑟,𝑠. First, it is observed that the crosstalk between transducers has been removed; this is a consequence of
the windowing applied to the wave fields during the back-propagation step in the helical path separation algorithm. Secondly, in
Fig. 14(e) and (f), the focusing effect was preserved at the central replica, and removed from higher-order replicas, confirming that
the geodesics distances 𝑥𝑔𝑟,𝑠 are robust to experimental uncertainties.

For the scattering study, plasticine was used (𝜌 = 1452.3 kg∕m3, 𝑚𝑎𝑠𝑠 = 0.244 kg, 𝑟 = 50 mm) and it was attached to the
surface of the pipe on the extrados position as shown in Fig. 13(b). The scattered wave fields were obtained by subtracting the
measured waveforms of the intact pipe bend from the waveforms in the pipe bend with plasticine. Fig. 15 shows the scattered wave
field from the experimental measurements when exciting on the extrados position, the measured wavefronts (Fig. 15(a)) and the
separated wavefronts (Fig. 15(b)). In Fig. 15(a) the scattered wave field from the plasticine is observed alongside the noise coming
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Fig. 14. Experimental wave fields. The 𝐴0 mode was excited with a central frequency of 50 kHz. Measured wave fields replicated 5 times, when exciting on
the intrados (a), top (b), and extrados (c); and the extracted wave fields after the helical path separation (d)–(f). After the helical path separation, the noise
from the crosstalk is windowed and the focusing effect is preserved.

Fig. 15. Experimental scattered wave fields from the original time traces (a) and the separated time traces (b). The scattered wave field produced by the
plasticine is preserved after the helical path separation, confirming that the geodesic distances 𝑥𝑔𝑟,𝑠 are robust to experimental uncertainties.

from experimental uncertainties such as the crosstalk between transducers, coupling, and transducer mispositioning. In contrast,
in Fig. 15(b), where the first wave-packets have been separated, the scattered wave field from the plasticine is preserved with a
residual of 0.89; however, a cleaner image was produced from the resulting data regardless of the experimental uncertainties from
Fig. 15(a).

5. Conclusion

In this paper, a new method to compute the distances traveled from the source to the receivers in a pipe bend has been introduced.
The proposed shortest-path algorithm is based on the geodesic equations of a torus. Compared to the traditional ray-tracing and grid-
based methods, the geodesic shortest-path algorithm is a straightforward approach for finding the particle trajectory in a bend, which
only requires information about the bend geometry. Additionally, computing the geodesics can contribute to a better understanding
of the guided wave propagation in the bend, estimate the arrival times to the receivers and even trace helical paths. For example,
the so-called focusing effect can be seen as a consequence of the geodesics being concentrated at a specific location.

The accuracy of the geodesic trajectories was demonstrated for extracting the first arrival of FE-measured wave fields in a pipe
bend specimen. Compared to the Hilbert distances, it was shown that the focusing effect and the scattered field were preserved for
the separated wave field using the geodesic distances.

Moreover, the method described in Section 3 was applied to experimental test data, separating the wave fields of interest well and
enabling a cleaner image from the resulting data. The helical path separation technique was robust to experimental uncertainties,
such as crosstalk between transducers and coupling. However, it is necessary to study environmental variations such as temperature
and fluid loading.

Finally, the shortest-path algorithm for the bend can be extended to other parametric surfaces, such as the paraboloid, cone,
saddle point, etc. Therefore, the application of time-reversal based methods would be possible for more complicated geometries
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rather than the conventional plate and pipe. Future work should involve the introduced shortest-path algorithm based on the
geodesic equations for damage detection methods involving time-reversal and guided wave tomography.
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A B S T R A C T

Pipe bends are recognized as critical areas susceptible to wall thinning, a phenomenon instigated by abrupt
changes in the fluid flow direction and velocity. Conventional monitoring techniques for bends typically
depend on localized ultrasonic measurements of thickness. While these methods are effective, they can be
time-consuming compared to the use of permanently installed transducers, a strategy employed in guided wave
tomography (GWT). GWT provides the advantage of identifying and quantifying damage within a specified area
by processing waves that are both generated and received by a set of transducers. In this study, we implement
a GWT method based on full waveform inversion (FWI) for a high-resolution thickness reconstruction of a
steel pipe bend. The wavefield in the bend section, made artificially anisotropic, is modeled using Thomsen
parameters in the two-dimensional domain. This enhances its integration with the FWI algorithm. A numerical
investigation was conducted to evaluate the efficacy of FWI in the presence of a defect as a function of
its circumferential position. Additionally, an experimental evaluation was performed to reconstruct a defect
artificially created on a pipe bend with a diameter (d) of 220 mm and a bend radius of 1.5d, and a defect
with a diameter of 100 mm and a depth of 47%. The results indicate that the FWI method can effectively
reconstruct the thickness map of smooth defects, regardless of their location, and it is particularly effective
for defects situated closer to the extrados position.

1. Introduction

Pipe bends, among other components in pipeline systems, face
unique challenges due to stress from fluid direction changes, making
them vulnerable to fatigue, corrosion, and cracking [1]. Fatigue results
from repeated stress cycles, leading to microscopic cracks that can
grow over time, potentially causing pipe failure [2]. Corrosion, the
natural deterioration of the pipe material due to chemical reactions
with the environment, can thin the pipe walls, reducing their pressure-
withstanding capacity [3]. Cracking can occur due to both fatigue and
corrosion [4], especially at high-stress areas like pipe bends. These
cracks can propagate, significantly reducing the pipe’s structural in-
tegrity and potentially leading to failures if they are not detected
and remedied in time. Therefore, identifying and monitoring damages
in pipeline features, such as bends, is key to maintaining pipeline
efficiency, reducing maintenance expenses, prolonging the operational
lifespan, and preventing disastrous failures [5].

Traditional non-destructive testing (NDT) methods used for pipeline
inspection often face challenges due to their inherent limitations. For
instance, X-rays, while their image reconstruction is quite sensitive,

✩ This document represents the results of the research project funded by the European Union’s Horizon 2020 Research and Innovation Programme under grant
agreement no. 860104, project GW4SHM (Guided Waves for Structural Health Monitoring), and the Estonian Research Council, Estonia, grant PRG737.
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E-mail addresses: carlos.rasgado@taltech.ee (C.-O. Rasgado-Moreno), madis.ratassepp@taltech.ee (M. Ratassepp).

can be cumbersome to implement [6]. Local thickness gauges, on the
other hand, are slow when they are used to inspect large areas [7]. In-
pipe robots provide detailed inspections but require the halting of plant
operations [8], which can lead to significant downtime and potential
economic losses.

Alternatively, ultrasonic guided wave tomography (GWT) has
emerged as a powerful tool to locate and quantify damage [9,10]. In a
traditional pitch-catch setup, GWT is performed by a pair of transducer
arrays in direct contact with the pipe surface, as illustrated in Fig. 1(a).
In Fig. 1(a), two rings of transducers are attached to the pipe surface.
Each ring consists of an equal number of transducers, where one ring
can emit the guided wave, while the other ring receives the transmitted
signals coming from different angles.

Guided wave tomography (GWT) leverages the dispersion char-
acteristics of wave guides, which are dependent on the product of
frequency and thickness [11]. Fig. 1(b) illustrates the dispersion curves
of the fundamental Lamb wave modes for an 8-mm-thick steel plate.
Compared to the 𝑆0 mode, the 𝐴0 mode exhibits greater dispersion at
lower frequencies, as highlighted by the dashed lines in Fig. 1(b). GWT
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Fig. 1. A guided wave tomography setup (a), integrated by two rings of transducers,
and the dispersion curves of fundamental Lamb wave modes for an 8-mm-steel plate
(b). In this study we used the information of the 𝐴0 mode contained in the dashed
lines.

primarily relies on analyzing waveforms to create a thickness map for
a specific section, defined by the transducer rings. As both phase and
group velocities are influenced by the frequency-thickness product, any
change in the wall thickness, assuming a constant frequency, will result
in a variation in the phase velocity of the wavefield. Consequently, if
a velocity reconstruction is generated, it can be interpolated back to
thickness [12].

Hence, any thickness loss within the delimited area is iteratively
reconstructed by minimizing the difference between the observed and
synthetic data, making GWT suitable for structural health monitoring
applications [13–15].

GWT has been applied extensively for damage characterization in
both isotropic and anisotropic materials, particularly in simple struc-
tures such as plates [16,17] and straight pipes [18,19]. The preference
for two-dimensional (2-D) acoustic models over their three-dimensional
(3-D) counterparts in GWT is primarily due to their simplicity, lower
computational demands, and compatibility with tomographic algo-
rithms.

The process of the 2-D modeling of guided wave propagation in
straight pipes involves unwrapping the pipe axially, which results in
an approximation similar to guided wave propagation in plates [20].
This allows the same acoustic wave equation used for plates to be
applied to model guided waves and their interaction with defects, by
integrating the cyclic nature of the pipe into the model [18]. However,
the propagation of guided waves in a bend section poses additional
challenges compared to a straight pipe, primarily due to the anisotropy
of the wavefield induced by the bend radius.

The application of GWT to pipe bends has been primarily con-
strained to the orthogonal parametrization of the pipe bend into a
2-D domain, coupled with travel-time-tomography-based methodolo-
gies [21–23]. For instance, Volker and van Zon [21] proposed a 2-D
deformed grid representation of a pipe bend and successfully recon-
structed a smooth defect numerically. Conversely, Brath et al. [24]
presented an orthogonal representation of a pipe bend using a 2-D rect-
angular domain. In this model, the acoustic wavefield is rendered artifi-
cially inhomogeneous and elliptically anisotropic. This parametrization
was subsequently implemented in [22,23] to reconstruct the maps of
the remaining thickness in pipe bends affected by corrosion.

Travel-time tomography, while effective, has its limitations. It de-
pends on the time-of-flight (TOF) measurements to build a represen-
tation of the distribution of the wave propagation speed, using a ray
model as a basis. This approach tends to overlook diffraction and is
limited to reconstructing defects larger than the wavelength of the
guided wave. In the context of a pipe bend, the rays often bypass the
bend elbow due to the focusing effect [24,25]. As a result, the accuracy
of travel-time tomography in pipe bends is influenced by the circum-
ferential position of the defect [26]. To reduce this constraint, Brath

Fig. 2. A pipe bend section can be represented as a torus section (a). Then, the 3-D
space domain 𝛴 can be translated into the 2-D space domain 𝛺 (b).

et al. [22] suggested the addition of an extra set of transducers along
the bend’s elbow. This enhancement increases the view angles, thereby
reducing the dependency on the defect’s circumferential position, at the
cost of additional transducers.

To overcome the limitations of travel-time tomography, in this study
we introduce a full waveform inversion (FWI) tomography method
based on guided waves for corrosion mapping in pipe bends, by in-
troducing a new acoustic forward model for a pipe bend. FWI utilizes
all of the waveform information, not just specific features such as the
TOF, allowing more accurate results [27–29]. We discretize the 2-D
acoustic model using the finite difference (FD) method [30]. Then,
the anisotropy wavefield, which is determined by the curvature of
the bend, is shaped using Thomsen parameters [31]. Furthermore, we
examine the impact of the circumferential position of the defect on
the thickness mapping and conduct an experimental validation of the
method.

This paper is organized as follows: the methods for acoustic mod-
eling and full waveform inversion for a pipe bend are detailed in
Sections 2 and 3, respectively. Section 4 introduces the numerical meth-
ods employed in this study. The proposed approach is then validated
both numerically and experimentally, with the results being presented
in Section 5. Finally, Section 6 draws conclusions from the study and
discusses potential future work.

2. 2-D acoustic forward model of a pipe bend

2.1. Orthogonal parametrization

The implementation of GWT based on full waveform inversion
requires a 2-D representation of the acoustic wavefield for a pipe bend.
In this context, we can conceptualize the pipe bend section as a function
of revolution or a torus section, as illustrated in Fig. 2(a). The torus
section is defined within the 3-D domain 𝛴 by the minor radius 𝑟,
major radius 𝑅, azimuth longitude 𝛽, and latitude 𝛼. Subsequently, we
introduce a parametrization of the torus in the 2-D space domain 𝛺, as
proposed by [24], that is represented by the following set of equations:
𝑋 =

(

𝑅 + 𝑟 cos 𝑥
𝑟

)

cos
𝑦

𝑅 + 𝑟
,

𝑌 = 𝑟 sin 𝑥
𝑟
,

𝑍 =
(

𝑅 + 𝑟 cos 𝑥
𝑟

)

sin
𝑦

𝑅 + 𝑟
.

(1)

Consequently, the 2-D domain 𝛺 can be defined as 𝛺 = [0, 2𝜋 𝑟] ×
[0, 𝛽(𝑅 + 𝑟)], with the longest azimuth length located in the middle of
the 𝜔 plane, at (𝜋 𝑟, 𝑦), and the shortest at the edges (0, 𝑦) and (2𝜋 𝑟, 𝑦),
respectively.

2.2. Wave equation

Given the orthogonal parametrization of the pipe bend in Eq. (1),
the guided wave propagation into the 2-D domain can be modeled as
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an elliptically anisotropic wavefield [24]. Consequently, the acoustic
wavefield of a torus section can be represented as a vertical transversely
isotropic (VTI) medium. The acoustic wavefield of a VTI medium can
be described by a system of second-order partial differential equa-
tions [32]:
⎧

⎪

⎨

⎪

⎩

1
𝑣2

𝜕2𝑝
𝜕 𝑡2 − (1 + 2𝛿)𝐻 𝑝 −𝐻0𝑝 = (1 + 2𝛿)𝐻 𝑞 ,

1
𝑣2

𝜕2𝑞
𝜕 𝑡2 − 2(𝜀 − 𝛿)𝐻 𝑞 = 2(𝜖 − 𝛿)𝐻 𝑝,

(2)

where the differential operators 𝐻 and 𝐻0 are defined as
⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝐻 = cos2 𝜃 𝜕2

𝜕 𝑥2 + sin2 𝜃 𝜕2

𝜕 𝑦2 − sin 2𝜃 𝜕2

𝜕 𝑥2𝜕 𝑦2 ,

𝐻0 = sin2 𝜃 𝜕2

𝜕 𝑥2 + cos2 𝜃 𝜕2

𝜕 𝑦2 − sin 2𝜃 𝜕2

𝜕 𝑥2𝜕 𝑦2 .
(3)

In Eq. (2), 𝑝 represents the pressure field of the propagating wave,
𝑞 denotes an auxiliary wave field, 𝑣 is the pressure phase velocity, and
𝜀 and 𝛿 stand for anisotropic parameters, as defined by Thomsen [33].

To describe the elliptical anisotropy wavefield for a torus section
as a VTI medium, consider the relationship between the phase velocity
and the velocity along the symmetry 𝑥-axis, denoted as 𝑣𝑣 [32]:

cos2 𝜃
𝑣2𝑣

= 1
𝑣2

− (1 + 2𝛿)
sin2 𝜃
𝑣2𝑣

1
𝑣2

1
𝑣2

− 2(𝜖 − 𝛿) sin
2 𝜃
𝑣2

, (4)

where 𝜃 is the angle with respect to the symmetry axis. Notably, for a
VTI medium, 𝜃 = 𝜋∕2, and given the elliptical anisotropy condition,
𝜀 = 𝛿 [34]. In addition, following the orthogonal representation of
the bend from Eq. (1), the velocity along the symmetry 𝑥-axis 𝑣𝑣 is
determined by 𝑣𝑣 = 1

𝜚 , with 𝜚 = 𝑅+𝑟 cos(𝜃)
(𝑅+𝑟) [24]. Hence, Eq. (4) yields

𝜀 = 𝛿 = 1
2

(

1
𝜚2

− 1
)

. (5)

3. Full waveform inversion

The forward problem described in Section 2 enables the prediction
of the wavefield data 𝐮(𝐦(𝜔)), as a function of the angular frequency 𝜔,
for a given emission-transmission configuration and a particular group
of wavefield parameters 𝐦, defined at each point (𝑥, 𝑦) on the 2-D grid
shown in Fig. 2(b). In GWT we aim to compute the parameters 𝐦 that
allow the calculation of synthetic wavefields 𝐮 that closely match the
experimental measurements 𝐝. The residual error can be calculated as

𝛥𝐝 = 𝐮(𝐦) − 𝐝(𝐦𝑜𝑏𝑠) (6)

(with an implicit dependency on 𝜔), where 𝐮(𝐦) is the wavefield
calculated by Eq. (2), and 𝐝(𝐦𝑜𝑏𝑠) is the observed wavefield. Naturally,
we aim to find 𝐦 such that 𝛥𝐝 is minimized. Thus, the inverse problem
is formulated to minimize the sum of squared residuals:

𝑚𝑖𝑛𝑚𝑓 (𝐦) = 1
2
𝛥𝐝𝑇 𝛥𝐝, (7)

where 𝑚𝑖𝑛𝑚𝑓 (𝐦) represents the 𝑙2 norm misfit function, and 𝛥𝐝𝑇 de-
notes the conjugate transpose of the residual error.

In this study, the non-linear waveform inversion problem is com-
puted with the SEISCOPE optimization toolbox [35]. SEISCOPE solves
the inversion problem using the gradient method: it starts with a given
initial model, and a forward-modeling step is performed to compute
the residuals in Eq. (6). The parameter set 𝐦 is updated iteratively to
derive a new set of parameters, defined as follows:

𝐦𝑘+1 = 𝐦𝑘 − 𝑎𝑘𝛥𝑚𝑘, (8)

where 𝑘 is the iteration step, and 𝑎 is the scalar step length; it is
computed through a line-search process [35]. 𝛥𝑚𝑘 is the gradient

Fig. 3. Flow diagram of the full waveform inversion algorithm. The inverse problem
is formulated to iteratively minimize the sum of squared residuals.

Fig. 4. Steel pipe bend geometry used in simulation and experimental validation: top
view (a), front view (b), and isometric view (c).

Table 1
Mechanical properties of the steel pipe specimen.

Density Young’s modulus Poisson’s ratio
𝜌 (kg/m3) 𝐸 (GPa) 𝜈

7932 216.9 0.2865

of the misfit function with respect to the model parameters. Among
the optimization routines that can be used to compute the gradient
inside the SEISCOPE optimization toolbox, we selected the Nonlinear
Conjugate Gradient algorithm [36] to solve the inversion problem due
to its low computational demand [35].

The model perturbations are iteratively updated by multiplying the
gradient of the objective function by the step length 𝑎, which is com-
puted through a line-search process and simultaneously recalculated at
each iteration. To illustrate the algorithm, a flow diagram is shown in
Fig. 3.

4. Numerical modeling

4.1. Configuration of the problem

In this work, we considered the steel pipe bend geometry described
in Fig. 4. The geometry consists of an inner radius 𝑟𝑖𝑛 = 0.1015 m, an
outer radius 𝑟𝑜𝑢𝑡 = 0.1095 m, an azimuth longitude 𝛽 = 𝜋∕2 with a major
radius 𝑅 = 0.329 m, and two straight pipe sections at the beginning and
at the end of the bend that are each 1 m long. The straight sections were
only included in the elastic modeling and experimental measurements
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to avoid reflections due to the edges. Likewise, the mechanical material
properties are listed in Table 1.

Twenty transducers were equally distributed among each transducer
ring (A-B) and located at both ends of the bend, as shown in Fig. 4(c).
Further details on the bend geometry, experimental setup, and guided
wave propagation in this configuration are described in [31].

4.2. Elastic modeling

3-D elastic models are often considered to provide a more accurate
representation of guided wave propagation compared to 2-D models.
This is because 3-D models can capture the full complexity of wave
propagation in all directions [37]. Therefore, in this study we com-
puted 3-D guided wave propagation simulations in order to compare
them with experimental data. We performed simulations using the
ABAQUS Explicit software [38]. The finite element model of the pipe
geometry, described in Fig. 4, was built with 560 elements around
its circumference, 6 elements across its thickness, and 550 elements
spanning the 90-degree axial rotation, and the C3D8R eight-node brick
element type was used. To avoid boundary reflections, we designated
absorbing regions beyond the edges of the bend (in the straight pipe
sections) [39].

We excited the 𝐴0 mode by applying an out-of-plane force in the ra-
dial direction. The 𝐴0 mode is considered to have a higher sensitivity to
thickness variations than the 𝑆0 mode [40]. After this, we recorded the
radial displacement components on the bend’s opposite side, resulting
in 400 transmitted signals for each ring of transducers. The dispersion
curves for an 8-mm-thick steel plate are shown in Fig. 1(b), which
illustrates the phase velocity as a function of frequency. As can be
seen from Fig. 1(b), the 𝐴0 mode shows substantial dispersion at lower
frequencies. Consequently, we excited a five-cycle tone burst with a
central frequency of 50 kHz, modulated by a Hanning window.

4.3. Acoustic modeling

The image reconstructions for numerical and experimental analysis,
later described in Section 5, are computed by considering all wave
packets that have completed up to three full revolutions around the
circumference. As a result, the 2-D domain consists of three identi-
cal replicas, as illustrated in Fig. 5. Each replica is discretized us-
ing 4.143 × 4.143 mm2 square elements, leading to 481 × 166 nodes
(circumferential-azimuthal). Naturally, the emissions were located in
the central replica, while the transmissions were also located in the
additional replicas; this was done to include the higher-order helical
wave paths in the simulation [24].

Fig. 5(a) and (b) show the distribution of Thomsen parameters
along the bend and the phase velocity distribution or background
velocity, respectively. The phase velocity remains constant due to the
isotropic nature of the steel. However, the wavefield is artificially made
anisotropic by the Thomsen parameters. The anisotropy extends from
the center of the replica towards the edges, as shown in Fig. 5(a).

It should be noted that the 2-D FD model is a simplified rep-
resentation of the more complex 3-D wave propagation model. This
approximation can impose certain limitations on the inversion process,
particularly if the data used for modeling diverge significantly from one
another [41].

We followed the FD method using the mixed-grid approach for the
simulations in the acoustic domain [30]. We carried out calculations
using the 2-D frequency-domain engine TOY2DAC [35]. TOY2DAC uses
the optimization routines from the SEISCOPE toolbox to address the
minimization problem defined by Eq. (7) in the frequency domain for a
given frequency. The fast Fourier transform was used to convert the re-
sults from the time domain to the frequency domain. The phase velocity
was the inverted parameters at a specific frequency, and we derived the
remaining thickness maps by interpolating the reconstructed velocity
as a function of the frequency-thickness product using the dispersion

Fig. 5. Input parameters for the acoustic modeling. Thomsen parameters 𝜀 and 𝛿 (a)
make the wavefield artificially anisotropic given the phase velocity (b) along the bend.

curve of the 𝐴0 mode. The computations were performed on a cluster
with two Intel Xeon E5-2660v2 processors and 64 GB RAM, and the
calculation time for a single frequency was 5 min. Further details on
the 2-D acoustic forward model that uses Thomsen parameters to map
the elliptical anisotropy of the bend area, as well as its resemblance
to its 3-D elastic modeling counterpart and scattering, can be found
in [31].

4.4. Helical path separation

The 2-D acoustic model, as outlined in Section 2, mirrors the GW
propagation of a plate. However, it does not account for the cyclic
characteristic of the pipe within a specific inspection area, defined by a
pair of transducer rings. To isolate the first wave packet that reaches the
receivers from the elastic modeling and experimental measurements,
we used the robust helical path separation algorithm, as developed
in [42].

In the helical path separation algorithm, the time traces 𝑢𝑟,𝑠(𝑡),
which originate from emission 𝑠 and arrive at transmission 𝑟, are
duplicated 𝑚 times to create 𝑢𝑟+𝑁 𝑚,𝑠(𝑡). Here, 𝑁 denotes the total
number of sources, 𝑚 the number of replicas, and 𝑁 𝑚 the increment
in each receiver transducer number. Next, the replicated time traces
𝑢𝑟,𝑠(𝑡) are time-reversed by
⃖⃖𝑈 𝑟,𝑠(𝜔) = FFT

(

𝑢𝑟,𝑠(𝑡)
)

exp[−𝑖𝑘(𝜔)𝑥𝑟,𝑠], (9)

where ⃖⃖𝑈 𝑟,𝑠(𝜔) is the time-reversed signal in the frequency domain, 𝑘(𝜔)
is the wave number for each frequency 𝜔, and 𝑥𝑟,𝑠 is the traveled
distance from the transmission to the emission.

Moreover, a series of band-pass filters and windows are applied to
extract the first-arriving wave packet ⃖⃖𝜙𝑟,𝑠(𝜔). Then, ⃖⃖𝜙𝑟,𝑠(𝜔) is forward-
propagated:
⃖⃗𝜙𝑟,𝑠(𝜔) = ⃖⃖𝜙𝑟,𝑠(𝜔) exp[𝑖𝑘(𝜔)𝑥𝑟,𝑠]. (10)

Finally, the original replicated time traces 𝑢𝑟,𝑠(𝑡) are cleaned up by
minimizing the waveforms belonging to other replicas. Mathematically,
this is represented as

𝑢ℎ𝑝𝑟,𝑠(𝑡) = 𝑢𝑟,𝑠(𝑡) − ⃖⃗𝜙𝑟+𝑁 𝑚,𝑠(𝑡), (11)

with 𝑢ℎ𝑝𝑟,𝑠(𝑡) being the helical-path-separated time traces. Note that
the accuracy of Eqs. (9) and (10) is dependent on the ray’s traveled
distance 𝑥𝑟,𝑠. Hence, computing the shortest path 𝑥𝑟,𝑠 is crucial for a suc-
cessful implementation. Further details and this method’s application to
pipe bends can be found in [43].
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Fig. 6. All the rays used to calibrate 𝐷𝑟,𝑠 (a), and calibration factors 𝑄𝑟,𝑠 plotted in
the complex plane (b).

4.5. Data calibration

Given that the inversion algorithm relies on FD acoustic modeling,
it is recommended to adjust the data in relation to the acoustic model,
whether they are simulation data or experimental data [16]. The re-
scaling is crucial to compensate for any potential discrepancies in phase
and amplitude between the two models, thereby reducing the number
of artifacts.

Conventionally, the calibration factor 𝑄 is computed as

𝑄𝑟,𝑠 =
𝑈𝑟,𝑠(𝜔)
𝐷𝑟,𝑠(𝜔)

, (12)

where 𝑈𝑟,𝑠 and 𝐷𝑟,𝑠 are the data transmitted from 𝑟 to 𝑠 by FD modeling
and the observed data in the frequency domain, respectively. In the lit-
erature, 𝑄𝑟,𝑠 is often computed with a baseline data set, with 𝐷𝑟,𝑠 being
the transmitted data without any flaw, or by manually selecting a ray
that propagates through a domain free from any defects [17,26,41,44].
However, for practical applications, a baseline data set might not be
available, or it might lead to false alarms [45].

In this work, we followed the autocalibration method for the re-
scaling step [46]. Overall, the autocalibration method consists of lo-
cating the defect and using the healthy rays to compute the mean 𝑄
for those rays that are in close proximity to the flaw. Briefly, 𝑄𝑟,𝑠 is
constructed in three steps:

1. Locating the defect. A background velocity model should be
obtained, so that we can estimate the position of the defect. This
can be achieved by ray-tomography-based algorithms [46].

2. Selecting healthy rays. Then, all the ray paths 𝐷𝑑
𝑟,𝑠 in close

proximity to the flaw are removed, with a distance defect-ray
threshold of 1%, keeping only the healthy rays 𝐷ℎ

𝑟,𝑠 for the next
step.

3. Computing the confidence ellipse. Next, a 95% confidence
ellipse of the calibration factors 𝑄ℎ

𝑟,𝑠 of the remaining ray paths
𝐷ℎ

𝑟,𝑠 is computed. Finally, the calibration factors for all the ray
paths outside of the confidence ellipse are set to the mean of the
rays contained in the ellipse.

Fig. 6(a) shows the velocity field of a pipe bend with an arbitrary
defect located at the extrados. The ray paths are bent due to the
elliptical anisotropy. In Fig. 6(b), those rays in close proximity to the
flaw have been excluded to compute the mean calibration factor 𝑄.

5. Results and discussion

5.1. Numerical study

We conducted a numerical investigation to evaluate the efficacy
of FWI in reconstructing the thickness map of a pipe bend in the
presence of Hann-shaped defects at different circumferential positions.

Fig. 7. Hann-shaped defect with 50% thickness reduction located at 0◦ (a), 90◦ (b),
and 180◦ (c).

Fig. 8. Maximum thickness maps reconstructed as a function of defect depth and
position around the pipe circumference (a) and relative mean error for each case (b).

The width of the defect was set to 120 mm for all the cases, while
the depth of the defect was varied from 10% to 50%; it was placed
at seven different circumferential positions 𝛼: 0◦, 30◦, 60◦, 90◦, 120◦,
150◦, and 180◦, respectively. Fig. 7 shows three main locations of the
defect’s position: extrados (a), top (b), and intrados (c). The distribution
of the transducers, for both numerical and experimental studies, is
illustrated in Fig. 7(c). Further details about the Hann-shaped defect
characterization are described in [31].

To quantitatively evaluate the wall-thickness loss map reconstruc-
tion, we used the mean magnitude of relative error (MMRE) of the resid-
uals between the true defect 𝑇 and the reconstructed 𝛤 wall-thickness
maps. The MMRE is the mean of the ratios of the absolute difference
between two values to the magnitude of one of the values [47]. For a
total of 𝑛 ratios,

𝑀 𝑀 𝑅𝐸 = 1
𝑛

𝑛
∑

𝑖=1

|

|

𝑇𝑖 − 𝛤𝑖
|

|

𝑇𝑖
. (13)

Fig. 8(a) illustrates the relationship between the reconstructed maxi-
mum depth and the nominal defect depth, varying with the defect’s
position around the pipe circumference. The depth is expressed as a
percentage of the nominal wall thickness. Similarly, Fig. 8(b) shows
how the MMRE varies with the defect’s depth and position around the
circumference.

Fig. 8(a) makes it clear that for each circumferential position, the
maximum reconstruction depth accuracy has a linear trend. In addition,
the MMRE from Fig. 8(b) shows a dependency on the circumferential
position. The closer the defect is to the center of the 2-D domain, the
more accurate the reconstruction. This trend is a consequence of the
limited view angles [48].

Compared to GWT based on the TOF for a pipe bend [22,23], it
is evident that FWI is capable of locating the defect regardless of its
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Fig. 9. Thickness reduction on a steel pipe bend (a) and its remaining thickness (b).

circumferential position. In TOF approaches, the ray paths in the bend
avoid the extrados positions due to the focusing effect [25], limiting
the coverage of the view angles. As a result, Brath et al. [26] proposed
adding an additional array of transducers along the extrados position.
In contrast, FWI takes advantage of the focusing effect, resulting in a
more accurate reconstruction when the defect is located close to the
extrados, as illustrated in Fig. 8(b).

In addition, since FWI does not rely on the wave paths for the
inversion scheme, a conventional pair of transducers is sufficient for
the monitoring process. Moreover, greater accuracy can be achieved
by increasing the number of replicas or using adaptive threshold regu-
larization [49] or Tikhonov regularization [50].

5.2. Experimental validation

We utilized an angle grinder to decrease the thickness of the pipe
bend, and we aimed to create a smooth defect with a diameter of
100 mm and a thickness reduction of 47%, as shown in Fig. 9(a). The
center of the defect is at [0, 𝜋∕2], which are the circumferential and az-
imuth coordinates, respectively. Subsequently, Creaform’s ACADEMIA
50 scanner [51] was employed to measure the remaining surface of
the pipe bend. The scanner uses structured white light technology,
which involves projecting structured light onto an object and using
cameras to capture the deformation of the light pattern. These data
were then processed to generate a detailed 3-D model of the pipe
bend. The remaining wall-thickness map was then interpolated to fit
the elastic model of the pipe bend described in Section 4.2. The 3-D
elastic model was used to generate a synthetic data set to assess the FWI
reconstruction against the FWI from the experimental results. Fig. 9(b)
displays the remaining thickness of the pipe bend.

For this study, we used the measurement setup shown in Fig. 9(a).
The measurement setup includes two rings, each containing 20 piezo-
electric transducers with a resonant frequency of 43 kHz. These trans-
ducers, produced by Doppler, Ltd., in Guangzhou, China, are placed at
both ends of the bend. The setup is complemented by a multiplexer for
signal excitation and a data acquisition box. The transducers, which
are uniformly distributed around the circumference, are spring-loaded
against the pipe to facilitate radial excitation. Further details about the
instrumentation are given in [31].

We measured the transmission of 𝐴0 from each transducer to the
opposite ring, resulting in a total of 400 recorded signals per transducer
ring. The excitation source, 2-D acoustic model, 3-D elastic model, and
measurement response are shown in Fig. 10.

Fig. 10(a) illustrates the excited five-cycle tone burst with a central
frequency of 50 kHz, along with the corresponding response from one
transducer ring when it is excited at the extrados position. The 3-D
elastic modeled and measured data are shown in Fig. 10(b) and (c),
respectively. Both wavefields have been replicated three times in ac-
cordance with the helical path separation algorithm. For reference, the
wavefield without any flaws, resulting from the 2-D acoustic forward
model, is included in Fig. 10(d). This model naturally does not include

any helical paths due to the absorbing boundary conditions in the 2-D
acoustic forward model [30].

In contrast, Fig. 10(e) and (f) display the extracted wavefield after
computing the helical path separation for the elastic modeled and
measured data, respectively. Fig. 10(e) shows minor artifacts along the
extracted wavefield, which can be attributed to its interaction with the
defect and the robustness of the helical path separation algorithm [42].
Further analysis of the acoustic forward model and the helical path
separation for pipe bends is provided in [43].

The last row of Fig. 10 presents the frequency spectrum of the
transmitted data at the extrados position (𝑟 = 31) for the 2-D FD
(g), 3-D elastic modeled (h), and experimental data (i). As expected,
the central frequency of the 2-D transmitted data in Fig. 10(g) is
50 kHz, and the same is true for the 3-D elastic modeled data in
Fig. 10(h). In contrast, the central frequency of the transmitted data
in Fig. 10(i) is 45 kHz. This shift can be attributed to the transducer
performance, which generates significant heat at resonance, leading to
low efficiency [52]. Additionally, in Fig. 10(g)–(i), the pressure field of
the initial acoustic model 𝑈 (𝑚0) and the frequency components used
for the monochromatic reconstruction of the observed data 𝐷𝑟,𝑠(𝑚𝑜𝑏𝑠)
at 50 kHz or 𝐷𝑟,𝑠(𝜔50), which are later used for the FWI algorithm
to compute the misfit function, are highlighted with a triangle. Then,
before performing the inversion, we re-scaled the 3-D elastic modeled
and measured selected frequency components 𝐷𝑟,𝑠(𝜔50), following the
autocalibration method described in Section 4.5. This resulted in a total
of 2400 components, which include the view angles from the three
replicas and the two arrays.

Fig. 11 illustrates the 2-D representation of the real thickness re-
duction measured with the Creaform scanner and its monochromatic
reconstruction of the thickness at 50 kHz, obtained after 10, 20, and
40 iterations for the 3-D elastic modeled and measured data. In the
case of the 3-D elastic modeled data, the solution exhibits a smooth
evolution during the iteration process. It starts by over-sizing the defect
in Fig. 11(b), getting closer to the real size in Fig. 11(c) and achieving
a more detailed reconstruction of the depth towards the final iteration
in Fig. 11(d).

In addition, Fig. 12 shows the norm of the gradient misfit function
‖∇𝑓 (𝑚𝑘)‖ [53] with respect to the model parameter 𝑚𝑘 for the 3-
D elastic modeled and measured data. The 3-D elastic modeled data
initially exhibit a smaller gradient compared to the measured data. This
discrepancy arises because the FE simulations represent an idealized
case without experimental uncertainties. Moreover, the modeled data
appear to converge after 30 iterations.

In contrast, the size of the defect appears to converge from iteration
10, as shown in Fig. 11(e), and later defines the depth towards the
center of the defect in subsequent iterations. Additionally, compared to
the 3-D elastic modeled data, the measured data exhibit a higher num-
ber of artifacts. These artifacts are more remarkable in the azimuthal
direction, with a tilted and shallow ellipsoidal shape, showcasing a
depth of up to 2 mm.

To further illustrate the construction of the thickness maps, Fig. 13
shows the axial profiles along the circumferential and azimuthal direc-
tions after 40 iterations, respectively. For simplicity, higher artifacts
were removed.

For the 3-D elastic modeled data, a good agreement was observed
between the size and location of the defect. Despite the presence of
some artifacts, they do not degrade the quality of the interior of the
defect area. The resulting MMRE was 0.4%, which was expected from
the maximum thickness map study previously mentioned in Fig. 8(b).

On the other hand, the length of the defect is notably underesti-
mated in the circumferential direction, as shown in Fig. 13(a). How-
ever, Fig. 13(b) shows a good agreement in the azimuthal direction,
resulting in an MMRE of 0.7%.

The inaccuracy in the circumferential direction and strong artifacts
in the azimuthal direction can be attributed to the normalization of
the scattered signals using the mean of the non-scattered ones in the
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Fig. 10. Excitation source (a), the recorded wavefields when excited at position 11 for the 3-D elastic modeled data (b), and the measurements (c). 2-D acoustic wavefield without
a flaw (d), the helical-path-separated wavefields for the 3-D elastic modeled data (e), and measurements (f). Frequency spectra from transmission 31 for the 2-D acoustic wavefield
(g), 3-D elastic model (h), and measurements (i). The misfit function in the monochromatic FWI algorithm is computed between the highlighted triangles in (g)–(i). Amplitudes
have been normalized.

autocalibration step. Note that the main goal of the re-scaling step is
to address the intrinsic non-uniqueness of the acoustic full waveform
inverse problem [54,55]. Hence, the higher the mismatch between the
observed and synthesized signals, the more errors occur during the
inversion [56].

Moreover, the experimental results can be affected by the manufac-
turing tolerances of the bend, noise, the positioning of the transducers,
errors in the helical path algorithm, coupling, and the performance of
the transducer.

As mentioned earlier, the spectrum of the measured data in
Fig. 11(i) showed an unexpected transducer performance. To further
investigate the level of experimental uncertainties in the measured
data, we analyzed the TOF and amplitudes of the recorded wavefields.
Fig. 14 illustrates the mismatch between the TOF and the amplitude of
the synthetic data without defects and the measured signals for three
emission positions: intrados (a)–(b), top (c)–(d), and extrados (e)–(f).

In Fig. 14(a), (c), and (e), we obtained the TOF by taking the
difference between the peaks of the Hilbert envelope of the input and
measured signal. In Fig. 14(b), (d), and (f), we computed the amplitude
as the logarithm of the root mean square of each individual time trace,
resulting in a smooth comparison of the amplitudes for each wavefield.

At a glance, the TOF curves of the measured data resemble the shape
of the synthetic data, with a mean delay of 3 ms. The peaks of the
TOF in the experimental data might be due to the positioning of the
transducers and the scatter signals from the defect. In contrast, the am-
plitudes of the experimental wavefields are randomly distributed, and
the focusing effect [20,25,31], apparent in the peaks of the amplitudes
of the synthetic data, is not present in the measured data.

The random amplitude distribution could be attributed to the fol-
lowing:

(a) The inhomogeneous coupling of the transducers, which are
spring-loaded against the pipe, making it physically challenging
to guarantee their homogeneous distribution;

(b) The inhomogeneous transducer performance. If the transducer’s
performance was homogeneous, in Fig. 14(d) and (f), we should
see a boost in the amplitude of the experimental signal when it is
excited in the top or extrados positions, as a consequence of the
focusing effect.

In addition, it has been demonstrated that strong amplitude varia-
tions decrease the accuracy of FWI, even though the initial model
is good enough to ensure that the inversion converges to the global
minimum [56,57].

As a result, the experimental data suggest that the transducers
used in the experimental setup have an inhomogeneous performance,
meaning they have a different sensitivity for each frequency, which
results in strong artifacts when performing full waveform inversion.

6. Conclusion

The main contributions of this paper are as follows: (a) exploring
the numerical performance of FWI under smooth defects of varying
depths and locations, and (b) experimentally validating an accurate
2-D acoustic model, made artificially anisotropic using Thomsen param-
eters, with the necessary pre-processing (helical path separation and
autocalibration), before integrating it with a classical FWI algorithm.

The inversion process involves selecting one frequency component
from the guided wave signals and interpreting the encoded information
using a two-dimensional acoustic model shaped by Thomsen param-
eters. The numerical efficiency of the 2-D acoustic forward model
enables a rapid solution of the inverse problem. Consequently, a wall-
thickness loss map of the entire elbow can be generated in less than
7 min on a standard PC.

Experimental and numerical validation has been carried out on
a carbon steel pipe bend with a thickness of 8 mm, a 90-degree
elbow, and a 1.5d radius of curvature. For the defects examined in the
numerical study, FWI generally underestimated the maximum depth,
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Fig. 11. Real thickness map (a). Reconstructed thickness map after 10, 20, and 40 iterations for the 3-D elastic modeled data (b)–(d) and the measured data (e)–(g).

Fig. 12. The norm of the gradient misfit function with respect to the model parameter
𝑚𝑘 for FWI reconstruction of the FE and measured data in terms of iterations.

Fig. 13. Axial thickness profiles along the circumferential direction (a) and the
azimuthal direction (b).
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Fig. 14. Time-of-flight and logarithmic root-mean-square amplitudes from forward
modeling and experimental measurements. Three crucial emission positions: intrados
(a)–(b), top (c)–(d), and extrados (e)–(f).

resulting in relatively small errors ranging from 0.1% to 1.5% of the
wall thickness in many cases. However, all the defects simulated were
localized and had regular depth profiles, with the regions of maximum
depth confined to a higher thickness loss. It has been demonstrated
that the detection of thickness loss can be achieved regardless of the
damage position around the bend and for defect sizes on the order
of 100 mm in diameter. Compared to travel-time-based tomographic
methods, FWI can map a defect independent of its circumferential
location and without adding a line of transducers along the extrados.

The experimental validation was far from the real thickness map
in the circumferential direction, mainly due to the strongly inhomoge-
neous transducer performance. In this work, we showed the impact of
the amplitude mismatch between the synthetic and observed data in
FWI. However, we demonstrated the robustness of the autocalibration
method in anisotropic media when reconstructing the defect from
elastic modeling data. The maximum reconstructed thickness resulted
in an error of 0.7%, as previously reported [16].

Further research would cope with experimental uncertainties to im-
prove the quality of the measured data using calibration methods such
as reciprocity calibration or machine learning techniques. Additionally,
it would consider improving the inversion scheme through threshold
regularization or selecting proper values for Tikhonov regularization.
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A B S T R A C T

Guided wave tomography (GWT) based full waveform inversion (FWI) is an emerging technique for structural
health monitoring applications, primarily for plates and pipeline structures. Generally, FWI employs a two-
dimensional (2-D) forward model to circumvent the high computational cost associated with the inversion
scheme. Consequently, a re-scaling step is implemented to compensate for any potential discrepancies between
the 2-D model and the observed data. Druet et al., (2019) introduced the autocalibration method, which utilises
the information from the healthy rays to calibrate those rays that pass through the defect. In this method,
only the phase information is re-scaled, given that phase information is the dominant factor in FWI. However,
overlooking amplitude discrepancies might lead the inversion scheme to become trapped in a local minimum.
In this study, we propose to include the amplitude information as well, following the autocalibration method.
We use an updated autocalibration method to reconstruct a 100 mm wide defect on an 8 mm thick steel straight
pipe with traditional GWT using the 𝐴0 mode. This novel approach provides a more accurate representation of
the defect and avoids becoming trapped in a local minimum, thereby improving the reliability and effectiveness
of FWI. Furthermore, we offer guidance for the successful implementation of this method in the presence of
inhomogeneous transducers, a common challenge in practical applications.

1. Introduction

The field of Structural Health Monitoring (SHM) has seen significant
advancements in recent years, with Full Waveform Inversion (FWI)
emerging as a powerful tool for subsurface and material characteri-
sation [1,2]. FWI is an optimisation problem that aims to minimise
the difference between the observed dataset and that predicted by a
model, thereby providing high-resolution quantitative imaging of the
structure [3].

FWI has a theoretical maximum resolution of half a wavelength [1].
It achieves a resolution of approximately 0.7 wavelengths for de-
fects with gradual depth changes, such as thickness loss, when using
acoustic modelling data, and around 1.5–2 wavelengths with elastic
modelling data [4]. Additionally, FWI has been shown to be applicable
to composite materials [5].

However, successful implementation of FWI is often challenged
by the complexities associated with experimental uncertainties, such
as temperature variations, transducer alignment, incoherent noise, in-
homogeneous transducer performance, etc. [6–8]. Each experimental
uncertainty can significantly affect the accuracy and efficiency of the

∗ Corresponding author.
E-mail address: carlos.rasgado@taltech.ee (C.-O. Rasgado-Moreno).

inversion process, particularly if the difference between the observed
wavefield and the modelled wavefield used in FWI is greater than half
a cycle, resulting in cycle-skipping [9].

In the realm of guided wave-based SHM, one of the primary sources
of experimental uncertainty arises from transducers. Their influence is
often overlooked in the model employed FWI imaging. Incorporating
the transducer’s impact on the experimentally measured signals into
the simulation necessitates precise characterisation of the transducer
performance [10]. This typically involves a series of electrical tests
using specialised equipment, which can be inconvenient for industrial
applications.

Contrastingly, the influence of transducer performance can be miti-
gated in the experimental signals through signal processing techniques.
The experimental measurements can be described as follows:

𝑑(𝑡) = 𝑢(𝑡) ∗ ℎ(𝑡) + 𝑛(𝑡), (1)

with 𝑢(𝑡) being the modelled wavefield, ℎ(𝑡) being the transfer function
that describes the characteristics of the system and 𝑛(𝑡) being the
additive noise, which is usually contributed by the random noise from
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electrical system or environment [11]. ∗ is the convolution in the
time domain, which corresponds to a multiplication in the frequency
domain. Naively, we could estimate the transfer function of the system
ℎ(𝑡) and then use it to compensate the experimentally measured wave-
field to eliminate the influence of the transducer performance in the
experimental signals. In the frequency domain, the transfer function of
the system can be estimated using the Wiener filter as:

𝐻(𝜔) = 𝐷(𝜔)𝑈∗(𝜔)
|𝑈 (𝜔)|2 + 𝜆

(2)

with 𝜆 being a stabilisation constant to avoid boosting noise [12].
Nonetheless, this method relies on the accurate establishment of a
reference model for the calculation of 𝑈 (𝜔).

To address this limitation, Kober et al. proposed an in-situ calibra-
tion method [13], grounded on the principle of reciprocity [14]. This
approach, however, requires frequency division in accordance with
Eq. (2), leading to an increase in resolution in the frequency domain,
at the cost of losing it in the time domain.

Furthermore, Volker and Van der Heiden [15] suggested reshaping
the excitation source 𝑆(𝜔) to align with the desired transducer response
𝐷(𝜔), as opposed to measuring𝐻(𝜔). The proposed method is expressed
as:

𝑆(𝜔) = 𝐷(𝜔)𝑆(𝜔)𝑈∗(𝜔)
|𝑈 (𝜔)|2 + 𝜆

, (3)

where 𝑆(𝜔) represents the new excitation signal. However, for a con-
ventional GWT array configuration, comprising 𝑠 emissions and 𝑟 trans-
missions, this would entail computing 𝑠× 𝑟 new emissions and measur-
ing each individual transmitted signal 𝑠 × 𝑠 × 𝑟 times.

The primary drawback of the aforementioned compensation tech-
niques is the requirement of a baseline measurement for subsequent
processing. This demands measuring the transfer function 𝐻(𝜔) from a
damage-free condition; otherwise, the scattered wavefield interacting
with a flaw would be incorporated into 𝐻(𝜔). However, the mea-
surements from a damage-free condition are not always available in
practical applications.

On the other hand, artificial intelligence (AI) in combination with
optimisation-based design and control of dynamic systems [16] can sig-
nificantly enhance the calibration of ultrasonic transducers by automat-
ing and optimising the process [17]. Machine learning algorithms, such
as neural networks, can analyse vast amounts of transducer data to
identify patterns and predict optimal calibration settings [18]. These
AI models can dynamically adjust parameters to account for variations
in material properties, temperature, damages and other environmen-
tal factors, ensuring consistent and accurate measurements [19–21].
Additionally, AI enables adaptive calibration, where the system contin-
uously learns and improves its performance over time, leading to more
precise and reliable ultrasonic measurements [22]. However, a major
drawback of AI is the requirement for large datasets to train these mod-
els effectively, which can be resource-intensive and time-consuming to
gather [17].

To overcome the limitations of compensation techniques and AI,
Druet et al. [23] introduced an autocalibration method that uses the
information from the healthy rays that does not pass through the
defect to estimate 𝐻(𝜔). This approach effectively reduces the dis-
crepancy between the observed wavefield and the synthetic model
used in the inversion scheme, while eliminating the need for base-
line measurements from a damage-free structure. However, traditional
autocalibration primarily considers the phase information, given that
the phase information dominates the inversion scheme [24]. However,
overlooking amplitude discrepancies might lead the inversion scheme
to become trapped in a local minimum.

Therefore in this paper, we follow the autocalibration principle to
delve into the parameters and considerations necessary for optimising
FWI in practical applications, considering the presence of highly in-
homogeneous transducers. Our goal is to enhance the understanding
of the impact of these transducer performance on FWI and provide

practical guidelines for their successful implementation. This paper is
divided as follows, theory regarding FWI is described in Section 2.
Then, Section 3 describes the configuration of the problem for this
study, followed by the methodology in Section 4. Results are presented
and discussed in Section 5 and conclusions are drawn in Section 6.

2. Theory

The propagation of Guided Waves (GW) in an isotropic plate is
presumed to resemble the behaviour of an acoustic wave moving in
a two-dimensional medium with a constant speed. Consequently, the
frequency-domain equation for a 2-D acoustic wave in a medium with
uniform density is presented [25]:
(

∇2 +𝐾2) 𝑢(𝑥, 𝑦, 𝜔) = −𝑠(𝑥, 𝑦, 𝜔), (4)

where 𝑢(𝑥, 𝑦, 𝜔) describes the pressure field of the propagating wave,
𝑠(𝑥, 𝑦, 𝜔) the source, 𝜔 the angular frequency, and 𝐾(𝑥, 𝑦, 𝜔) = 𝜔∕𝑣(𝜔) is
the wave number linked with the phase velocity 𝑣(𝜔). Eq. (4) represents
a simplification of the intricate three-dimensional domain and is used
alongside the Finite Difference (FD) technique to circumvent the high
computational expense associated with Finite Element elastic wave
modelling [26].

Furthermore, Eq. (4) facilitates the estimation of the wavefield data
𝐮(𝐦(𝜔)), as a function of the angular frequency 𝜔, given a specific
emission–transmission setup and a particular set of parameters, 𝐦,
defined at each point (𝑥, 𝑦). Consequently, for the inversion scheme,
our objective is to identify a set of model parameters, 𝐦, that enables
the computation of the synthetic wavefield, 𝐮, which aligns with the
observed wavefield 𝐝 as closely as possible. We define the residual error
as:

𝛥𝐝 = 𝐮(𝐦) − 𝐝(𝐦), (5)

(with an implicit dependency on 𝜔), where 𝐮(𝐦) is the wavefield
calculated by Eq. (4), and 𝐝(𝐦) is the observed wavefield. Our goal is
to identify 𝐦 such that 𝛥𝐝 is minimised. Therefore, the inverse problem
is formulated to minimise the sum of squared residuals:

𝑚𝑖𝑛𝑚𝑓 (𝐦) = 1
2
𝛥𝐝𝑇 𝛥𝐝, (6)

where 𝑚𝑖𝑛𝑚𝑓 (𝐦) denotes the 𝐿2-norm misfit function, and 𝛥𝐝𝑇 repre-
sents the conjugate transpose of the residual error 𝛥𝐝. It is crucial to
note that the least-squares norm method, which is utilised in the inver-
sion scheme, presumes a Gaussian distribution. As a result, suboptimal
results are expected when there are large amplitude variations in the
sample data [3].

In this research, the non-linear waveform inversion problem is
solved with the Seiscope Optimisation Toolbox [27]. The Seiscope Op-
timisation Toolbox addresses the inversion problem using the gradient
method: starting with an initial model (observed data) and, an initial
forward-modelling step is executed to compute the data residuals in
Eq. (5). New models are iteratively derived by updating 𝐦 according
to

𝐦𝑘+1 = 𝐦𝑘 − 𝑎𝑘𝛥𝑚𝑘, (7)

where 𝑘 denotes the iteration count, 𝑎 is the scalar magnitude of the
model update, and 𝛥𝑚𝑘 is the gradient of the misfit function in respect
to the model parameters as:

𝛥𝑚𝑘 = −𝑄𝑘∇𝑓 (𝐦𝑘), (8)

with −𝑄𝑘 being the inverse Hessian operator and ∇𝑓 (𝐦𝑘) the gradient
of the objective function.

3. Configuration of the problem

For numerical modelling and experimental measurements, we con-
sidered a steel pipe specimen with an inner radius 𝑟𝑖𝑛 of 0.1015 m, an
outer radius 𝑟𝑜𝑢𝑡 of 0.1095 m, and a length of 2 m, as shown in Fig. 1.

NDT and E International 149 (2025) 103265 

2 



C.-O. Rasgado-Moreno et al.

Fig. 1. Pipe specimen and experimental setup.

Table 1
Steel pipe mechanical properties.

Density Young’s modulus Poisson ratio
𝜌 (kg/m3) 𝐸 (GPa) 𝜈

7932 216.9 0.2865

The material properties of the pipe are listed in Table 1.
As shown in Fig. 1, 20 transducers were mounted on the pipe using

a spring-like mechanism to apply radial excitation. These transducers,
produced by Doppler, Ltd., Guangzhou, China, were evenly distributed
among each transducer ring (A–B). They were positioned 0.6 m from
each edge of the pipe to prevent reflections with the pipe’s boundaries,
resulting in a separation distance of 0.8 m between them as shown in
Fig. 1. A multiplexer and a data acquisition box were employed in the
experiment for signal excitation and data acquisition. More information
about the instrumentation can be found in [28].

All transducers in the two rings were excited sequentially, while
the transducers on the opposite ring simultaneously measured the
transmission of the 𝐴0 waves. This process gathered a total of 800
time-trace signals.

A smooth defect with a radius of 100 mm and a thickness reduction
of 47% was created using an angle grinder, as illustrated in Fig. 1. The
defect is positioned at the centre of the pipe, hence 1 m from each pipe
end and 0.4 m from each transducer ring.

Following this, we used the Creaform’s ACADEMIA 50 scanner [29]
to measure the remaining thickness of the pipe. The scanner employs
structured white light technology, which projects structured light onto
an object and uses cameras to capture the deformation of the light
pattern. We processed this data to generate a detailed 3-D model
of the pipe. This model was subsequently used to compare against
the remaining wall-thickness map derived from the acoustic model
described later in the text.

4. Methodology

4.1. Selection of transducers

To ensure uniformity in transducer performance, 40 transducers
were selected from a pool of 120 based on a statistical analysis of their
performance metrics. The frequency response of all 120 transducers
was measured using a Digilent oscilloscope [30].

Figs. 2(a) and (b) display a histogram of the recorded resonance
frequencies and the impedance resistance as a function of frequency,
respectively. The resonance frequency was chosen as the maximum
value from the impedance resistance curve for each transducer. Two
data distributions were observed in Fig. 2(a). Thereby, we selected
the distribution with the highest number of transducers. Then, we
reduced the confidence interval from 95% in 5% increments until it
encompassed at least 40 transducers, resulting in a 75% confidence
interval, as shown in Fig. 2(b).

Moreover, in Fig. 2(b), the variance in transducer performance
increases post their resonance frequency. This is attributed to the fact

Fig. 2. Histogram of the 120 resonance frequencies (a), and impedance resistance as a
function of frequency (b). In (b), the dashed lines illustrate the most reliable interval to
operate the transducers among the distribution with the highest number of transducers,
likewise, the solid lines contain the transducers with a 75% confidence interval.

that a piezoelectric transducer generates substantial heat at resonance,
leading to decreased efficiency [31]. In Fig. 2(b), the dashed lines
demarcate the interval where the transducers have the most uniform
performance for operation.

4.2. Chirp excitation

In this study, we utilised a broadband chirp with a frequency range
of 10 to 80 kHz to acquire data across a wide spectrum. Subsequently,
deconvolution techniques were applied to extract multiple narrowband
responses [32]. The use of chirp excitation not only facilitates better
energy generation, leading to a higher signal-to-noise ratio, but also al-
lows for the testing of multiple frequencies from a single measurement,
thereby significantly reducing acquisition time.

For a typical chirp,

𝑠𝑐 (𝑡) = 𝑤(𝑡)𝑠𝑖𝑛
(

2𝜋 𝑓0𝑡 + 𝜋 𝐵 𝑡2
𝑇

)

(9)

with 𝑓0 being the starting frequency, 𝑇 the duration of the chirp, 𝐵
the chirp bandwidth, and 𝑤(𝑡) a unit amplitude rectangular window
ranging [𝑡, 𝑇 ]. A long-duration narrowband chirp, 𝑠𝑐(𝑡), is used as the
actual excitation. The desired toneburst response, 𝑟𝑑 (𝑡), corresponding
to each desired toneburst excitation, 𝑠𝑑 (𝑡), with different frequencies
and durations, can be extracted in the frequency domain from the
transmitted chirp response, 𝑟𝑐(𝑡), as follows:

𝑅𝑑 (𝜔) = 𝑅𝑐 (𝜔)
𝑆𝑑 (𝜔)
𝑆𝑐 (𝜔)

(10)

where the capital letters denote the Fourier transform and 𝜔 is the
angular frequency. In this study, deconvolution as an inverse filter [12]
was employed to circumvent the issue of division by zero in Eq. (10).

4.3. Helical path separation

The 2-D acoustic model outlined in Eq. (4) does not account for
the cyclic nature of the pipe within a specific inspection area defined
by a pair of transducer rings. To separate the first transmitted wave-
packet from the experimental data, we employed a robust helical path
separation algorithm [33].

In this algorithm, the time-traces 𝑢𝑟,𝑠(𝑡), which are initiated from
emission 𝑠 and received at transmission 𝑟, are replicated 𝑚 times to
form 𝑢𝑟+𝑁 𝑚,𝑠(𝑡). Here, 𝑁 represents the total number of sources, 𝑚 is the
number of copies, and 𝑁 𝑚 is the increment in each receiver transducer
number.

The first wavepacket 𝑢ℎ𝑝𝑟,𝑠(𝑡) is isolated from the original replicated
time traces 𝑢𝑟,𝑠(𝑡) by minimising the waveforms associated with other
copies. This can be mathematically expressed as

𝑢ℎ𝑝𝑟,𝑠(𝑡) = 𝑢𝑟,𝑠(𝑡) − 𝜙𝑟+𝑁 𝑚,𝑠(𝑡), (11)
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Fig. 3. 2D acoustic model used in the inversion scheme and the configuration of
emissions and transmissions.

Fig. 4. All the rays used in order to calibrate 𝐷𝑟,𝑠 (a), and calibration factors 𝑄𝑟,𝑠
plotted in the complex plain (b). The black dots denote the location of the transducers.

where 𝜙𝑟+𝑁 𝑚,𝑠(𝑡) is the resultant wavefield obtained by time-reversing
𝑢𝑟,𝑠(𝑡), applying a series of band-pass filters, windows, and then forward
propagating it again. The detailed procedure for helical path separation
can be found in [33].

4.4. Acoustic modelling

We conducted the simulations in the acoustic domain using the FD
method with the mixed-grid approach [34]. We computed the image
reconstructions for 2-D modelled data and experimental measurements
by taking into account all wave packets that have completed up to
three full revolutions around the pipe. The 2-D domain comprised two
identical replicas, as illustrated in Fig. 3. We discretised each replica
using 4.143 × 4.143mm2 square elements, resulting in 481 × 194 nodes
(circumferential–axial). We positioned the emissions at the central
replica, while the transmissions were placed in all replicas. This setup
was designed to include higher-order helical wave paths.

Computations were executed using a 2-D frequency-domain engine
called TOY2DAC [27] to address the minimisation problem described
by Eq. (6) for a given frequency. We employed the Fast Fourier Trans-
form to convert the results from the time-domain into the frequency-
domain. The phase velocity was the parameter to be inverted at a
specified frequency, and the residual thickness maps were interpolated
by using the velocity–frequency–thickness dispersion curve of the 𝐴0
mode. A high-performance computing cluster (HPC) equipped with 2
𝑥 Intel Xeon E5-2660v2 and 64 GB RAM was utilised for the com-
putations, with the calculation time amounting to 15 s for a single
frequency.

Note that the 2-D FD model serves as a simplified representation of
the high-fidelity 3-D wave propagation model. This approximation can
impose certain constraints on the inversion process, particularly if the
data employed for modelling exhibit significant divergence from the
2-D model [35].

4.5. Autocalibration

In order to reduce any potential inconsistencies between the acous-
tic model and the observed data that is not from the defect, it is crucial
for us to adjust the observed data in relation to the acoustic model [1].
Traditionally, the calibration factor 𝑄 is calculated as

𝑄𝑟,𝑠 =
𝑈𝑟,𝑠(𝜔)
𝐷𝑟,𝑠(𝜔)

, (12)

where 𝑈𝑟,𝑠 and 𝐷𝑟,𝑠 represent the data transmitted from transmission 𝑟
to emission 𝑠 predicted by FD modelling and the observed data in the
frequency domain, respectively.

In our approach, we adopt the autocalibration method proposed
in [23] for the adjustment step. This method involves identifying time-
traces that go through the defect and those that do not. Subsequently,
the healthy or defect-free time-traces, which do not pass through the
defect, are used to compute the mean 𝑄𝜓 of the calibration factor. In
essence, 𝑄𝑟,𝑠 is constructed in three steps:

I. Positioning the defect. Initially, a background velocity model,
that highlights the location of the defect, needs to be com-
puted. This can be accomplished by ray-tomography based al-
gorithms [23].

II. Identifying defect-free rays. Subsequently, all the ray-paths
𝑈𝑑
𝑟,𝑠 close to the flaw are excluded, with a threshold distance of

1%, leaving only the healthy rays 𝑈ℎ
𝑟,𝑠 for the next step.

III. Determining the confidence region. Finally, a 95% confidence
ellipse is computed for determining the calibration factors 𝑄ℎ𝑟,𝑠
from all healthy ray-paths 𝑈ℎ

𝑟,𝑠. The calibration factors for all the
ray paths outside of the ellipse are set to the mean 𝑄𝜓 of the
rays within the ellipse:

𝑄𝜓 = 1
𝑃

𝑃
∑

𝑝=1

(

𝑄𝑝𝑥 + 𝑖𝑄
𝑝
𝑦

)

, (13)

where 𝑄𝑝𝑥 and 𝑄𝑝𝑦 denote the real and imaginary components
of the calibration factor 𝑄𝑝, respectively. Here, 𝑝 represents
the index number of the healthy ray paths, from which the
calibration factor is calculated.

For FWI, the defect location can also be identified by directly
performing Step III with a low confidence level (e.g. 65%). A smaller
confidence interval is chosen because the data will diverge significantly
due to the inclusion of unhealthy rays. However, Steps I and II are
later needed to concentrate the data in one region by removing the
unhealthy rays based on their proximity with the defect.

Note that 𝑄𝑟,𝑠 is a complex number and can be represented as
𝑄 = 𝑧𝑒𝑖𝜓 , where 𝜓 is the phase and 𝑧 is the amplitude, defined
as 𝑧 = |𝑄𝑥 + 𝑖𝑄𝑦|. However, Eq. (13) primarily includes the phase
information, since 𝑄𝜓 is the geometrical mean of the distribution of
𝑄𝑝 points. Consequently, 𝑄𝜓 does not maintain the modulus mean or
amplitude 𝑧, considering that 𝑧 is the mean distance from the origin to
the position 𝑄𝑝. Therefore, it follows that ||

|

𝑄𝜓
|

|

|

≠ 𝑧.
Furthermore, if the amplitudes of the observed data are not cali-

brated, the risk of becoming trapped in a local minimum during the
inversion is increased [24,36]. Therefore, it is proposed to include the
amplitude information in the autocalibration method as follows:

𝑄 = 1
𝑃 2

𝑃
∑

𝑝=1

(

𝑄𝑝𝑥 + 𝑖𝑄
𝑝
𝑦

)

⋅
𝑃
∑

𝑝=1

|

|

|

𝑄𝑝𝑥 + 𝑖𝑄
𝑝
𝑦
|

|

|

= 𝑄𝜓𝑄𝑧. (14)

Note that 𝑄 was redefined as the product of 𝑄𝜓 that carries the
mean phase information by 𝑄𝑧 that carries the mean amplitude infor-
mation. Fig. 4(a) shows the velocity field of a straight pipe with an
arbitrary defect located at the centre of the surface where the black
dots denote the position of the transducers. The defect was located by
computing a 65% confidence ellipse with all the transmitted measure-
ments and setting 𝑄𝑟,𝑠 = 𝑄 for those rays outside of the confidence
ellipse . Then, in Fig. 4(b) those rays in close proximity with the flaw
have been excluded to compute the final calibration factors 𝑄𝑟,𝑠.
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Fig. 5. Measured wavefield with a chirp excitation (a). Filtered wavefields for a Hann-shaped toneburst with central frequencies at 35 kHz (b) and 43 kHz (c), replicated 3 times,
and their respective helical path separated wavefields (d) and (e).

5. Results and discussion

A broad-band chirp was excited as described in Section 4 and sent
to the data acquisition system for each transducer. The transmitted
chirp was measured in the opposite ring, digitally filtered, and logged,
resulting in 800 time-traces. Fig. 5(a) presents the transmission of the
𝐴0 mode from one ring across 20 transducers; signals were averaged
50 times.

We aimed to evaluate the performance of FWI at the resonant
frequency of the transducers and at a lower frequency, where the
transducer showed a more homogeneous response, as previously shown
in Fig. 2(b). Therefore, we extracted a 5-cycle Hann-shaped toneburst
with central frequencies at 30 kHz and 43 kHz, as shown in Figs. 5(b)–
(c), respectively. This procedure aims to enhance the signal-to-noise
ratio compared to a traditional centred frequency toneburst, since other
frequencies outside the desired tone burst are filtered out.

In Figs. 5(b)–(c), the resulting wavefields were replicated three
times to facilitate the extraction of the first arrived wave packets, as
illustrated in Figs. 5(d)–(e). It is important to note that the difference
in time-of-flight in Figs. 5(d)–(e) is determined by the phase velocity
of the 𝐴0 mode for each central frequency, specifically 1424 m/s
and 1652 m/s at 30 kHz and 43 kHz, respectively. Furthermore, the
Doppler ultrasonic transducers utilised in this study are optimised to
predominantly excite the 𝐴0 mode. Additionally, the robust helical path
separation effectively minimises any additional modes through a series
of band-pass filters [33].

Thereafter, considering the thickness loss from Fig. 6(a), we com-
puted a monochromatic reconstruction of the thickness for acoustic
modelled data at 30 kHz and experimental measurements, at 30 kHz
and 43 kHz. In addition, we studied two FWI cases: (i) uncalibrated
amplitudes (original autocalibration), and (ii) calibrated amplitudes
(updated autocalibration), as shown in the second and third row of
Fig. 6. Moreover, Fig. 7 illustrates the axial thickness profiles along the
circumferential direction. For both cases, results were obtained after
40 iterations. In case (i), we re-scaled the measured data following
Eq. (13), taking into account only the phase information for the au-
tocalibration method, whereas, in case (ii) the amplitude information
was also included according to Eq. (14). Computations on the HPC were
performed with an average completion time of 220 s for 40 iterations.

5.1. Original autocalibration

To evaluate the impact of the mean amplitude ratio 𝑄𝑧 on the
thickness map reconstruction, we used the acoustic model of the defec-
tive pipe depicted in Fig. 6 to generate the data, which served as the
observed data in FWI reconstruction. The FWI process was performed at
30 kHz using different amplitude ratios 𝑄𝑧 = 𝐴 |

|

|

𝑄𝜓
|

|

|

, with 𝐴 = 1, 2, 3, 4.
Results showed that when 𝑄𝑧 > 4, FWI gets trapped in a local min-

imum, resulting in thickening as illustrated in Figs. 6(b) and 7(a). For
simplicity, thickness map reconstructions from 𝑄𝑧 < 4 were excluded
from the results since they were converging to the correct solution at
the expense of higher artefacts.

Then, we computed FWI for the extracted experimental wavefields
at 30 kHz and 43 kHz, as shown in Figs. 6(c) and (d), following the
original autocalibration method described by Eq. (13), i.e., 𝐴 = 1. At a
glance, the FWI seems to have converged in the right location, since the
location of the defect is visible for both cases. However, the thickness
map reconstruction resulted in thickening. Thickening was expected
given 𝑄𝑧 > 9 for the experimental measurements.

The large ratio 𝑄𝑧 in the experimental measurements can be at-
tributed to the inhomogeneous response of the transducers, mainly
coming from coupling conditions, positioning, aging of the transducers,
etc.

5.2. Updated autocalibration

On the other hand, we computed FWI by including 𝑄𝑧 in the au-
tocalibration method, following Eq. (14). In addition, to quantitatively
evaluate the wall-thickness loss maps reconstruction, we used the mean
magnitude of relative error (MMRE) of the residuals between the true
wall-thickness map 𝑇 and the reconstructed 𝛤 wall-thickness maps. The
MMRE is the mean of the ratios of the absolute difference between two
values to the magnitude of one of the values [37]. For a total of 𝑛 ratios,

𝑀 𝑀 𝑅𝐸 = 1
𝑛

𝑛
∑

𝑖=1

|

|

𝑇𝑖 − 𝛤𝑖||
𝑇𝑖

. (15)

FWI reconstruction based on the acoustic model resulted in an
MMRE of 0.5%. In Fig. 6(e), the lack of accuracy in the shape of the
defect can be attributed to the inhomogeneous shape and depth of the
defect, as shown in Fig. 6(a).
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Fig. 6. Real thickness map (a). Reconstructed thickness map using the original autocalibration method introduced by [23] without amplitude calibration for the acoustic modelled
data (b), and experimental data at 30 kHz (c) and 43 kHz (d). Reconstructed thickness map using the updated autocalibration method with amplitude calibration for 2-D data (e),
and experimental data at 30 kHz (f) and 43 kHz (g).

Furthermore, FWI results based on the experimental data with
calibrated amplitudes at 30 kHz and 43 kHz are illustrated in Figs. 6(f)
and (g), respectively. Even though FWI results at 30 kHz showed the
correct location of the defect with an MMRE of 0.9%, only 40% of the
maximum depth was achieved as shown by the dashed line in Fig. 7(b).
Note that the acoustic forward model used in the inversion scheme is
an approximation of the elastic model, and a higher error was expected
from the experimental data.

In contrast, the thickness map reconstruction at 43 kHz resulted in
higher artefacts. In this case, the reconstructed defect appeared at the

wrong location and is almost merged with the artefacts. The MMRE was
15.66%, 17 times higher than that at 30 kHz.

It is evident that at the resonant frequency, where the response of
the transducers is highly inhomogeneous, the calibration factors 𝑄𝑝 will
differ greatly from one another, resulting in a mean calibration factor
𝑄 that does not calibrate the data properly. This is why in Fig. 6(g),
the defect appeared in the wrong location.

To further illustrate the contrast in the FWI reconstruction be-
tween the original and updated autocalibration methods, Fig. 8 presents
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Fig. 7. Axial reconstructed thickness maps along the circumferential direction for the
uncalibrated (a) and calibrated (a) amplitudes.

Fig. 8. Gradient of the objective function for the FWI reconstruction using the original
and updated autocalibration methods for the observed data at 30 kHz.

the gradient of the objective function at each iteration for the ob-
served data at 30 kHz, as previously shown in Fig. 6(c) and (f).
Although the evolution of both gradients is similar, the gradient for
the updated autocalibrated data is consistently smaller after 10 it-
erations. Consequently, computational times are 200 and 247 s for
the updated and original autocalibrated data, respectively. Note that,
although both gradients decrease after each iteration, the original
autocalibrated data converged into a false thickness map reconstruction
due to the non-uniqueness phenomena in FWI [38,39].

6. Conclusion

In this paper, we presented an experimental and numerical demon-
stration of guided wave tomography based on FWI of a straight pipe,
with highly inhomogeneous transducers. The inversion process involves
selecting one frequency component from the guided wave signals and
interpreting the encoded information using a two-dimensional acoustic
model. The numerical efficiency of the 2-D acoustic forward model
enables a rapid solution of the inverse problem.

Experimental and numerical validation has been carried out on a
carbon steel pipe with a thickness of 8 mm. We demonstrated that high
divergence in the mean amplitude between the modelled and observed
experimental data can result in the inversion scheme getting trapped
in a local minimum and increasing computational time. Thereby, we
proposed an updated autocalibration to re-scale the observed data.

In summary, our strategy for successful implementation of FWI on
experimental signals consists of the following major steps:

1. Quality control of the input data by (i) evaluating the transduc-
ers’ performance, (ii) selecting the source’s central frequency,
and (iii) exciting a chirp function.

2. Performing the autocalibration procedure to compensate for the
discrepancy between the acoustic model data and the experi-
mental data, thereby enhancing the accuracy of inversion.

Future research may focus on integrating machine learning methods
and control theory to address experimental uncertainties and enhance
imaging reconstruction. By leveraging AI and machine learning algo-
rithms, extensive datasets can be analysed to identify patterns and
predict an optimal transfer function 𝐻(𝜔). Additionally, control theory,
especially through the application of Kalman filters, can provide real-
time adjustments and noise reduction, further refining the calibration
process. This combined approach promises significant advancements
in the precision and reliability of ultrasonic transducer calibration
and damage detection. Moreover, future research may explore the
capabilities of FWI, in combination with the proposed autocalibration
method, to detect and characterise a wider range of defects across
various materials and structural components. Such exploration could
offer further insights into the versatility and robustness of FWI when
paired with baseline-free calibration methods.
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