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| worked particularly on those ttH multilepton channels that feature at least one
7, candidate in the final state. My first analysis is based on the CMS data that was
recorded in 2017. As a recognition for the work | had done, | was given an opportunity
to present the results of these studies in an approval presentation, which is part of a
review process internal to the CMS collaboration. The analysis was published as a
preliminary result in Ref. [5], but in form of a Public Analysis Summary (PAS) rather
than in a scientific journal.

| was among the first adopters of a new data format called NanoAOD, which | exten-
sively tested and contributed to right after its initial prototype was officially commis-
sioned by the CMS collaboration. | had also actively contributed to the NanoAOD
companion tool, which augments its contents with data-to-MC SFs and systematic
uncertainties. This work earned me a spot in CHEP conference of 2019, where | pre-
sented a poster advertising the format [6]. Nowadays, the NanoAOD data format
is used by hundreds of collaborators around the world as the default data tier for
storing collision and simulation data.

| produced custom NanoAOD samples for the full LHC Run 2 analysis. This was done
for three reasons: to ramp up the analysis efforts and bypass the official production
schedule, to test the DeepTau ID as early as possible, and to include a custom collection
of AK8 jets, which are reconstructed excluding loosely selected leptons from the list
of PF candidates that are normally used as input to the jet reconstruction. | processed
a total of 2500 MC samples, including hundreds of HH signal and tt+jets background
samples that were needed in the HH multilepton and bbWW™ analyses [2, 7].

As for the ttH multilepton analysis, | developed and maintained a software framework,
which handled the event selection and binning, MC reweighting, application of data-to-
MC SFs, propagation of systematic uncertainties, and production of shape templates
for final inference, as well as the distribution and monitoring of analysis jobs on the
local tier-2 computer cluster in Tallinn and on the WLCG. Throughout the five years
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differential cross sections, and updated the data-to-MC SFs, systematic uncertainties,
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CERN Baltic Conference in 2022 [9]. The results of HH multilepton analysis presented
here are combined with the results of other HH analyses performed by the CMS
collaboration, and the outcome of this combination is published in the same Nature
paper that was mentioned earlier [8].

I would like to point out that | also contributed to the HH — bbWW™ analysis [7],
which is still under collaboration-wide review and has thus not been submitted to a
journal at the time of writing. | generated 21 MC samples with full detector simulation
for the studies of resonant HH production for this analysis (since they were missing
from official production for unknown reasons), ran synchronization exercises with the
members of the analysis group from other universities, and documented the methods
for fake background estimation and for the stitching of MC samples. The same
software framework that was developed for the ttH and HH multilepton analyses
was also used for producing the datacards of the resonant analysis in the SL channel.

My contributions are limited to Section 3.1 of the publication, which describes the
stitching of MC samples and the validation of the method. For this portion of the
work | generated the necessary MC samples from scratch and produced plots for the
publication. | implemented the stitching of the DY and W+jets samples in the ttH and
HH multilepton analyses, as well as in the HH — bbWW™ analysis [7].

| ran DELPHES to produce MC samples for the HH — bbWW? signal and for the tt —
bbWW™ background with realistic PU conditions, which allowed us to demonstrate
the physics performance of the MEM likelihood discriminant. | also explored the
possibility of incorporating virtual NLO corrections to MEs and cross-checked the final
integrands of both signal and background hypotheses. Inspired by Ref. [10], the MEM
LR was regressed with a DNN, the output of which was used as input to an event-level
DNN in nonresonant HH — bbWW™ analysis. The MEM LR was not used in the
final version of the analysis [7], however, because of the computing time required to
run the MEM on millions of MC and data events, and because the event-level DNN
improved only marginally when adding the MEM LR as input.
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1 Introduction

The standard model (SM) of particle physics offers the most detailed and accurate explana-
tion for the known fundamental constituents of matter and for the forces that act between
them — except for gravity, which is instead explained by general relativity (GR). Both
theories undoubtedly symbolize the pinnacle of human knowledge, which has accrued
over many decades through careful analysis and interpretation of numerous laboratory
experiments and astronomical observations. Although both theories are well established
in their respective domains, incompatibilities arise in energy regimes where the quantum
effects of gravity can no longer be ignored. From this juxtaposition it is already clear that
neither the SM nor the GR are complete theories. Not only that, an increasing amount of
evidence from studying various astronomical phenomena suggest that most of the matter
is in fact made of an unknown substance called dark matter. No direct observation of dark
matter has been made yet, however. In order to get closer to solving these problems, both
theories must be tested thoroughly to find additional hints, which could point towards a
more complete description of the universe. Although the world’s largest particle acceler-
ator, the Large Hadron Collider (LHC) [11], fulfilled its primary mission of discovering the
Higgs boson in 2012 [12, 13] and thus completing the last missing piece of the SM puzzle,
no new discoveries have been made in particle physics since then, despite the incredible
efforts made to find evidence for physics beyond the SM (BSM).

One of the main objectives in high energy physics (HEP) research is to detect significant
deviations from the SM by measuring the occurrence rates of certain scattering processes
and comparing the results to the prediction. A suitable class of processes where such
deviations could arise involve the production of one or multiple Higgs bosons. This is
inspired by the fact that the Higgs boson is known to interact only with massive particles [14-
16]. It is therefore reasonable to assume that any massive particle beyond the SM, if it
exists, should also interact with the Higgs field. However, measuring the production
rate of processes featuring Higgs bosons is challenging, because of their extremely low
rates compared to other SM processes, which act as background to the Higgs boson
measurement. Highly specialized analysis techniques are thus needed to separate the rare
Higgs boson signal from those backgrounds.

The present thesis details the analysis of the Higgs boson production processes, which
are the Higgs boson production in association with a single top quark (tH) or with a pair
of top quarks (ttH) [1], and the production of Higgs boson pairs (HH) [2]. The former pair
of processes is ideal for probing Yukawa-type interactions between Higgs bosons and top
quarks, while the latter process provides direct access to the Higgs boson self-coupling.
Both are analyzed in multilepton final states, which entail the presence of multiple muons,
electrons and hadronically decaying t leptons. The multilepton channels complement
those analysis channels, which look for respective signals in the remaining Higgs boson
decay modes that do not result in vector boson pairs or T lepton pairs. Unlike the HH signal,
the ttH process has already been observed [17, 18], but only in a combination of all Higgs
boson decay channels. The ttH and HH multilepton analyses are based on proton-proton
collision data recorded at 13 TeV of center-of-momentum (c.0.m) energy by the CMS
experiment [19] at the LHC during the Run 2 data-taking period in the years 2016 to 2018.

This document is structured as follows: Section 2 discusses the theory behind ttH and
HH production; Section 3 gives a generic overview of the LHC accelerator and the CMS
detector; Section 4 explains how the various particles are reconstructed and identified,
and how the relevant physics observables are computed; Section 5 covers the estimation
of relevant signal and background processes; Section 6 describes the machine learning
methods that are utilized in building powerful discriminants to separate the rare ttH and



HH signals from backgrounds, and how their output is used in the statistical analysis to infer
new information about the presence or absence of the ttH and HH signals in data. The
details that are specific to the ttH and HH multilepton analyses are provided in Sections 7
and 8, respectively.

This thesis uses natural units by setting the speed of light, ¢, the reduced Planck’s
constant, %, and the gravitational constant, G, all equal to one. Energy, mass and mo-
mentum are all expressed in units of electronvolt (eV), which equals to approximately
1.60 x 1071 J,1.78 x 10 *®kg and 5.34 x 10" ** kgms ™! in Sl units, respectively. Einstein
summation convention is implied, but the indices are generally dropped in scalar products
and in equations if the contravariant or covariant indices have no particular relevance.
Inner products with Dirac matrices are expressed using Feynman slash notation. Minkowski
metric with signature (+, —, —, —) is assumed. Quantities in bold font refer to a collection
of indexable objects such as vectors or lists. The frattur (,fraktur”) font is used to label Lie
algebras, in order to distinguish them from corresponding Lie groups, which are written in
the usual math font. SM particles are typed in normal text font, while the corresponding
fields are in math font, e.g., Z for the particle and Z for the underlying field. The plus or
minus signs that are present in the superscripts of particle names denote the charge of the
particle, and are dropped if they do not serve a specific purpose in the discussion and if
omitting the superscript does not cause any confusion. The time axis in Feynman diagrams
is horizontal and points from left to right.



2 Theoretical foundations

There are four distinct forces that are currently considered as fundamental in the universe:
the strong force, the weak force, the electromagnetic force and the gravitational force.
The first three forces are described by the standard model (SM) of particle physics, an
amalgamation of quantum mechanics and special relativity that provides an explanation
for all discovered elementary particles and their interactions. The fourth force, gravity, is
best described by the general theory of relativity. It shows how the matter-energy content
in the universe affects spacetime and how spacetime in turn dictates the motion of said
content.

To date, both theories are remarkably consistent with the experimental data in their
respective domains, yet there remain many reasons to believe that the two models are
still incomplete. For one, the SM cannot explain 95% of the matter-energy content of
the universe, nor as to why there is more matter than anti-matter in the universe. The
concept of gravity also breaks down at very high energies or equivalently at very small
distances, which are characteristic to the conditions of the early universe. These short-
comings necessitate further scrutiny of these models, with the ultimate goal of finding
inconsistencies between the predictions of the theory and the experimental data. Doing
so narrows down the class of models that could replace or extend the current framework,
or rule out alternative theories that have been put forth.

This chapter is organized into four sections. A concise introduction to the SM and its
extensions are first given in Section 2.1. It is followed by Section 2.2, which discusses the
phenomenology of particle collisions at the LHC. A more detailed treatment of the topic can
be found in standard textbooks and references that the present text is based on Refs. [20-
24]. The discussion continues with Section 2.3, which explores the phenomenology of
the Higgs boson in more detail. It is followed by Section 2.4, which focuses on associated
production of the Higgs boson with a single top or anti-top quark (tH), and with a pair of
top quarks (ttH). Finally, Section 2.5 goes into the details of Higgs boson pair production
(HH), which concludes the discussion. The aforementioned processes are treated as signals
in the present work.

2.1 Overview of modern particle physics

Matter particles are described by spin-% fermions and the interactions between these
particles are mediated by spin-1 vector bosons. In particular, the strong force is carried
by gluons (g), the weak force by W* and Z bosons, and the electromagnetic force by
photons (y). Fermions can be arranged into three pairs or ,generations” of quarks and
leptons, where each such pair of particles share common properties. The first generation
of quarks are up (u) and down (d) quarks; the second generation are charm (c) and strange
(s) quarks; the third generation are top (t) and bottom (b) quarks. The first generation of
leptons are electron (e™) and electron neutrino (v, ); the second generation muon (¢ )
and muon neutrino (v“); the third generation tau lepton (7 ) and tau lepton neutrino (v;).
The only spin-0 scalar particle in the SM is the Higgs boson (H) that interacts only with

massive particles, including itself.

Each interaction between the particles has to conserve electric charge, color charge
and weak isospin. A particle can be subject to a force only if it carries the corresponding
charge. For instance, the only particles that carry the color charge and thus interact via
the strong force are quarks and gluons, therefore implying that gluons can interact with
themselves because they also carry color charge while being the mediators of the force.
Neutrinos, photons, gluons, Z and H are all electrically neutral; charged or ,,down-type”



leptonse , u and t , aswell asthe W™ boson all carry an electric charge of —1; up-type
quarks (u, c, t) and down-type quarks (d, s, b) have an electric charge of +2/3 and —1/3,
respectively. Only gluons, photons and Z do not possess the weak isospin. Every particle
has an antiparticle that carries the opposite charges. Photons, Z and H are their own
antiparticles.

The remainder of this section covers each facet of the SM in more detail. Section 2.1.1
gives a brief overview of quantum field theory (QFT), which is the mathematical foundation
that underlies much of the modern particle physics. The discussion continues with Sec-
tion 2.1.2, which explores the physics of quarks and gluons. In Section 2.1.3 that follows lays
out the ingredients that would be needed to describe weak and electromagnetic (EM) in-
teractions. Section 2.1.4 explains how the vector bosons and fermions obtain their masses
through the Higgs mechanism. The presented details are summarized in Section 2.1.5,
which also highlights some of the shortcomings found in the theory. Finally, Section 2.1.6
introduces a systematic approach for probing theories alternative to the SM.

2.1.1 Quantum field theory

The SM is formulated in terms of quantized fields ®(x) that fill all of spacetime. The word
»quantized” refers to their operator-like functionality of creating or annihilating individual
elementary particles, which is achieved by letting the field operators act on a particular
guantum state at a given spacetime position x. More technically, particles are interpreted
as superpositions of discrete momentum eigenstates of the Hamiltonian that encodes
the motion of the free quantum field. Interaction between the fields in this description
is achieved by coupling the free fields at the same spacetime point. The couplings could
be written into the theory ad hoc, but in the SM they are constructed by imposing that
the Lagrangian density .L'[®, d®], which is equivalent to Hamiltonian, remains extremal
under local gauge transformation.

According to Noether’s theorem, for every continuous symmetry of a physical system
there is a corresponding conserved current [25]. The principle directly emerges from
the requirement that the stationary action, which is the Lagrangian density integrated
over spacetime, does not change if the fields are deformed in some way, thus leaving
the equations of motion intact. A well-known example comes from classical field theory:
if the system remains invariant under spacetime translations, then it must conserve 4-
momentum. The theorem also applies to global gauge symmetries, which correspond to
identical rotations of the fields performed everywhere in spacetime. A more compelling
case can be made by imposing invariance under local gauge symmetry, which amounts to
specifying a unique gauge transformation at every point across spacetime:

D(x) = D' (x) = Uz ((x))D(x) = exp (ig 7&(x)T 7) P(x). (2.1)

Local gauge transformation U 7 is an element of some (special) unitary Lie group G 5
that acts on the field ®. The exact form of local gauge transformations depends on the
underlying structure of corresponding Lie algebra g 7 as well as on its representation.
The group generators T 7 in this expression correspond to conserved charge operators.
Factor i in Eq. (2.1) is there to keep the generators Hermitian, which is equivalent to the
requirement that the eigenvalues of charge operators have to be real. The function a(x)
is an arbitrary real-valued parametrization that implements the transformation.

Lie groups of unitary kind are preferred in gauge transformations because they preserve
normalization of the fields and observables. Unitary group U (n) consists of n x n unitary
matrices, while special unitary group of n, SU(n), imposes an extra condition that their
determinant also equals to +1. Every possible matrix in these groups can be constructed
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from their generators via an exponential map, similarly to how the generators T 7 imple-
ment the transformation U 7 in Eq. (2.1). The generators of U (n) and SU (n) groups span
vector spaces called Lie algebras, which are labeled as u(n) and su(n), respectively. Group
multiplication rules can be inferred from the commutation relations of its generators: a
commutator of two generators can be expressed as a linear combination of all generators
of the group. The coefficients in those linear sums correspond to structure constants of
the algebra. Lie groups and algebras can be represented by higher-dimensional matrices
as long as they replicate the commutation relations exactly. Two common representations
exist: fundamental, which consists of n x n matrices, and adjoint, the elements of which are
precisely the structure constants. The representation is said to be irreducible if it cannot
be transformed into block-diagonal matrix. The number of generators is determined by
the minimum number of parameters needed for specifying a group element. There are n’
generators in U (n), while in special unitary groups there is one less, n® — 1, because of the
extra condition on their determinant. Of all the conserved charges that are manifested by
the group generators, only those that are simultaneously diagonalizable can be reliably
measured at a given time. U(n) has n and SU (n) has n — 1 such generators that commute
with each other.

A way to quantify intrinsic dynamics of a field is to study its rate of change, which
is done by computing a derivative. However, local gauge symmetry tells that the field
can have a unique phase at every point in spacetime. For a fair comparison of the fields
at infinitesimal distances, this change in phase has to be compensated in any sensible
definition of a derivative. The solution is to introduce a gauge field A 7 (x) that tells how
much the input field should be rotated by group generators T 5 at any given point x in
spacetime. The partial derivative d is then promoted to covariant derivative D 7 that now
varies with the location in spacetime continuum:

When acting on a field, it not only encapsulates the motion of free fields via 0 operator as
before, but it also generates new interactions with gauge fields A 7 (x) at coupling strength
g 7. Given that the covariant derivative D 7 can act on multiple fields, A 7 (x) is identified
as a collection of fields that mediate a force. The transformation laws for the gauge fields
are derived such that the covariant derivative of a field transforms the same way as the
field itself.

Lagrangian density also admits another locally gauge-invariant term, the trace of fully
contracted field strength tensor, which is built from the commutator of covariant derivatives
defined by Eq. (2.2). In Yang-Mills theories [26], where the generators T 7 do not commute,
the resulting field strength tensor explains why the gauge fields interact with themselves.
Conceptually, the tensor measures how much the gauge field changes when moving along
an infinitesimally small closed loop in spacetime. Similar mathematical structures also
appear in general relativity (GR), which postulates that every point in curved spacetime
has a unique coordinate system. The analogy for gauge fields in GR are Christoffel symbols,
which are coefficients that compensate for the changes between coordinate systems when
advancing along the shortest path in spacetime. The curvature of spacetime is encoded in
the Riemann curvature tensor that is built from the commutator of covariant derivatives —
just like the field strength tensor in gauge theory.

The gauge symmetry group of the SMis SU(3)¢ x SU(2), x U(1)y. The first term,
SU(3), gives rise to the quantum chromodynamics (QCD), which is a gauge theory that
studies strong interactions. The remaining terms, unified as SU(2), x U(1)y, implement
the electroweak (EW) sector that concerns EM and weak interactions. The gauge transfor-
mations of individual fields are determined by the representation of the symmetry group.



It is advantageous to organize multiple fields together into a tuple, also called a multiplet,
if they share the same representation of gauge transformations. Multiplets consisting of
just one, two or three fields are referred to as singlets, doublets or triplets, respectively.

In addition to gauge transformations, the quantum fields can also be subject to discrete
symmetry transformations: charge conjugation (C), parity (P) and time reversal (T'). Charge
conjugation flips the charges of all fields, while parity transformation and time reversal,
respectively, mirror the spatial and temporal components of every field. The exact form
of a particular discrete symmetry transformation depends on the type of field it acts on.
Intuitively, if the Lagrangian density respects C, P or T symmetry, then the processes
that it describes should still be possible when swapping all interacting particles with their
anti-particles, reflecting the processes in space, or viewing them to proceed backwards in
time. Discrete transformations constrain how different states interact and thereby restrict
the variety of processes that can happen. Quantum fields are classified as odd or even,
depending on whether their eigenvalue is —1 (for odd) or +1 (for even) under the parity
transformation. Scalars have intrinsically an even parity, while vectors have an odd parity.
Likewise, scalar and vector fields that have the opposite parity, that is odd and even, are
respectively referred to as pseudoscalar and pseudovector fields.

In order to ensure relativistic invariance of the quantum fields, they must transform
in a certain way under space rotations and Lorentz boosts. Based on how a given field
transforms under these operations, it can be either a spin-0 scalar field, a spin-% spinor
field or a spin-1 vector field. Each of the fields correspond to a certain representation of
the Lorentz group that is induced by the Lorentz transformations. Combination of Lorentz
transformations with spacetime translation constitutes the Poincaré symmetry group. The
structure of the Lorentz group lends itself to the distinction of fields by their intrinsic
spin, the states of which can be studied with the help of SU(2) algebra. Excitations of
integer-spin fields give rise to bosons, while the excitations of fields with half-integer spin
produce fermions. One of the distinguishing factors between the two is that fermions are
subject to Pauli exclusion principle, which states that fermions with identical quantum
numbers such as spin projections or charges cannot occupy the same energy state, while
for bosons there are no such limitations [27]. This property of bosons and fermions results
in different collective behavior that is separately studied with Bose-Einstein statistics in
case of bosons and with Fermi-Dirac statistics in case of fermions.

A spin-% fermion field can be represented by a single 4-component Dirac spinor ¥, or by
a pair of left- and right-handed Weyl spinors ¥; and W5, each of which has two components
but behave differently under the Lorentz transformations. The Weyl representation is
connected to the Dirac representation through chiral projection:

‘I‘L:%(lff)\P, ‘PR:%(1+};)‘P, (2.3)
where }/5 = iyoyl 9/29; is appropriately in Weyl representation and {y”}flzo stand for 4 x 4
complex-valued Dirac matrices. They form a basis in Clifford algebra that is defined by
anti-commutation relation {1*,y"} = 2n*", with n*" being the Minkowski metric. The
commutator of Dirac matrices generates Lorentz transformations, which can act on the
spinor fields. Certain combinations of the spinor fields called bilinears, such as qf();)‘l’ and
Py ();)‘P, respectively act as (pseudo)scalars and as (pseudo)vectors under the Lorentz
transformations. Parity transformation can be implemented with the application of yo
on a Dirac spinor, which swaps its left- and right-handed components. A theory is said to
be chiral or parity-violating if it treats left- and right-handed spinor fields differently. This
can be achieved by admitting axial terms proportional to ‘i’(y'u));‘l‘ into the Lagrangian
density.



Although chirality is strictly a property of fermion fields, there exists a related notion for
particles of any spin called helicity. It is defined as the spin projection on the direction of
motion of the moving particle. If the particle travels in the (opposite) direction of its spin,
it has positive (negative) or right-handed (left-handed) helicity. Massive vector bosons
that are longitudinally polarized have their helicity equal to zero. Unlike chirality, helicity
is conserved over time but not a Lorentz-invariant, at least not for massive particles. It is
always possible to boost into a frame of reference where the massive particle moves in the
opposite direction, thereby flipping its sign of helicity. This is not true for massless particles.
In the relativistic limit the helicity eigenstates correspond to Weyl spinors, in which case it
is common to use helicity and chirality interchangeably. Thus, helicity provides a handle to
study P-symmetry.

It is beneficial to use Weyl spinors when describing the SM because the left-handed
spinors and right-handed spinors couple differently to the gauge fields in the EW theory.
This is the main reason why it is not possible to simply inject mass terms for the fermions,

m‘P‘P = m(‘i‘L‘PR + li‘R‘PL) 5 (24)

into the Lagrangian density as such terms spoil the gauge invariance. Similar reasoning
holds when trying to introduce mass terms for the massive vector bosons. Both of these
issues are reconciled with the Higgs mechanism.

The SM is a perturbatively calculable theory, which means that the field interactions
are considered as perturbations to the free fields. This is realized by first considering the
corresponding particles as asymptotically free in the initial and final state of a particular
process. Transition between these two states is described by scattering matrix or S-matrix,
which is a unitary evolution operator that depends on interaction Hamiltonian. The unitar-
ity condition ensures that the probabilities of all possible transitions add up to one. The
evolution operator can be developed into power series in terms of the coupling parame-
ters that are present in the Hamiltonian. Each subsequent term in the series expansion
corresponds to an increasingly more sophisticated interaction connecting the initial and
final states. It is often convenient to visualize the interactions using Feynman diagrams.
The same process can be represented with topologically distinct Feynman diagrams or
»channels”. The classification is based on Lorentz-invariant Mandelstam variables, labeled as
s, t and u, that correspond to the momentum exchanged between incoming and outgoing
particles. Trivial contributions to the processes such as particles flying past each other or
spontaneous ,vacuum bubbles” can be ignored or factorized out in the calculations. The
sum of remaining Feynman diagrams in the series constitutes the Lorentz-invariant matrix
element (ME) of the process, the square of which is proportional to the probability for the
underlying process to occur.

The subleading terms in the series expansion give rise to loop diagrams that create di-
vergences in the prediction. The singularities are caused by allowing intermediate particles,
also known as virtual particles, to attain arbitrarily large or small momenta. The apparent
dichotomy is understood by first recognizing that the fixed parameters of the theory —
such as mass and charge — do not necessarily correspond to the physically measured
observables. A well-known phenomenon illustrating this argument is charge screening,
where a single electron is surrounded by a spontaneous cloud of virtual electron-positron
pairs. Such shielding of the electron modifies its effective charge, depending on how close
or far away the electron is probed. At smaller distances, or equivalently at higher energies,
more of the bare electron charge would be revealed, whereas at larger distances or lower
energies its charge would be dressed by the electron-positron pairs. In similar fashion,
self-interaction terms as predicted by the perturbation theory modify its apparent mass.



The mapping of (,bare”) theory parameters to physical (,dressed”) observables is carried
out with a technique called renormalization. The method splits a Lagrangian density that
is written in terms of bare parameters into renormalized and singular parts following
some convention or scheme. The Lagrangian density written in terms of renormalized
parameters has the same functional form as the initial Lagrangian density written in terms
of bare parameters, so that the structure of infinities arising from perturbative calculations
in either case stays the same. The divergences are parametrized by some energy scale
using a method known as regularization. The renormalized terms also become dependent
on this scale in the process, because the bare Lagrangian density has no such dependency.
Nevertheless, the divergences from perturbative calculations are automatically canceled
by the singular terms, also referred to as counterterms, that are extracted from the bare
Lagrangian density. The result becomes finite and can be therefore linked to physical
measurements, but the residual dependency of, say, renormalized couplings on the fiducial
energy scale still remains. The exact behavior of how the coupling changes with the
renormalization scale is governed by the underlying gauge symmetry.

The simplest renormalization scheme is minimal subtraction (MS) scheme, in which
the counterterms absorb only the singularities. The most popular way of regularizing
divergences is by the means of dimensional regularization, which captures the singular
part as an infinitesimal shift with respect to the spacetime dimension. The purely infi-
nite part obtained with this method is usually accompanied by a finite contribution of
In(47e"8), where ¥ ~ 0.577 is Euler’s constant. This constant can also be moved into
the counterterms. This renormalization scheme is also known as the modified MS (MS)
scheme.

2.1.2 Quantum chromodynamics
The dynamics of massless quarks and gluons is governed by the QCD Lagrangian density

1 _
°CQCD == _ZGZ + lq’qlD‘Pq . (25)
The gluon field strength tensor,
G = Gjyt" =20, Gyt + 85/ "GRGyt (2.6)

is built from eight gluon fields GZ. It corresponds to the number of generators in the

SU(3) group that span its algebra su(3)¢. Factors £ in Eq. (2.5) are nonvanishing
structure constants of su(3). that give rise to gluon self-interaction terms. The second
term in Eq. (2.5) runs over all six quark flavors g. The generators * embedded in the
covariant derivative are in fundamental representation, thus corresponding to eight 3 x 3
Gell-Mann matrices, the dimension of which dictates the number of charge eigenstates.
Given that there are three such eigenstates, there must also be three distinct eigenvalues
or ,colors” that can be assigned to the quark fields. As such, there are three independent
Dirac spinors, wrapped into a tuple ‘Pq, each corresponding to a different color charge:
red, green or blue. While (anti-)quarks carry a single (anti-)color charge at a time, gluons
carry both color and anti-color. This property of gluons ensures conservation of color and
anti-color charges in strong interactions. Feynman diagrams generated by Eq. (2.5) are
shown in Fig. 2.1.

Another feature that stems from the group structure of the theory is that the cou-
2

pling strength o = f—fr, renormalized to one loop in perturbation theory, runs with the
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renormalization scale uy as described by the differential equation

20t 2 a52
- 11 ) = 27
”RauR ( 3nf) 2’ 27)

with n; denoting the number of quark flavors. The exact choice of p; can be arbitrary,
but it is preferable to select the scale such that the higher-order corrections are as small as
possible. Given the wide variety of processes that each can have a unique energy scale, a
common scale for reference is needed when combining o measurements from multiple
experiments. The standard choice for this scale has become the mass of the Z boson m,
(see Table 2.1 for its value). The current world average of strong coupling at this scale
is ag(my) = 0.1179 [24]. Its value at any other scale can be obtained by following the
evolution of Eq. (2.7).

fel)

(a) (b) (c)

Figure 2.1: Feynman diagrams for QCD interactions: quark-gluon coupling (a), trilinear gluon self-
coupling (b) and quartic gluon self-coupling (c). Diagram (a) explicates the color flow from a pair
of a quark and its anti-quark qq (shown with arrows) in initial state to the gluon g (curly line) with
extra lines colored as blue (B) and ,,anti-green” (G, i.e., magenta), while in self-interaction diagrams
(b)-(c) the color states have already been summed over and the extra colored lines are hence omitted.
Probability amplitude of diagrams (a) and (b) scale with g, while the amplitude of (c) scales with g?g.

The right-hand side of Eq. (2.7) has to be negative because there are no more than six
quark flavors discovered thus far. This has a number of consequences: the QCD coupling
strength decreases if the energy scale increases or, equivalently, if the corresponding length
scale decreases. In other words, quarks behave more as free particles the closer they
get, a phenomenon also known as asymptotic freedom. Conversely, at decreasing energy
scales the strong force increases, leading to an effect called color confinement. The QCD
scale Aqcp marks the boundary below which the confinement takes over and the theory
becomes nonperturbative. The exact value of Aqcp depends on renormalization and flavor
schemes [28]. In three-flavor scheme or higher and in MS renormalization scheme the QCD
scale is Aqcp S 0.3 GeV. Quarks that are less massive than the QCD scale are sometimes
referred to as light quarks.

Color confinement forbids the existence of isolated colored particles. Instead, the
quarks and gluons, commonly referred to as partons, must form a bound state called a
hadron that does not possess the color charge. In terms of group theory, such bound
states correspond to the singlet states of SU(3)¢. The simplest color singlets are mesons,
consisting of a quark and an anti-quark that carry opposite color charges, and baryons
consisting of three quarks that each carry a different color charge. Baryon number, which
is defined as (n, — ”d)/?’ with ng (ng) denoting the number of (anti-)quarks, is known to
be conserved in all SM interactions.

Hadronization is the process where quarks and gluons arrange into hadrons. One
of the most successful hadronization models is based on the idea that the confinement
force between two quarks increases linearly with distance as they move away from each
other [29]. The force field that connects the quarks can be approximated by a massless



string. As the distance between the quarks increases, so does the potential energy stored
in the string. It eventually leads to string fragmentation, which creates new quark and
anti-quark pairs with appropriate color charges at the points where the string breaks. The
break-up process reduces the potential energy of (now multiple) strings in the system,
and continues until colorless hadrons remain. Other kinds of phenomenological models
that attempt to describe the hadronization process have also been developed, such as
cluster-based hadronization [30, 31]. Majority of the particles that are produced during
the hadronization move in the direction of the initial partons. The collection of hadrons
spread out over time due to randomness of the hadronization process. Charged hadrons
diverge from their initial paths even more because of the external magnetic field that is
typically applied in particle detectors. The spray of hadrons form a cone-like structure
called a hadronic jet. Top quark is the only parton that does not hadronize because it
decays via the weak interaction first due to its order of magnitude shorter mean lifetime
compared to the hadronization timescale of A&CID ~22%x10 s,

2.1.3 Electroweak sector

The electroweak interaction refers to the unified description of EM and weak forces that is
modeled with the SU(2), x U(1)y Lagrangian density [32-34]

1 - _ _ -
Lew=—7 (W2 +B?) +i&, DL, + ilglply +i0 PO, + iiiglug + idgldy.  (2.8)

In analogy to the gluon field strength tensor that is given by Eq. (2.6), the field strength
tensor W of SU(2), is constructed from three underlying gauge fields W;L that are coupled
to SU(2), generators in fundamental representation also known as Pauli matrices. The
U(1)y group has only one generator, thus implying that there is just a single gauge field B,
and no structure constants whatsoever associated with the group. Particles charged under
SU(2), carry weak isospin charge that corresponds to the eigenvalue of the diagonalized
generator Tz, while the particles charged under U(1)y carry weak hypercharge Y. The
operator ,\ ¥, y'¥, ” appearing in Eq. (2.8) should be interpreted the following way: ¥,
operator creates a left-handed fermion state and annihilates a right-handed anti-fermion
state, while ¥, annihilates a left-handed fermion state and creates a right-handed anti-
fermion state. Similarly to baryon number, the SM interactions conserve lepton number,
which is defined as n, —n; with n, (n;) denoting the number of (anti-)leptons.

The covariant derivative in Eq. (2.8) acts on different multiplets of left- and right-handed
fermions that are grouped together based on how they behave in electroweak interactions.
There are two left-handed SU(2), doublets £; = (V;)L and Q; = (), constructed from
three copies of lepton neutrino and charged lepton pairs, and from complementary up-
and down-type quarks pairs with identical color charge, totaling nine left-handed quark
doublets. The remaining right-handed fermions form singlets under SU(2),, except for
the right-handed neutrinos, which are completely absent. The omission of right-handed
neutrinos reflects the fact that C- and P-symmetry are each maximally violated in weak
interactions [35, 36]. In particular, experiments have not found neutrinos that are right-
handed, hence not conserving P-symmetry, nor anti-neutrinos that are left-handed, which
indicates C-symmetry violation. Fermion fields carry the same weak hypercharge only if
they belong to the same multiplet. The fermion multiplets are defined for each generation,
and in case of quarks also for each color state. Thus, a total of 45 Weyl fields are needed
to describe the fermion content of the SM.

The flavor-changing aspect of the electroweak interactions becomes apparent after
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rearranging some of the SU(2), gauge fields in covariant derivative Eq. (2.2):

. 0 1 . 0 0 ———
W1T1+W2T2:(WI—IW2)'<O 0>+(W1+1W2)(1 0) EW+T++W T s

where 7| and 7, are proportional to non-diagonal Pauli matrices. The ladder operators T+
act on the left-handed fermion doublets by projecting out either of the fermion fields in
the doublet. Therefore, the Lagrangian density specified by Eq. (2.8) contains terms propor-
tional to i, W d;, d; W u;, v, W ¢; and 7, W~ v, . This means that in weak interactions a
down-type quark can turn into an up-type anti-quark, and vice versa, assuming that they
belong to the same generation and carry identical color charges. Additionally, leptons and
anti-lepton neutrinos, as well as anti-leptons and lepton neutrinos can interact via the weak
force, provided that they are from the same generation of leptons. It is important to note
that both of these statements are valid for the left-handed fermion fields in interaction
eigenstates, since the right-handed fermion fields couple only to the U(1)y gauge field.
The excitations of W fields give rise to W' and W~ bosons. The remaining gauge
fields of the EW symmetry group do not directly correspond to the fields of Z bosons and
photons. For the reasons that will be explained later when discussing the Higgs mechanism,
the fields W; and B need to be rotated by Weinberg angle 8y, ~ 29° in order to uncover
physical field Z and photon field A. After rearranging the gauge couplings of both EW
groups, the covariant derivative that applies to left-handed fermion fields in the Lagrangian
density Eq. (2.8) can be expressed as
D=d-Swrttew T )- %

2 .
T — Z—ieQA 2.9
- o (=i Q)Z — A, (29)

where sy, = sin Oy, and ¢ = cos By, e is identified as the electric charge, and Q is the
charge operator. The electric charge Q, weak hypercharge Y and weak isospin 75 operators
are all related to one another via the Gell-Mann-Nishijima relation .

Y
-
0 3+2

Higher order corrections in perturbation theory are typically expressed in terms of fine
2
structure constant oy, = 4%:’ which equals to roughly 1/137 in the low-energy limit [24]

and, in contrast to the behavior of ¢ in QCD, becomes stronger with increasing energyz.
For right-handed fermion fields, the terms containing SU(2), generators in Eq. (2.9) vanish.
It follows that the Z field couples only to the same flavor fields, but with different strengths
depending on the chirality, while there is no such discrepancy in EM interactions. By
contrast, the left- and right-handed fermions couple to the photon field with equal strength
because both fermion fields carry the same electric charge, as determined by the eigenvalue
of charge operator Q. Feynman diagrams that result from rearranging gauge fields into
physical fields in the EW Lagrangian density given by Eq. (2.8) are shown in Fig. 2.2.

" While the expression was first formulated in terms of quantum numbers that are assigned to
hadrons [37-39], it was retrofitted in the EW theory by appropriate normalization of the U (1)y gauge
field.

2 Similarly to Aqcp, which demarcates the lowest energy scale where QCD can still be approximated
perturbatively, there exists an upper threshold of 10°% eV for oy called the Landau pole, above
which the perturbative QED calculations, which are those that involve only charged fermions and
photons, eventually break down [40]. However, this scale is never reached in a practical setting
because it well exceeds the theoretical energy limit above which gravity takes over.
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Figure 2.2: Feynman diagrams generated by EW Lagrangian density defined by Eq. (2.8) after
rearrangement of gauge fields into physical fields: three-point (a) and four-point (b) interactions
between the EW bosons (shown with wavy lines); decay of electrically neutral y and Z bosons into a
pair of a lepton and its anti-lepton (¢~ ¢), into a pair of a quark and its anti-quark (qg), or into a pair
of a neutrino and its anti-neutrino (v,V,), all shown with solid arrows (c); decay of W™ boson into a
pair of a lepton and an anti-neutrino of the same lepton flavor (¢~ V,), or into a pair of a down-type
quark and an up-type anti-quark (q4q,,) (d). The decay of W™ boson (not shown) would proceed
into a pair of an anti-lepton and lepton neutrino of the same lepton flavor (¢” v,), or into a pair of
down-type anti-quark and up-type quark (q,a4). Probability amplitudes of all Feynman diagrams

scale with e, except for (b), which scales with &

2.1.4 Higgs mechanism

Neither QCD nor EW Lagrangian densities given by Egs. (2.5) and (2.8) include fermion
mass terms because such terms would violate the local gauge invariance under SU(2),
transformations, as demonstrated by Eq. (2.4). For the same reasons it is also not be
possible to introduce Proca terms for the massive vector bosons such as mei2 to the
EW theory. Yet, all fermions, as well as W and Z bosons are experimentally found to be
massive.

These problems can be cured by first recognizing that the mass terms may arise due
to interactions with some yet unknown scalar field. This idea, nowadays most commonly
referred to as the Higgs mechanism, postulates a complex-valued Higgs doublet ¢ with
EW-invariant Lagrangian density

Ly = D>~V (9) (2.10)

and scalar potential
V(9) = 1?9+ A(l9[*)? (2.11)

in the theory [14-16]. The scalar field ¢ has an energy ground state only if the potential
V(¢) is bounded from below, which in turn implies that the parameter A must be positive.
Both ,uz and A must also be real, since otherwise the resulting Hamiltonian would be
non-Hermitian and therefore would produce probabilities that decay over time. If ,u2 >0
then the potential acquires minimum at \(z)|2 = 0, whereas uZ < 0 produces a minimum at
nonzero value of the scalar field. The latter case is more compelling because it describes
the field that has a nonzero vacuum expectation value (VEV).

The Higgs doublet ¢ contains four real-valued massless fields, which can be reorganized
as fluctuations around electrically neutral VEV like so:

_ L gi(x) +igy(x)
o(x) = V2 <v—|—lh(x) —&-iig(x)) ’ (2.12)

In contact with covariant derivative given by Eq. (2.9), the Goldstone bosons {g;(x)};_,
would interact with W= and Z fields such that their propagation amplitude would be
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modified. The three Goldstone bosons can be removed by fixing the Higgs doublet in

Eq. (2.12) to unitary gauge,
1 0
¢(x) = 7 <v+h(x)) . (2.13)

This procedure effectively adds longitudinal degrees of freedom or, equivalently, assigns
mass to the SU(2), gauge bosons. A residual U (1)gy symmetry still remains but it is not
the same unitary group that is present in the original theory. Higgs doublet written in the
form given by Eq. (2.13) conserves CP because it is a true scalar, not a pseudoscalar, that
remains unchanged under charge conjugation.

This mathematical description provides the basis for electroweak symmetry break-
ing (EWSB): at high temperatures of the early universe, the fundamental EW forces are
described by the corresponding massless gauge fields. After the universe cooled, the
Higgs doublet obtained a nonzero VEV and the gauge fields mixed. The resulting physical
fields W* and Z became massive in the process. Their mass relations my, = ev/(2sy )
and m; = my, /¢y can be easily derived by inserting the gauge-fixed Higgs doublet given
by Eq. (2.13) into the Lagrangian density defined by Eq. (2.10), expanding the covariant
derivative in terms of physical fields that are present in Eq. (2.9), and identifying mass
terms m\zN and m%/2 The method also generates additional interaction terms between
the Higgs field and the massive boson fields as illustrated by Feynman diagrams shown
in Figs. 2.3(a) and 2.3(b). In three-point and four-point diagrams, the Higgs field couples
to the physical massive boson fields with strength that is proportional to their squared

masses of the fields:
2m\2, 2m\2,

gy = — and 8oy = 5 (214)
v %

where V stands for either W™ or Z. Since the lower component of the Higgs doublet is
electrically neutral, the Higgs field does not interact with the photon field. Therefore, the
photon field remains massless and acts as the gauge field for the residual U(1) symme-
try. The leftover gauge group leads to quantum electrodynamics (QED) that describes
interactions between fermions and photons.

The (electrically) charged fermions acquire their masses similarly by coupling to the
Higgs doublet and undergoing EWSB. For the charged leptons, this is achieved with the
following gauge-invariant Lagrangian density:

Ly = —yu(Tel +he) BB 2, 4 )7 (2.15)
V2
where i runs over the three lepton generations and y,; stands for real Yukawa coupling
between the charged leptons and the Higgs doublet. The lepton masses are directly
proportional to the coupling strength, n,; = y,;v/v/2.

The gauge-invariant Lagrangian density that produces massive quarks takes the follow-
ing form: _ _ A ‘

L, = —yhipd 0 —yidre 0] +he., (2.16)
where indices i and j run over the three generations of quarks. The sum is implicit over
the matching pair of color and anti-color charges. The field ¢ stands for charge-conjugated
doublet, (;3 = icrzq)*, that has its components swapped and is oppositely charged with
respect to the original doublet. Interactions between charged leptons and quarks given
by Egs. (2.15) and (2.16), respectively, can be summarized as a single Feynman diagram
depicted in Fig. 2.3(c).

Analogously to charged leptons, the up- and down-type quark masses are determined
from couplings y;; and y?;. However, the coupling matrices y* and y¢ include off-diagonal
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elements, which makes the interpretability of the resulting mass terms difficult. The
workaround is to define physical mass eigenstates from interaction eigenstates using
unitary transformation matrices that diagonalize y* and yd. This procedure turns the initial
Lagrangian density expressed by Eq. (2.16) into
EWSB  Vgi _
Ly = *\%(Hh)q?qﬁ,

where the sum runs over six quark mass eigenstates q; that couple to the Higgs field with
Yukawa strength y,; that is proportional to their mass: m,; = yqiv/ﬁ.

As a result, the weak interactions do not necessarily occur within the same generation
of up- and down-type quarks but also between different generations of quarks. In weak
interactions of quarks, the mass eigenstates are related to interaction eigenstates by
complex-valued Cabbibo-Kobayashi-Maskawa (CKM) matrix [41, 42]:

Vud Vus Vub
Vam=|Vea Vos Vo
Via Vis Vi

The magnitude of each element in the CKM matrix corresponds to the probability amplitude
for an up-type quark transition to a down-type quark in their mass eigenstates. Global fit
to all available measurements of the CKM matrix parameters under the unitarity constraint
yields the following magnitudes [24]:

Vial Vil Vil 0.97401 0.22650 0.00361
Vol Vil [Vl | = [0.22636 097320 0.04053
WVl Vil Vil 0.00854 0.03978 0.99917

Quarks are therefore most likely to change flavors within the same generation. The inter-
pretation of the CKM matrix elements becomes clear after expressing the weak interaction
terms between left-handed quark fields in their mass eigenstates, and reorganizing the
resulting up- and down-type fields into triplets Ui and D'L in Eq. (2.8):

i0; 90, O L((7£VC|<|\/|W(’+D/L +h.c.).
sy v/2

This contrasts lepton universality, which tells that the weak interactions do not discriminate
leptons based on their flavor. The other terms in the EW Lagrangian density that combine
quark fields with corresponding anti-quark fields can be easily rotated into their mass
eigenstates because the transformation is unitary. This is to say that the kinetic terms
of quarks as well as the interaction terms involving Z and photon fields can be readily
expressed in the mass eigenstates, as there is no flavor mixing.

The CKM matrix has 18 real parameters, but its unitary properties bring the number
of independent variables down to four: three mixing angles and one complex phase d.p.
Global fits of independent studies that measure the CKM matrix elements indicate that
the matrix does adhere to the unitary conditions. The complex phase . is found to be
nonzero, which indicates that the combined symmetry of charge conjugation and parity
(CP) is not conserved. The CP violation explains why EW interactions with quarks run at
different rates compared to identical interactions with anti-quarks. This effect has been
observed in experiments such as those involving neutral meson oscillations [43].

Finally, the Higgs field itself is also massive. This can be seen by inserting the gauge-fixed
Higgs doublet given by Eq. (2.13) into the scalar potential defined by Eq. (2.11) and ignoring

constant terms:

V(9) "B 02H + Avk® + %h“. (2.17)
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The first term in Eq. (2.17) corresponds to the mass term of the Higgs boson while the
remaining terms describe its self-interaction. Therefore, the Higgs boson H, which is the
excitation of the field &, has a mass my, = vv/24. Trilinear and quartic self-interaction terms
predicted by the Higgs mechanism depend on coupling parameter A. The corresponding
Feynman diagrams are given in Figs. 2.3(d) and 2.3(e).

W*/Z W*/Z H ~/q

W=z W=z “H /g

(d) (e)

Figure 2.3: Feynman diagrams for processes involving Higgs boson: three-point (a) and four-point (b)
interaction of Higgs boson (shown with a dashed line) with vector massive bosons ( Wi, Z); Higgs
boson interaction with a pair of a charged lepton and its anti-lepton (¢ ¢%), orwitha pair of a quark
and its anti-quark (qq) (c); trilinear (d) and quartic (e) self-couplings. Probability amplitudes of (a)
and (b) are respectively proportional to g, and g/, which are given by Eq. (2.14); the probability
amplitude for the fermion vertex (c) is linearly proportional to the corresponding Yukawa coupling
or, equivalently, to the mass of the involved fermion; the probability amplitude for self-coupling
diagrams (d) and quartic (e) are directly proportional to the self-coupling A.

2.1.5 The standard model of particle physics

This concludes the overview of the SM. The full Lagrangian density can be pieced together
from individual contributions given by Egs. (2.5), (2.8), (2.10), (2.15) and (2.16), modulo
double application of ¢ on quark fields:

oL‘SM - °L‘QCD + °L‘EW + e[d) + oE[ + oL;I . (218)

Before the EWSB, the fundamental forces are described by massless SU(3)¢ x SU(2), x
U(1)y gauge fields. After the Higgs doublet acquires nonzero VEV via the Higgs mechanism,
all particles that couple to the doublet become massive. The mass of each particle is
directly proportional to the coupling strength to the Higgs field, and vice versa. The theory
now has SU (3)¢ x U(1)gym gauge symmetry, because the original EW symmetry was broken
in the process. The properties of boson and fermion of the SM are summarized in Tables 2.1
and 2.2, respectively. While neutrinos and photons are theoretically massless in the SM, it
is not possible to completely rule out them being massive experimentally, which is why
their masses are quoted using upper bounds.
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Particle Spin T3 Y 0 m

H 0 —lh 41 0 125.1040.14 GeV
g 1 0 0 0 0

w* 1 £l 0 £1 80.3792£0.012GeV
z 1 0 0 0 91.1876+0.0021 GeV
y 1 0 0 0 <10 Bev

" Theoretical value.
Table 2.1: List of SM bosons, their spin, eigenvalues of weak isospin T3, weak hypercharge Y and
electric charge Q, and mass m with 1o experimental uncertainty. The masses are taken from Particle
Data Group (PDG) [24].

Particle m
(1st, 2nd, 3rd) T (L, R) Y (L R) Q (1st, 2nd, 3rd)

(Ves Vs V1) (12, X) (—1,X) 0 <1.1eV

e ,u,7) (=140 (=1,-2) =1 (511keV, 105.6MeV, 1.777GeV)
(u,c,t) (+1/2,0)  (+1/3,445) +25  (2.16MeV, 1.27GeV, 172.76 GeV)
(d,s,b) (=12,0) (413, =253) =15 (4.67MeV, 93 MeV, 4.18 GeV)

Table 2.2: List of SM up- and down-type leptons (first two rows) and quarks (last two rows), their
eigenvalues of weak isospin T3, weak hypercharge Y and electric charge Q, and mass m. The weak
isospin and hypercharge values are listed for left (L) and right (R) chirality separately. The masses
are quoted from Ref. [24] (PDG) for each of the three generations. All quark masses are given in
MS scheme, except for the top quark mass that is directly measured from data. The cross mark (X)
indicates that the particles (right-handed neutrinos in this case) do not exist in given representation.
The signs of all charges are flipped for anti-fermions.

Although the SM explains the interplay between elementary particles and fundamental
forces with impressive precision and consistency, it does have a few shortcomings. For
example, it fails to address neutrino masses. While theoretically they are considered
massless in the SM, various experiments have observed neutrino oscillation [44, 45] in
which neutrinos have been found to change flavors as they travel through space. The
phenomenon demonstrates that neutrino flavor and mass eigenstates mix, which is similar
to quark flavor mixing, thus implying that neutrinos do possess a mass. In analogy to the
CKM matrix, the unitary transformation that connects the interaction and mass eigenstates
of the neutrinos can be expressed in terms of three mixing angles and a CP-violating
phase. The values of these transformation parameters are sensitive to the differences
of squared masses between generations, and not to the masses themselves which are
currently unknown. The exact mechanism of creating massive neutrinos still remains
unresolved, but the most notable candidates for massive neutrinos include Majorana
neutrinos and sterile neutrinos.

In addition to neutrino masses, the SM also fails to explain dark matter that is estimated
to account for 84% of all matter in the universe [46]. Primary evidence for such a type
of matter comes from astrophysical observations. In particular, the rotational velocity is
found to not decrease with increasing radial distance, as one would expect from the mass
distribution of luminous matter in spiral galaxies. It would either mean that the existing
Newtonian dynamics needs to be modified, or that the outskirts of spiral galaxies have
more matter that mostly interacts with ordinary matter via gravity. Further evidence, such
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as temperature anisotropies in cosmic microwave background, formation of astrophysical
structures, or gravitational lensing effects all point to a type of matter that does not couple
to the ,visible” SM particles, hence the name.

Finally, the unification of the SM with GR proves to be the most ambitious idea in modern
particle physics. Merging gravity with the other three fundamental forces implies that
gravity must be quantized. The natural choice for a particle that mediates the gravitational
force is a massless spin-2 particle called graviton. However, attempts at constructing a
quantized theory with gravitons that works at any scale have been unsuccessful because
such theory, unlike the SM, is perturbatively nonrenormalizable. As a consequence, the
theory breaks down at higher energies than the Planck scale Apjync = 10" GeV, where
the quantum effects of gravity become important. It perhaps hints that the full theory,
which unifies all known fundamental forces, may require a more general framework than
QFT.

2.1.6 Effective field theories

The shortcomings of the SM have motivated a wide selection of theories that attempt to
address the problems of the SM. Theories that go beyond the SM (BSM) oftentimes bring
about new phenomena that experimental physicists can put to test. However, it is not very
efficient nor practically feasible to consider every exotic BSM model that theorists have
proposed. Instead, a coherent framework is needed that quantifies deviations from the
SM in a systematic way.

It is not a coincidence that none of the couplings present in the SM Lagrangian density
given by Eq. (2.18) have a negative mass dimension. This property stems from the long-
believed assumption that any valid theory should be renormalizable for it to have predictive
power. The reason being: if the theory includes couplings with negative mass dimension,
it would not be possible to find a finite number of counterterms that compensate for the
singularities arising from the loop diagrams of these interactions. The SM is perturbatively
renormalizable as long as ¢ and o remain sufficiently small, but there exists a whole other
class of BSM theories, which are nonrenormalizable due to the presence of additional
couplings with negative mass dimension. It would seem that these theories cannot make
any predictions, since they require an infinite number of parameters to be fixed. However,
when assuming that the new interactions become important in the energy scales much
higher than currently attainable by the experiments, then additional corrections by those
interactions to known physics established at lower scales are suppressed by the scale of
new physics.

This is the premise of effective field theories (EFTs), which are applicable or ,effective”
up to some kinematic limit [47, 48]. The formalism purports an extension to the SM
Lagrangian density of the form

@ (A
Lepr = Lsm + Z & d(_4) (gi(d) ) (2.19)
d>4 A

. .. . d . .
where A is sufficiently large energy scale of new physics, cl( ) are dimensionless complex-

valued Wilson coefficients and @l.(d) the corresponding operators with mass dimension
d. The operators @i(d) adhere to intended gauge symmetries, and are constructed from
the very same fields and derivatives thereof present in the SM. In the standard model
EFT (SMEFT), the operators are expected to respect SU(3)c x SU(2), x U(1)y. Odd-
dimensional operators are not favored because they violate the conservation of baryon
or lepton numbers [49, 50]. This leaves dimension-6 EFT operators as the leading order
candidates for new interactions. Higher-order even-dimensional operators are suppressed
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by the cutoff scale A and are thus typically ignored. Different combinations of higher-order
operators can lead to the same S-matrix, which motivates the need for a standard basis for
these operators [51]. There are multiple conventions that have resolved the redundancy
and identified a finite set of operators, each with a different focus on the physics goals,
such as Warsaw [52], SILH [53-56] and Higgs basis [57]. More elaborate schemes than
SMEFT have been developed, such as Higgs EFT (HEFT) [58, 59], which exploits the global
(,custodial”) SU(2) symmetry of the Higgs potential by rearranging the Goldstone bosons
into an SU (2) matrix and demoting the Higgs field into a singlet of the EW gauge group.
This effectively allows the insertion of new Higgs boson interactions into the Lagrangian
density via powers of (1/v) terms. The HEFT formalism generally predicts larger deviations
from the SM than SMEFT, but is only valid for new physics scales of up to ©(4nv) ~ 3 TeV
due to unitarity constraints [60, 61]. As a consequence, there is no power counting by the
scale parameter A in HEFT as in SMEFT. Instead, the different terms in HEFT Lagrangian
density are distinguished by their chiral dimension, which equals one for fermion bilinears
and for derivative operators.

The current situation is analogous to the early days of particle physics, when the best
description of 3 decays was modeled by a contact interaction between the four fermion
fields [62, 63]. As depicted in Fig. 2.4(a), the intermediate W boson that mediates this
process was not yet resolvable because the energy scale of the interactions was much
lower than the EW scale. Albeit nonrenormalizable, the theory was still successful in
explaining the low-energy behavior of the process.

New physics
EFT >
2 | Known

c particle
e e S
S
[}
=3
wW- Q< my _ 3
n — n Ve &

- Full theory
p Ve P --SM

Energy scale

(a) (b)

Figure 2.4: (a): Feynman diagrams of 3 decay for the cases when the W boson could be resolved
at high energies Q, as shown on the left-hand side, and when the description becomes effective at
significantly lower energies than the mass of the boson my,,, which is depicted on the right-hand side.
(b): lllustration of the EFT formalism. Yet unknown UV-completing theories (shown with blue lines)
beyond some scale A can lead to the same effective description below that scale (demarcated by
a green vertical line), thus altering the production rate of known particles with respect to the SM
prediction (the latter of which is highlighted with a dashed pink line). Discrepancy between the SM
and the effective description (yellow shaded area) can be measured if A is reachable by experiments.

The philosophy behind EFTs is that one does not have to know the full theory in
order to make consistent predictions about ,low-energy” physics that is currently in reach
by experiments. This point is also illustrated by Fig. 2.4(b), which demonstrates that
different BSM behavior at high energies can lead to the same effective description at
low scales. It also explains why it is widely conveyed that signs of new physics should
appear in the high-energy tails of kinematic distributions. Deviations from the SM can be
quantified in terms of coupling parameters that are associated with nonrenormalizable
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higher-dimensional operators. Extracting the corresponding EFT parameters cl@ from

experimental data helps to place indirect constraints on masses and coupling strengths
of the new particles, to restrict viable classes of BSM theories, and to prompt dedicated
searches of the corresponding signal models. Thus, the EFT formalism should be viewed
as a tool for making incremental progress towards finding a more complete theory.

2.2 LHC phenomenology

Particle colliders function as a testing ground for the SM. Their objective is to accelerate
electrically charged particles to a desirable kinetic threshold, collide them and detect the
collision byproducts. Depending on the trajectory of accelerated particles, the colliders can
be either linear or circular. In circular accelerators, the particles that are being accelerated
traverse the circular path numerous times and with every turn receive an energy boost
until they reach the desired energy, whereas in linear colliders the particles receive their
energy boost only once while they travel along the straight path before colliding. Thus, in
general, circular accelerators can reach higher energies compared to linear accelerators,
and are therefore ideal for exploring new energy scales.

At relativistic energies, charged particles tend to lose energy in the form of EM radiation
by emitting bremsstrahlung photons while being accelerated. The effect is more severe
for lighter particles, which is why it is more cost-effective to accelerate hadrons than, say,
electrons in order to compensate for the radiation loss. The Large Hadron Collider (LHC)
does precisely that: it accelerates collection of protons (p) along a circular path and collides
them inside the detectors that are located at certain points of the beam line. A more
detailed overview of the apparatus is given in Section 3.1. For the purpose of present
discussion it is important to recognize that the collision events happening at the LHC are
initiated by protons which comes with its own challenges. In the following, Section 2.2.1
gives a brief overview of the phenomenology concerning hadron collision, and Section 2.2.2
describes the theory of particle decays.

2.2.1 Event production

The basis of any physics experiment is the delivery of predictions that can be compared to
the measurement. The outcome of collision events is inherently probabilistic, as dictated by
underlying Lorentz-invariant matrix elements (MEs) that describe the quantum processes.
In case the process of interest happens rarely, lots of data would have to be collected
and subsequently filtered. The selection of collision events is based on a series of cuts
applied on kinematic observables that are constructed from the detector information,
with the aim to maximize the presence of signal events while reducing the amount of
background events in the collected data. For a fair comparison to the measurement, these
steps need to be repeated in the theoretical prediction as well. However, evaluating these
cuts analytically becomes computationally infeasible due to the complicated structure of
the resulting phase space [64].

To overcome this problem, the MEs are instead evaluated using Monte Carlo (MC)
integration techniques such as importance s;ampling3 [65] and multi-channel sampling [66].
These methods allow sampling the underlying phase space more frequently in places
where the ME takes the largest values. The task of making theoretical predictions is
therefore factorized into several steps, starting with the simulation of relevant processes
in identical detector conditions, followed by the analysis of the data and the simulation on
equal footing, and finally comparing the results quantitatively. The simulation is produced

3 The method is briefly discussed in Section 6.2.4.
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by first generating a set of events with fixed multiplicities in initial and final states but in
random kinematic configurations. A weight is assigned to each event such that distributions
of kinematic observables aggregated over all simulated events follow the theoretical
prediction. This is facilitated by the MC integration techniques, which help to generate the
events more efficiently. For this reason, the simulated events are oftentimes colloquially
referred to as MC samples.

This approach is extremely beneficial because the same simulation can be used for
different purposes by multiple analysis groups in parallel. MC samples make it also possible
to model arbitrary kinematic variables with ease. However, it comes at the cost of statistical
and systematical uncertainties on the prediction, in addition to the uncertainties known
from theory. The statistical uncertainties can be reduced by generating, as a general rule of
thumb, at least an order of magnitude more MC events than expected from the data. The
systematic uncertainties originate from discrepancies between data and MC simulation
that may occur in some kinematic variables. These differences are corrected with dedicated
scale factors (SFs). Overview of such corrections, as well as the extensive list of MC samples
used in this thesis are detailed in Section 5. Systematic uncertainties of theoretical origin
can be propagated to MC samples by adjusting event weights accordingly. In fact, this brings
up another advantage of MC samples: the generated events representing one process
can be transformed into a completely different process by appropriately reweighting the
events. A comprehensive summary detailing other aspects of MC event generators can be
found in Ref. [67].

The main observable of interest in collision experiments is the total scattering cross
section. It has dimension of area and is measured in units of barn (b)4. In short, the total
cross section is defined as the transition rate between initial and final states, normalized
to incident flux of particles. If the scattering process with final state |f) is initiated by
hadrons A and B at center-of-momentum (c.0.m) energy +/s, then the expression for its
total (hadronic) cross section can be written as:

1
Ouf = Z/o dxy fasa(Xar W) dxp f5(Xp, W) Gaps p(Xas Xy Mgy Mps V/s) . (2.20)
a,b

The Bjorken scaling variables x, and x;, denote the fraction of longitudinal momentum
that is transferred from initial hadrons A and B to partons a and b, respectively [68]. The
probability for that to happen at some energy scale py > Aqcp is governed by parton
distribution functions (PDFs) fa/A and fb/B.

The hard’ scattering cross section 6.5 s in Eq. (2.20) is computed at fixed order in
perturbation theory:

4
Gupsy = (24’;) / dTL, M (ab — ). (2.21)

Here F refers to Lorentz-invariant Mgller flux factor caused by initial state partons a and
b, while dI1,, stands for Lorentz-invariant phase space (LIPS) element of the n-particle final
state |f). The ME 1Ml(ab — f) in Eq. (2.21) is expanded in the power series of coupling
strength(s) of interest. For example, the perturbation series can be expanded by ag to
include higher order perturbative QCD (pQCD) corrections, or by oy to include corrections
from the EW theory, or both. If no corrections are included, then the ME and therefore

“1b=10"m?.
A »hard” quantity in particle physics refers to something that has relatively high energy. Con-
versely, a ,soft” observable or process has comparatively low energy.
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the cross section itself is said to be at leading order or lowest order (LO), at tree level or at
Born level. Complete set of first order corrections brings the calculation to next-to-leading
order (NLO). Corrections beyond NLO are possible but become computationally challenging
because the number of Feynman diagrams representing each possible subprocess in the
ME grows factorially with every order. Ratio of partonic cross sections 6//6 of the same
process ab — f, where the numerator is computed to higher perturbative order than the
denominator, is referred to as the k-factor. The dependency of the cross section on some
kinematic observable x is expressed in terms of differential cross section d& /dx. Studying
the functional form of differential cross section can give a better insight into the underlying
theory.

The hard scattering (HS) cross section in Eq. (2.20) depends on the renormalization
scale ug. The dependency is introduced via coupling strength, with the aim to regularize
ultraviolet divergences that occur beyond LO. According to Kinoshita-Lee-Nauenberg
theorem, soft and collinear infrared divergences due to higher order corrections cancel
each other [69, 70]. However, the theorem does not work with hadronic initial states, where
extra partons are radiated that cause collinear infrared divergences. The said infinities are
removed by moving the singular behavior from the partonic cross section into PDFs and
subsequently regularizing them with factorization scale uy that the PDFs hence depend
on.

The PDFs are designed to absorb collinear singularities that happen when a parton,
after being released from a hadron, goes through successive emissions or ,splits” below
some scale uy. The process continues until the parton enters the HS process as an asymp-
totically free particle. The evolution of PDFs as a function of scale Ly is described by
DGLAP® equations [71-73]. The PDFs can be expanded in power series of o, taking into
account higher order QCD (as well as QED) corrections to parton splitting. Intuitively,
partons in the initial (and final) state are confined to hadrons, while in the HS process they
become asymptotically free as implied from the ME formalism. The scale i marks the
energy scale that separates soft collinear emissions from the hard process, or equivalently
nonperturbative hadron dynamics from perturbatively calculable scattering.

The total cross section should not depend on i and py when including all terms of the
perturbation series. In practice, though, the perturbation series is truncated, which means
that the theoretical prediction still depends on these scales. While both scales are arbitrary
in principle, they are set equal to each other in the computation, in order to avoid residual
dependencies that may arise in higher orders of perturbative expansion. Dependencies on
these artificial scales can be attenuated by computing the scattering cross section to higher
orders. Residual dependencies on these scales due to missing higher orders are taken as
a source of systematic uncertainty. This uncertainty is estimated using canonical 7-point
method, where both QCD scales are independently varied up and down by a factor of
two in the ME, while maintaining the condition that | In(ug/ur)| < 1[50, 74, 75]. Optimal
choice of the scales is the one that minimizes the uncertainties. A common option is to
use constant scales and set them equal to half of the invariant mass of final state particles.

PDFs are determined from global fits to data by dedicated collaborations. The PDF
sets used in this thesis are NNPDF3.0 [76] and NNPDF3.1 [77], as recommended by the
CMS collaboration [78-80]. They express individual parton content of protons. In the
low energy limit, the energy of a proton is dominated by its valence u and d quarks, but
when accelerated to higher energies its content turns into a ,sea” of virtual quarks and
gluons that constantly pop in and out of existence. Figure 2.5 shows the distributions of

% The acronym is built from authors’ names who derived the equations: Dokshitzer, Gribov, Lipatov,
Altarelli and Parisi.
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several proton PDFs at a scale that is characteristic to single Higgs boson production. It
demonstrates that the gluon PDF becomes dominant at small values of the Bjorken variable.
At the c.0.m energy that the LHC collided the protons (/s = 13 TeV), any scattering process
that requires about a few hundred GeV of energy is most likely initiated by a pair of gluons,
followed by a quark-gluon and a quark-quark pair. This is because the resulting Bjorken
variable, which is proportional to the fraction of c.o.m energy contributing to the HS
process, can take very small values if both incident particles are gluons. Thus, while the
colliding protons have a well-defined momentum of /s/2 directed along the collision
axis, the partons that actually initiate the HS event carry less energy as dictated by the
corresponding PDF. At least two sources of PDF uncertainties are distinguished: statistical
uncertainties that are related to the way PDFs are extracted from data, and uncertainties
due to o variation in PDF expressions. Protons can also emit a photon, but the likelihood
for that to happen is an order of magnitude smaller compared to sea quarks. The photon
structure of the proton is modeled by special ,LuxQED” PDFs [81], which are used only to
improve the estimated cross sections of a few processes in the present work.
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Figure 2.5: Proton PDFs with uncertainty bands from NNPDF 3.1 NNLO set for various partons as
a function of the Bjorken scaling variable. Labels u, and d, stand for valence u and d quarks. All
remaining quarks and gluons are deemed as sea partons. The plot is created with LHAPDF [82].

Two types of flavor schemes exist, depending on how the b quarks are modeled in
the initial state [83]. In the four-flavor scheme (4FS), the b quarks do not originate from
protons. Instead, the HS event is initiated by four quarks (u, d, c, s) or gluons. In this
case, the b quarks are excluded from proton PDFs and can appear only in the final state.
They can be produced at the ME level via gluon splitting (g — bb) or via top decays.
The advantage of this choice is that the b quarks can remain massive in all calculations,
thereby yielding an accurate depiction of the kinematics already at LO. While it is natural
to exclude b quarks from proton PDFs because b quarks are four times more massive than
protons, the resulting fixed order perturbation series may exhibit collinear divergences
at energy scales significantly higher than the mass of the b quark. These problems are
characteristic to the 4FS but are avoided in the five-flavor scheme (5FS) by letting the
PDFs and fragmentation functions to absorb the said divergences. In order to maintain the
validity of the factorization procedure in this approach, the b quarks are treated as massless
in the initial state. While 5FS simplifies calculations and reduces the final state multiplicity,
the differential observables sensitive to the extra b quarks not originating from top decays
in this scheme may not be as precisely modeled compared to 4FS. Both descriptions
are equivalent when including all orders of perturbation theory. The distinction of flavor
schemes becomes relevant in processes that allow b quarks in the initial state, such as
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(associated) production of single top events. Example Feynman diagrams comparing both
4FS and 5FS of the same process are shown in Fig. 2.19.

The particles that enter or exit the HS process can radiate additional photons or gluons.
Depending on where the extra particles originate, one can distinguish between initial state
radiation (ISR) and final state radiation (FSR). The former has the effect of ,recoiling” a LO
system away from the collision axis, whereas the latter degrades the energy resolution
of final state particles at the reconstruction level. Colored particles tend to emit multiple
gluons until the radiating particles participate in the scattering process, or until the particles
lose energy to the point of reaching the confinement scale followed by hadronization. The
cascade of virtual gluon emissions, gluon splitting and subsequent hadronization constitutes
parton showering (PS). The hadronization processes as well as PS of simulated events are
modeled by Pythia software, which employs the string fragmentation approach [84].

Contributions due to ISR and FSR can be modeled as hard emissions in the ME calculation,
or as soft and collinear emissions at the PS level. In both cases, their predictions are sensitive
to the value of strong coupling a. Uncertainties attributed to the PS are determined by
varying the renormalization scale in the strong coupling by a factor of 12 and 2. PS describes
soft processes more accurately while ME does a better job at modeling the hard activity.
Thus, a matching and merging scheme is required at a certain energy scale in order to
avoid double counting the events with the same final state of jets produced by ME and
PS. Various procedures exist that resolve the overlap, such as MLM merging at LO [85]
and FxFx merging at NLO [86]. These methods are employed by MadGraph5_aMCatNLO
event generator [87, 88]. POWHEG, which is another MC generator, resolves the described
ambiguities internally when generating the events [89-91].

Other types of hadronic activity may occur in proton-proton collisions, as illustrated by
Fig. 2.6. For example, in multiple-parton interactions (MPI) the same protons (depicted
as large green blobs) that initiated the HS process (large red circle) may emit secondary
partons that interact with each other (purple blob). The proton content that is left over
from these scattering processes, gives rise to so-called beam-beam remnants (cyan blobs).
The final state particles of the HS process (small red circles) undergo hadronization (small
green blobs), thus producing final state hadrons that subsequently decay (dark green blobs).
Various color reconnection mechanisms exist that model how color charge is distributed in
PS [92]. Figure 2.6 distinguishes between QCD radiation in initial and final states (shown as
curly blue and red lines, respectively) from the EW radiation (yellow). The extra activity in
collision events that is not described by neither the HS nor the PS is commonly referred to as
underlying event (UE). Color reconnection and UE are characterized by a set of parameters
called ,tunes” implemented in Pythia software [84]. The simulated samples used in this
thesis are generated with tunes CP5 [93], CUETP8M1, CUETP8M2 and CUETP8M2T4 [94].
Systematic uncertainties due to different choices of UE parameters or color reconnection
models can be estimated by varying the tune parameters.
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Figure 2.6: Illustration of a proton-proton collision [95].

2.2.2 Particle decays

Particle decay is characterized by its mean lifetime that tells how long, on average, the
particle, call it A, can survive at rest before it decays with probability of 1/e. When moving
relativistically, it experiences time dilation that prolongs its decay. Its lifetime is inversely
proportional to its total decay width I',, which equals to the sum of partial widths of all
unique decay modes: I'y =Y xI'(A — X). The probability for decay process A — X to
occur is given by the ratio of its partial width to total width, also known as the branching
ratio (BR).

A free-field propagator represents the probability amplitude for a particle with 4-
momentum p to traverse through spacetime between interactions. The propagator has a
singularity at its rest mass m, which tells that the creation and its subsequent annihilation
is most effective when the particle adheres to the energy-momentum relation, p2 =m’.
However, this explanation does not account for the radiative corrections that the particle
may receive while it travels. The additional corrections can be absorbed into an extra term
called self-energy in the propagator, but it has the effect of modifying the particle mass.
If the particle is unstable, then the mass shift is going to have an imaginary component.
On-shell renormalization conditions can be imposed to make sure that the pole mass m,, at
which the propagator is maximized, remains real. After doing so, the imaginary component
of radiative corrections is absorbed into total decay width. In this prescription, the pole
mass would then be interpreted as the physical mass of the particle. The whole procedure
eventually yields a relativistically invariant Breit-Wigner propagator Ag, that can be used
in ME calculations. Its corresponding probability density has Lorentzian form:

2
= ! (2.22)
(p* —m3)* + (myTy)?

i

2\2
‘ABW(p )| =

P mfx +imy L'y

In narrow-width approximation (NWA) I'y < m,, which turns Eq. (2.22) into a simple
o-function. It is important to emphasize that the total width is not an artifact of the
theory nor is it in any way related to measurement precision, but it is in fact a real physical
parameter that dictates the width of the resonant mass peak. This is also the reason
why I is sometimes referred to as mass width. An illustrating plot for Lorentzian mass
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peaks can be found in Fig. 2.4(b), which shows the mass resonances on a linearly falling
background.

The probability density defined by Eq. (2.22) reaches its maximum when the particle
goes ,on-shell” or, equivalently, has a mass equal to its physical mass. Otherwise, the
particle is deemed as ,,off-shell” or virtual (as opposed to real), and is usually denoted with
an asterisk in decay chains and Feynman diagrams. An off-shell particle can decay into
real particles and an on-shell resonance into virtual particles, but these processes become
more suppressed as the virtual particles move further away from their mass shell.

In analogy to the partonic cross section defined by Eq. (2.21), which describes ,two-to-
many” process, the partial decay width can be viewed as ,one-to-many” process:

4
I[(A—X)= % /dHnm”l(A - X)J?, (2.23)
A P

where dI1,, stands for LIPS element of n-particle final state X. The expression Eq. (2.23) is

valid only in the rest frame of the particle. Massless particles cannot decay into massive
particles unless they go off-shell. The decay widths and thereby BRs directly depend on the
relative coupling strength between the mother particle and its descendants. It is important
to recognize that the mass and charge of a particle are not observables. Instead, they are
parameters of the theory that describe statistical properties of the particle: its decay width
given by Eq. (2.23) and scattering cross section given by Eq. (2.21).

Particle detectors cannot detect unstable particles directly if they decay before interact-
ing with the detector material. The detectors can register those decay products that are
not only sufficiently stable to reach the detector, but also energetic enough to exceed the
detection thresholds. Particles seen by the detector may result from a series of intermedi-
ate resonances. The resonances can be inferred from their decay products if they leave an
imprint to the detector material or get absorbed by the material. It is therefore important
to understand the properties of decay products, such as lifetimes, masses and charges, as
well as their abundance in typical hadron collisions, in order to make informed decisions
when designing a detector.

None of the massive elementary particles in the SM are directly observable, with
the exception of electrons and muons, because the unstable particles either decay into
lighter ones or, in case of quarks, also hadronize. The latter does not apply to top quarks,
since their experimentally measured mass width of I'y = 1.42 GeV exceeds the QCD scale.
Instead, they decay into pairs of a W boson and a bottom quark almost always before the
hadronization can even occur. It should be noted that top quark is never a decay product
itself because it is the most massive particle of the SM.

Barring the top quark, massive vector bosons decay unequivocally into fermions, be-
cause these are the only lighter particles that couple to the bosons. At surface level, decays
into lepton and corresponding anti-neutrino pairs contribute about 33% to the decay width
of W, and decays into quarks contribute to the rest of its width. This is understood in
the following way: W fields couple to the first and second generation of quarks in three
copies of color, totaling six quark doublets, and to three generations of leptons. Since
there is no preference between quarks and leptons, the branching ratio of leptonic decays
can be simply approximated by the number of lepton fields to the total number of fields
that the W fields are coupled to. In practice, the BR of leptonic decays is reduced slightly
after accounting for the higher order perturbative effects. Decays into any flavor of lepton
and corresponding neutrino pair still remain equally probable, as expected from lepton
universality. The total width of W amounts to I'yy, = 2.085 GeV [24].

The same simple arguments do not work when attempting to ballpark the BRs of
the Z boson, because left-handed and right-handed fermions couple to the boson with
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different strengths. Some manipulation of the EW Lagrangian density defined by Eq. (2.8)
is required: moving out the chiral projections with Eq. (2.3), and grouping the operators
that are associated with the Z field into vectorial and axial terms ¢, and ¢, yields:

W (T — sy Q) 2, — Prsiy O2¥x = PZ(cy +c47) Y,

where ¢y =T — 2S%VQ and ¢4 = T3, and ¥ represents spinor field of some fermion f.
Considering that the vectorial and axial amplitudes do not interfere with each other, it
follows that

T(Z — f]) o< (h+cb) =TF — 2535, T,0+ 253, 0° .

Plugging in the operator eigenvalues from Table 2.2 and factoring in the number of color
charges assigned to the five quarks that the boson can decay into tells that Z boson decays
hadronically with about 69% probability, followed by ,invisible” decays into neutrinos in
20% of the cases, and thus leaving 10% of the total decay width to the charged leptons.
Lepton universality still holds, as the decays into different flavors are evenly split between
the three generations. On the other hand, Z decays into down-type quarks are preferred
over up-type quarks.

Despite the low BR for Z to decay into directly observable electrons or muons, these
decay modes have been instrumental in precision measurements of the resonance. This is
made possible thanks to the large cross section of the Drell-Yan (DY) process that produces
the boson by annihilating a quark with its anti-quark. The quarks can also annihilate into
a virtual photon " that decays into the same particles as Z. Interferences between the
production of either boson cannot be disentangled. Nevertheless, the Z peak in dilepton
mass distribution can be easily distinguished at Z boson mass of around 91 GeV from the
sharply falling spectrum created by the virtual photons. As showcased in Fig. 2.7, at low
dilepton mass of about < 10 GeV, resonances from heavy meson decays take over, such
as J/y at 3GeV that is made up of charm quarks, or Y at 9.5 GeV that consists of bottom
quarks. Since the Z peak in DY events has a clear signature in leptonic channels and a
sufficiently wide peak of I'; = 2.495 GeV [24] with respect to the experimental resolution,
it is often used as standard candle for developing and assessing selection criteria for leptons
in analyses that are performed on data collected from high energy collisions.

34 fb (13 TeV, 2018
102 T ‘(‘Hm‘ )

— T T
11 CMS Online Reconstructed Dimuon Events
10 Preliminary P, () >3 GeV, n(u) < 2.4, opposite sign
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Events/GeV
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1 10 ) 10°
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Figure 2.7: Dimuon invariant mass spectrum reconstructed from CMS data collected in 2018 [96].
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T lepton has an extremely narrow width of I'; ~ 2.2 x 10~ MeV compared to its mass,
which corresponds to a mean lifetime of 2.90 x 107 "s. To put it in perspective, a T moving
at energy E = 100 GeV would travel approximately EcIn2/(m I';) ~ 3.4 mm before its
survival probability halves. Its decay vertex would be displaced from the point of the HS
event that created it, but the decay process would still remain well within the cavity of the
CMS detector. T decays always proceed through an off-shell W boson, which continues to
decay into lighter particles than the 7 lepton. As shown in Fig. 2.8, these particles can be
electrons and muons with complementary neutrinos, or light quarks (u, d and s). The quarks
subsequently form hadrons, which are collectively labeled by symbol 7,. Considering that
the quark fields are coupled to the W field in threefold, and that [V,4|* + [V,|* ~ 1, then
one would crudely estimate 40% for the BR of leptonic T decays, evenly split between
electrons and muons, and 60% for the BR of hadronic T decays. More accurate predictions
are closer to 35% and 65%, respectively, after accounting for the properties of hadrons
that the 7 leptons decay into, as well as higher order perturbative effects [97]. Latest
measurements of W, Z and T BRs obtained from fit to data are compatible with the SM
and are presented in Table 2.3.

T~ W—

e /u /ds
: E\'/e/\'/“/ a
Vr

Figure 2.8: Feynman diagram illustrating a t lepton decay.

Leptonic Hadronic

Electrons Muons 7 leptons
Average Total

w  1071% 10.63% 11.38% 10.86% 32.72% 67.41%
Z 3363% 3.366% 3.370% 3.366% 10.01% 69.91%
T 17.82%  17.39% X 17.61% 3521% 64.79%

Table 2.3: Measured leptonic and hadronic branching ratios (BRs) of W, Z and T lepton [24].

The simplest charged mesons that the quarks from hadronic T decays can bound to are
rho mesons pi(770), pions ni, or kaons K= and K**. The number between parentheses
in the rho meson name denotes its approximate mass in MeV, to distinguish it from its
excited resonant states [98]. Pions and rho mesons are the bound states of ud or ud,
depending on their total electric charge, but with different spins: pions are (pseudo)scalar,
while the more massive rho mesons are vectors. This is explained by SU(2) representation
that the quark spin states belong to: two spin-% particles combine either into a spin-0 or a
spin-1 bound state. The situation is analogous for kaons, as both the (pseudo)scalar meson
K™ and the more massive vector meson K** are bound states of us or Us, depending on
their total electric charge.

Each of the mesons have neutral counterparts with similar masses: p0(770), no, K
and K. Neutral kaons correspond to various bound states consisting of d and s quarks.
This statement stems from an observation that the light quarks have rather small masses
relative to Aqcp that they can be treated as massless or, at the very least, with equal masses
in pQCD calculations. If assuming the latter, then the QCD Lagrangian density would admit
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global SU(3) transformations that rotate the u, d and s fields in flavor space. Even though
the flavor symmetry is spoiled by the mass differences of light quarks, it is a good enough
approximation that allows to organize light hadrons in a mathematically consistent way.
This is done by expressing the direct product of SU (3) irreducible representation, which
stands for quark states, or its complex conjugate representation, which stands for anti-
quark states, as a direct sum of irreducible representations. It successfully explains how
there can be multiple neutral mesons besides 7° that have effectively the same quark
content. The organizational scheme, named ,Eightfold Way”, was formally developed by
Gell-Mann and Ne’eman during the 1950s [99, 100].

Due to its short mean lifetime of 4.5 x 10~2* s, pi(770) decays resonantly into T
before it can interact with any of the detector material. Neutral pion has a longer mean
lifetime of 8.5 x 10_175, but it is still not long enough for it to be directly seen by the
detector before it decays into two photons. This is not the case for charged pions or kaons,
since their mean lifetime of about 10~ s, equivalent to proper lifetime of a few meters, is
sufficient that either of the mesons can be observed directly. However, kaons rarely occur
in hadronic 7 lepton decays, as only 1% of the hadronic decays end up in the Kivf final
state. In fact, it is more likely to see multiple pions produced by intermediate resonances
such as aj (1260) or p*(1450) [101, 102] than kaons in hadronic = decays. The point is
illustrated by Table 2.4 that lists the BRs of dominant 7, decay modes. The hadronic final
state must have an odd number of charged mesons, as otherwise it would violate charge
conservation. Decay modes that produce one, three or five charged mesons h* with any
number of neutral mesons are called ,1-prong”, ,3-prong” or ,5-prong”, respectively. The
latter is an extremely rare decay channel, accounting for just a mere 0.15% of 7, width.

0

Primary meson

Decay mode BR
resonance
h* 17.77%
o T 16.70%
§ n+n 41.21%
iy rt +a° p*(770) 39.34%
T nF42n° 14.62%
nt+2n° ai (1260) 14.29%
=, Rt 15.13%
S ittt ai (1260) 14.37%
:T; WErEnT 4+ 7° 7.84%
: rentat +1°  pt(1450) 7.13%
Other modes 3.44%

Table 2.4: Common t, decay modes and corresponding BRs [24]. The BRs are quoted with respect to
the decay width of t,. Dominant final state of each exclusive decay mode, primary resonance and
the full BR of the final state are shown separately on indented lines.

Other hadrons, too, undergo a series of decays into more stable hadrons or leptons. The
most notable hadrons are those formed from b quarks such as B mesons that are paired
with a light quark. The mean lifetime of B mesons, about 1.5 x 1072 s, is just long enough
that they travel a significant distance before typically decaying into lighter D mesons that
contain a c quark (because |V,,,| > |V, ), but sufficiently short that the decay processes
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would still occur within the bounds of a detector. At the LHC, the distances that the b
hadrons traverse are slightly longer than that of 7 lepton, usually in the order of a cm. Not
only are b hadrons more massive than other hadrons, they also tend to keep most of the
energy from its parent b quark as well [103]. In addition, the jets that enclose the b hadron
activity feature a higher number of charged constituents, including electrons and muons,
compared to the jets that are produced from the hadronization of lighter quarks, simply
because the decay chain of b hadrons is longer. Figure 2.9 depicts a possible composition
of a b jet, where its constituent B meson decays semileptonically into D meson. Because
of its comparable lifetime to B mesons, the D meson would be displaced before further
decaying. All of these properties, and many more, can be measured and are thus taken
advantage of by dedicated ,b tagging” algorithms that attempt to distinguish b jets from
lighter jets [104].

Figure 2.9: Anatomy of a b jet. The B meson is significantly displaced from the HS collision point (%)
before it decays weakly into a D meson. The D meson itself may convert into a kaon K through weak
interaction. A charged lepton (¢ ) may be created as a byproduct of weak decays. Hadron constituents
may emit extra QCD or EM radiation. Other hadrons produced in the b quark hadronization may
enter the b jet cone, but they are not displayed here.

Muon always decays through an off-shell W into an electron plus complementary
neutrinos. This is expected, because electrons are the only charged particles that are also
less massive than muons. Mean lifetime of a muon is an enormous 2.2 ps, only second to a
free neutron that undergoes 3-decay with a half-life of little over 10 min. In comparison to
7 lepton made earlier, a 100 GeV muon would have a half-life survival distance of 450 km.
Electrons and protons are the only known massive particles that do not decay. After all,
they form bound states with neutrons, which are ultimately the building blocks of stable
matter.

2.3 Higgs boson

The seminal papers on EWSB were published by three independent groups of researchers
in 1964: Brout and Englert [14], Higgs [15], and Guralnik, Hagen and Kibble [16]. By 1967
these ideas were incorporated into the EW theory developed by Glashow [32], Salam [33]
and Weinberg [34], and its renormalizability was finally demonstrated in 1971 by 't Hooft
and Veltman [105]. In the following couple of years, Lee [106-109] popularized the work on
EWSB in a series of four papers [110]. Progress on the theoretical front of particle physics
was well ahead of its experimental counterpart at the time, but the tides started to turn
right around then.

Processes involving neutrinos like § decays were hitherto described by V — A theory as
4-point interactions between nucleons, charged leptons and neutrinos. It even accounted
for the parity violation [62, 63] and agreed well with experimental data, but did so only
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in the low-energy limit. The EW theory amended this problem by postulating W bosons
as the mediators of 8 decays, but it additionally claimed the existence of Z boson, which
was yet to be confirmed. The first hints of the proposed bosons were detected in 1973,
when a bubble chamber named Gargamelle managed to capture processes such as elastic
e Vv, scattering that were consistent with the EW theory [111, 112]. This further propelled
dedicated searches of W and Z bosons. Both were eventually discovered in 1983 [113-116],
which earned EW gauge theory and symmetry breaking a permanent spot in the SM.

The remaining puzzle pieces of the SM started to fall into place, culminating with
the discovery of the top quark in 1995 [117, 118] and v, in 2000 [119]. The last free pa-
rameter of the SM, mass of the Higgs boson, remained elusive until 2012 when both
ATLAS [12] and CMS [13] collaborations confirmed the observation of a particle that
very much resembles the sought-after Higgs boson. The combination of LHC Run 1
measurements by the two experiments reported a Higgs boson mass of mf,MS+ATLAS =
125.09 +0.21(stat) +0.11(syst) GeV [120]. However, this was later updated after the in-
clusion of results on LHC Run 2 data recorded by the CMS detector in 2016 [121], raising the
global estimate to mf,DG = 125.104+0.14 GeV [24]. Its discovery has since finalized the SM,
thus marking the end of an era, but it has also launched the particle physics community to
a new era of research that is still continuing to this day: precision measurements in the
Higgs sector. These searches include measurement of production and decay rates of the
Higgs boson, its quantum numbers and differential observables, which all serve to better
understand the EWSB and the SM in general.

The rest of this section explores the properties of the Higgs boson and explains how to
measure them in more detail. Section 2.3.1 covers known Higgs boson decay modes and
Section 2.3.2 its main production mechanisms. The discussion concludes with Section 2.3.3,
which gives an overview of frameworks that facilitate the measurement of Higgs boson
properties.

2.3.1 Decay modes

The Higgs boson is a short-lived particle with a theoretical decay width of I'y; = 4.10MeV
at my = 125.09 GeV [50], which corresponds to a proper lifetime of 1.56 x 10722 s. This
is a relatively narrow width when compared to massive vector bosons. Direct access to
the width of the on-shell resonant peak of the Higgs boson is unfeasible due to large
experimental resolution of about 1 GeV [122], which exceeds the desired resolution by at
least two orders of magnitude. Higgs boson width can be indirectly inferred from relative
rates of its off-shell and on-shell production [123]. The method relies on the knowledge of
SM couplings to the Higgs boson, but the model-dependency can be mitigated with the
consideration of anomalous BSM couplings. This method has provided the most stringent
constraints on Higgs boson width to date, which amount to 3.2:”%:‘7‘ MeV [124].

Matrix element of any process is proportional to the product of coupling strengths
between interacting particles. Higgs boson couples to fermions with a probability amplitude
that is linearly proportional to fermion mass, and to gauge bosons with a probability
amplitude that is proportional to their mass squared. Thus, the basic assumption is that
the Higgs boson is more likely to decay into a pair of massive particles than into lighter
particles. However, there are some caveats to this claim. Higgs boson decaying into a pair of
top quarks is kinematically forbidden because my; < m;. It can decay into a pair of massive
vector bosons, but does so as long as at least one of the vector bosons goes off-shell since
my < 2myy 7. Such decays are suppressed by the virtuality of one of the bosons [125]. A
decay procéss does not necessarily have to occur at the tree level but may also proceed via
loops, although the corresponding decay widths are scaled down by the extra couplings.
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Loop-induced Higgs boson decays are primarily mediated by virtual top quarks for which
Higgs boson has the strongest affinity, but other decay mechanisms involving W loops are
also possible, as illustrated by Feynman diagrams in Fig. 2.10. The loop processes enable
Higgs boson decay modes into massless bosons that are not otherwise possible at the tree
level: H — gg, H — vy and H — ZY. Higgs boson branching ratios and the corresponding
uncertainties as predicted by the SM are provided in Table 2.5.

(a) (b) (c) (d)

Figure 2.10: Loop-induced Higgs boson decays: into a pair of gluons via fermion loop dominated by
top quarks (a); into yy or Zy via the same fermion loop (b), or via cubic (c) or quartic (d) W fusion.

H— bb ww* gg T " cc
BR 0.5824 02137 8.187x1072 6.272x107> 2.891x 102
Uncertainty I3 IEE S siesw i
H— 2z Y Zy popt
BR 2619%107% 2270x107° 1.533x107° 2.176x10~*
Uncertainty 157 iy s 10

Table 2.5: Branching ratios of the Higgs boson at mass my; = 125 GeV as predicted by the SM [50].
Uncertainties on the BRs are obtained by adding theoretical uncertainties and parametric uncertainties
resulting from heavy quark masses and strong coupling o, in quadrature. Theoretical uncertainties
reflect the omission of higher order corrections in the corresponding MEs.

Technically, the uncertainties on Higgs boson BRs should be propagated to the simulation
such that the sum of all Higgs boson BRs remains equal to unity [50]. This in turn implies
that changing a BR in one direction would induce changes to all other BRs in the opposite
direction. The size of these secondary shifts can be estimated as follows: Let BR; denote
the branching ratio of a particular Higgs boson decay, e.g., H — WW™. It is assumed that a
change in the nominal BR is solely caused by the increase or decrease of the corresponding
partial width T';:

[, + AT

BR; — BR; = BR,+ ABR, = ———_
1 1 1 1 FH +AF1

From this conjecture one can work out that all other BRs would need to be uniformly
scaled by a factor of

!

BR) | ABR,
BR; 1—BR;

(i #J)

This effect is most pronounced when varying the BR of H — bb decays, which causes a
1.7% shift in all other Higgs boson BRs. However, the effect is much milder when varying
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the BR of any other Higgs boson decay modei 0.4% for H — WW™ decays and per mille
forH >t 1" decays. Given that the H — bb decays are not actually featured in any of
the signals studied in this work, the described anti-correlation effects are in fact ignored.

Only a subset of Higgs boson decay modes have been detected with varying degrees
of sensitivity. The discoverability of a decay mode not only depends on its BR, which
regulates the occurrence probability of the decay process, but also on type of the resulting
decay products. For instance, the detection of H — bb decays relies heavily on accurate
identification of b jets to distinguish them from lighter jets. This is needed to overcome the
enormous multijet background, which arises solely from QCD interactions between the
partons that are expelled from the initial state protons. The detection of hadronic decay
modes of the Higgs boson is further complicated by the fact that the energy resolution of
hadronic jets is intrinsically inferior to that of electrons and muons. The presence of extra
jets produced from any quark or gluon that pass the identification criteria increases the
number of combinations that would need to be considered in order to reconstruct a viable
candidate of the Higgs boson.

For these reasons, the searches of Higgs boson decays encompass multiple Higgs boson
production processes, which are discussed in the next section. It suffices to say that the
alternative, so-called associated production modes of the Higgs boson imply the presence
of extra particles in the final state, which provide an additional handle for detecting the
decay processes. Higgs boson itself was discovered in H — yyand in H — ZZ* — 4/ decay
modes [12, 13] also known as ,golden channels”, where the symbol ¢ collectively stands for
an electron or a muon from this point onward. The former decay mode was instrumental
in confirming the scalar nature of the Higgs boson, since Landau-Yang theorem forbids any
massive vector boson to decay into two photons [126, 127]. Subsequent studies of spin and
parity properties of the new resonance in the same golden channels, but on more data and
with refined analysis techniques, solidified its compatibility with the SM prediction [128,
129]. Higgs boson has also been observed in H — bb [130, 131], H — WW™ [132-134] and
H — t~ 77 [135, 136] decay modes. There is also evidence for H — ,Lf/.L+ [137,138] and
H — Zy [139] decays, but more data is needed before any claims about their observation
can be made. The H — cc process, which is the only Higgs boson decay process that
captures its interactions with up-type fermions, has remained elusive to this day [140, 141].

2.3.2 Production mechanisms

Higgs boson production modes can be inferred from the decay processes by reversing
those that have gluons or quarks in the final state because these are the particles that
initiate the HS processes in hadron colliders. At surface level, it only leaves Higgs boson
production via gluon-gluon fusion (ggF), shown in Fig. 2.11(a), which corresponds to the
inverted Feynman diagram in Fig. 2.10(a), and Higgs boson production from the annihilation
of quark and anti-quark pair, as depicted in Fig. 2.3(c). However, the latter is suppressed
for a multitude of reasons. First, the probability for a proton to emit a gluon is about
an order of magnitude higher compared to the case where the proton emits a quark.
Additionally, the initial quarks need to enter narrow kinematic configuration that is able
to generate an on-shell Higgs boson. The quarks must also have the correct quantum
numbers: opposite color and anti-color charges, same quark flavors and matching helicities.
The latter is understood in the following way: in order to create a spin-0 particle such as
Higgs boson, the initial state fermions must have opposite spin projections: i% and :F%-
The 3-momenta of the quarks similarly point in the opposite direction in the rest frame of
the Higgs boson. Therefore, both relativistic fermions must possess either left-handed or
right-handed helicities. Finally, Higgs bosons have much stronger coupling to top quarks
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than to any other quark. The only such production mechanism that has comparable cross
section to that of other mechanisms is bb — H. Given how much lighter first and second
generation quarks are with respect to the b quark, the production rates from lighter quarks
must be at least an order of magnitude smaller.

As such, the most viable mechanisms, aside from the dominating ggF, are the associated
production modes, where the Higgs boson is accompanied by extra particles in the final
state. In decreasing order of cross section, these processes are: vector boson fusion (VBF),
where a Higgs boson is produced in association with the pair of quarks that initiated the
process (qq — Hqq) as shown in Fig. 2.11(b); the so-called Higgs-strahlung, or simply VH,
where the Higgs boson is radiated off of a massive W or Z vector boson, collectively denoted
by V, as depicted in Fig. 2.11(c); associated production with a pair of top quarks, or ttH in
short, where the Higgs boson is emitted from a top quark line as illustrated by Feynman
diagrams in Fig. 2.11(d)-(f); associated production with a pair of bottom quarks (bbH) that
is identical to ttH when swapping top quarks with bottom quarks, but 5FS processes such
as bb — H and bg — bH are included here as well; associated production with a single
top or anti-top quark (tH), which, alongside with ttH, will be covered in more detail in
Section 2.4; associated production with a pair of top quarks and a massive vector boson,
or ttVH in short, shown in Fig. 2.12(c). Figure 2.13 displays cross sections per production
mode as function of c.0.m energy at the LHC. The increase in production cross section with
the c.0.m energy is driven by PDFs. Total cross sections and corresponding uncertainties of
each production mode are given in Table 2.6.

9
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Figure 2.11: LO Feynman diagrams for the dominant production modes of a single Higgs boson: ggF

dominated by virtual top quarks (a), VBF (b), VH initiated by quarks (c), and associated production
with a pair of top quarks initiated by gluons (d)-(e) and by light quarks (f).
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Figure 2.12: LO Feynman diagrams for the subdominant production modes of a single Higgs boson:
gluon-induced ZH via triangle (a) and box (b) loop dominated by top quarks, and one of the many
possibilities for ttVH production (c). In the latter case, the Higgs boson may be radiated from the V
leg also.
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Figure 2.13: Cross sections for various Higgs boson production mechanisms parametrized by c.o.m
energy at the LHC [50].

Uncertainty [%]

Process Cross section [pb]

PDF os  QCDscale

ggF 48.58 £1.9 426 439

VBF 3.782 +2.1 £05 04

WH 1.373 +1.7 409 3

ZH 0.8839 +13  £0.9 38

including , oo, 7H 0.1227 18 +16 A

ttH 0.5071 +3.0 +20 33
bbH 0.4880 [ Y ]

t-channel 7425x1072 435 +12

tH ¢ W-channel 15171072 6.1 +1.5 49

s-channel 2879x 1077 +22 02 74

tEWH 1582%x107° +43 X a2

ttzH 1535107 430 X e

Table 2.6: Cross sections of processes that produce a single Higgs boson with mass my; = 125 GeV
at c.o.m energy of 13 TeV at the LHC [50, 142]. The PDF and as uncertainties are computed as
recommended by the PDF4LHC working group [79]. The QCD scale uncertainties are due to missing
higher orders in perturbation theory. All cross sections are computed in 5FS, except for the cross
section of bbH that is obtained from matching 4FS (NLO in pQCD) and 5FS (NNLO in pQCD) calculations.
Cross sections of ttH, tH and ttVH are computed to NLO in pQCD; VBF and VH to NNLO in pQCD;
ggF to N’LO in pQCD. Cross sections of all processes but tH and bbH include additional NLO EW
corrections. The uncertainties on bbH cross section are added in quadrature. Symbol X means that
the uncertainty is not available.
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The ggF production mode has the largest cross section and the simplest final state.
These properties are ideal for studying the golden decay channels. The VBF production
mode, on the other hand, offers a rather distinct jet topology compared to the ggF Higgs
production mechanisms. In particular, it is characterized by two ,forward” jets, which are
separated by a wide angle and have large invariant dijet mass. The jets are created by initial
state quarks that continue their hadronization process roughly in the same direction after
they have exchanged a vector boson. The vector boson then radiates a Higgs boson that
tends to decay such that its decay products fly in the direction perpendicular to the collision
axis. These features provide a unique handle for detecting the VBF production process.
Associated productions of the Higgs boson with a vector boson are typically searched in
subchannels, where the vector boson decays leptonically (Z — ¢ and W — ¢v) or invisibly
(Z — vv). The VH production mode has been essential for the discovery of H — bb
decays [130, 131]. Of the two possible production modes, WH is clearly the dominating
one, contributing to roughly 60% of the inclusive VH cross section. The corresponding
cross section is about six times smaller compared to the equivalent process induced by
quarks, but the Z boson has harder transverse momentum, which significantly improves
its acceptance.

2.3.3 Measurement frameworks

Couplings of Higgs boson to vector bosons, gy, can be inferred from VBF and VH production,
or by searching for H — VV* decays. From this example it is evident that the searches of
production and decay modes go hand-in-hand, since the information about Higgs boson
couplings is present in both. In order to exploit the variations in signal and background
composition that occur in different regions of the phase space, the analyses are often
divided into independent subcategories. The categorization is based on the properties of
reconstructed objects in signal events that pass the selection cuts, such as their multiplicity
or flavor. It generally enhances sensitivity of the analysis, provided that there is sufficient
event statistics in each event category.

In a similar vein, multiple analysis results that address the same physics can be combined
to yield even more precise physics results. The combination efforts require coordination to
ensure mutual exclusivity of the phase space covered by each analysis if they are performed
on the same data, i.e., collected by the same detector. The level of agreement between
the analysis results and the SM can be studied with two separate but related methods:
with u-framework or with x-framework.

The former quantifies compatibility of the measurement with the SM in terms of signal
strength parameter u. It is a number that scales the simulated signal contribution such
that it gives the best match between observed yields in data and expected yields in the
simulation’. If the goal is to compare the measurement of some Higgs boson production
mechanism J to the SM expectation, then the ratio would be defined as g = Gg/GgSM,
where the cross section in the numerator is obtained from the measurement and the
denominator corresponds to the SM prediction. Similarly, signal strength [Jg of some
Higgs boson decay mode F would be defined as the ratio of measured to expected BRs
of that decay mode. The measurements of production or decay modes are said to be
compatible with the SM if u = 1 within the uncertainties. Signal strength parameters have
been extracted separately for production and decay modes from CMS data collected during
LHC Run 2 operations. The results confirm the observation of five major production modes
ggF, VBF, WH, ZH and ttH, and five decay modes vy, ZZ*, WW", 77 and bb of the Higgs
boson.

7 More formal definition of the signal strength parameter will be given in Section 6.1.
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Deviations from the SM are systematically scrutinized in the k-framework [143]. It
capitalizes on the idea discussed earlier that Higgs boson couplings affect both production
and decay modes simultaneously. The framework assumes that the functional structure of
the SM remains the same and only the values of individual Higgs boson couplings that are
otherwise fully specified in the SM may deviate from their predicted values in the presence
of BSM physics. Any such deviation can be absorbed into dimensionless coupling modifiers
Ky that are associated with particles . This formalism is unable to explain any BSM
physics that otherwise implies new Lorentz-invariant structures in the Lagrangian density.
For example, the only way to realize CP-odd fermion interactions with Higgs boson is to
include terms that feature the 9; operator. Such ,anomalous couplings” are introduced to
the theory with more general approaches like EFT.

According to the x-framework, the cross section measurement that corresponds to
certain Higgs boson production mode J and decay channel F can be decomposed in the
following way:

6(d 5H—F)=0(9 = H)BR(H = F) =05 " BRY f4(K) f5(K), (2.24)

where f; and f, respectively, refer to the normalization functions of production and
decay processes that depend on a set of coupling modifiers k. Although not explicated,
the former also depends on c.0.m energy at which the process is created. The SM cross
section and branching ratio are fully restored by setting all coupling modifiers equal to
unity, which effectively means that the normalization functions in Eq. (2.24) drop out. The
normalization functions are second-degree or higher order polynomials of the coupling
modifiers, but their exact form generally depends on the perturbative corrections that the
cross sections and BRs receive. Nevertheless, the coupling modifiers still factorize out the
same way after accounting for dominant higher order pQCD corrections, thus making it
possible to derive the scaling behavior at just LO in EW.

At basic level, there is one coupling modifier per interaction to the Higgs boson: two
for the couplings to the massive bosons, nine for the fermions, and one for the self-
coupling. Depending on the analysis, the scaling behavior of mechanisms that feature a
quantum loop, such as ggF production or H — ¥y decay, can be expressed in terms of
basic coupling modifiers, or by a single effective coupling modifier. In practical applications,
however, the coupling modifiers that have no discernible impact to production or decay
processes can be safely ignored. For instance, it is sufficient to consider just the coupling
modifiers to top and bottom quark interactions, k; and x;,, when expressing the scaling
behavior of ggF production, because contributions to the fermion loop from fermions lighter
than the bottom quark are negligible. In case there are multiple competing mechanisms
contributing to the same process, such as fermion loop and W loop in H — 7 decays, the
scaling behavior must include interference terms, which are sensitive to the relative sign
of coupling modifiers.

Connection to signal strength parameters can be made by noticing that the normal-
ization functions fy and f in Eq. (2.24) precisely correspond to 4 and ug given earlier.
Therefore, by varying the coupling modifiers in some range it is possible to evaluate the
level of compatibility between data and simulation. Best fit of fundamental coupling mod-
ifiers extracted from CMS data collected during LHC Run 2 is presented in Fig. 2.14. It
demonstrates incredible agreement with the linear proportionality of Higgs boson coupling
strength with the mass of particles it interacts with, as predicted by the Higgs mechanism,
over three orders of magnitude in mass scale.
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Figure 2.14: Coupling modifiers of Higgs boson to fermions and massive vector bosons as function
of their mass measured in CMS data recorded in LHC Run 2 [8]. The results published in Ref. [1] are
included in this measurement. Higgs boson mass is quoted from dedicated measurement performed
by the CMS collaboration on data collected in 2016 [121].

While the k-framework maximizes the sensitivity of a coupling measurement, it is
not flexible in accommodating changes in signal hypothesis after the measurement has
concluded. In particular, if the theory inputs are updated, the measurement would have to
be repeated. A complementary approach would be to measure fiducial differential cross
sections of a process, which minimizes the model-dependency. In fiducial cross section
measurement, the phase space of interest is limited only to the kinematic region that
is visible to the detector or where the detector performs at maximum efficiency. The
fiducial volume is further restricted by analysis cuts that are applied at the reconstruction
level. Such an approach would avoid theory assumptions that are associated with the
extrapolation to the phase space that is not accessible by the detector. However, it also
means that the sensitivity of the analysis deteriorates significantly due to simpler cuts, since
it is not feasible to implement complicated selection strategies in MC event generators.

Standard template cross section (STXS) framework makes a compromise between theory
dependency and re-interpretability [50, 144]. This is achieved by splitting the expected
signal events into mutually exclusive fiducial-like regions by Higgs boson production modes.
The fiducial volumes are then further divided into bins based on kinematic variables that
are available at the MC generator level post-showering. The binning is designed to increase
the chances of observing possible BSM effects and to make connection to EFT parameters,
while retaining maximum sensitivity of the analysis and keeping the number of bins as
small as possible in order to avoid prohibitively large statistical uncertainties in each bin.
From power expansion of the EFT Lagrangian density given by Eq. (2.19) it is evident that
the BSM effects become stronger with the energy of interactions. As explained earlier,
signs of new physics are expected to appear in the high-energy tails rather than in the
bulk of kinematic distributions. In principle, it is possible to infer constraints on Wilson
coefficients from fit to STXS bins, but it is not the most accurate method as it relies on
assumptions that the EFT effects on acceptance and on backgrounds are negligible or at
the very least covered by the uncertainties on the SM prediction [145].
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There are multiple versions or ,stages” of the framework, with each subsequent ver-
sion having finer granularity of the binning scheme than the previous one, in order to
accommodate the increasing amount of available data. For example, the latest iteration of
the framework, STXS stage 1.2, recommends a scheme where the ttH events are binned by
transverse momentum of the Higgs boson, p;, while the earlier versions of the framework
do not recommend to partition the ttH events at all. Variable p? is particularly sensitive
to potential CP-violating effects of the top Yukawa coupling, but also to Higgs boson self-
coupling [146]. The STXS stage 1.2 binning scheme of other single Higgs boson production
modes are shown in Fig. 2.15.
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Figure 2.15: STXS stage 1.2 binning of the following Higgs boson production modes: ggF (blue, 16
bins); VBF and VH with hadronically decaying vector boson (orange, 10 bins); VH with leptonically
decaying vector boson (green, 15 bins) and ttH (purple, 5 bins). The variables featured in the binning
scheme avre: multiplicity of jets; transverse momentum of the Higgs boson (| p‘; ) and massive vector
boson (py); diLet mass (m ;;); magnitude of the transverse momentum sum of the Higgs boson and
a single jet ( pT] ), or Higgs boson and two jets ( p?l /). Only those signal events are considered for
the binning, where absolute pseudorapidity of the Higgs boson is less than 2.5. All thresholds on
momentum and mass variables are given in units of GeV. The plots are created by the LHC Higgs
Working Group [50].

Unlike fiducial cross section measurements, this prescription makes it possible to
later combine multiple analyses that target different Higgs boson decay modes, thereby
improving statistical uncertainties of the signal in each bin. When it comes to the STXS
measurement, all STXS bins enter simultaneous fit to data, where each bin has been
assigned its own signal strength parameter. The inclusive cross section measurement of a
Higgs boson production mode can be reproduced if the same signal strength parameter is
assigned to all STXS bins of that production mode. However, one needs to also account for
anti-correlated uncertainties that are associated with the migration of events between the
bins [147].
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2.4 Associated production of Higgs boson with top quarks

This section is dedicated to the phenomenology of associated Higgs boson production
with a pair of top quarks (ttH) and associated Higgs boson production with a single top
or anti-top quark (tH). The eventual goal of studying these processes is to probe top
Yukawa coupling y;. Section 2.4.1 provides arguments as to why this might be interesting,
and highlights some of the intricacies concerning ttH and tH production from theoretical
perspective. Section 2.4.2 describes the current status of experimental searches of these
processes.

2.4.1 Theoretical aspects

Top quark plays a prominent role in EW symmetry breaking due to its large mass. In
particular, the Higgs boson self-coupling A evolves with the energy scale, the same way
how o5 changes with the energy scale as described by its renormalization group equation
given by Eq. (2.7). It is possible to gauge the vacuum structure of the early universe by
rolling the self-coupling back to the Planck scale in present day vacuum potential modeled
by Eq. (2.11). It turns out that the top Yukawa coupling y, contributes to the evolution of A
and thereby to the effective vacuum potential in a major way that renders the present day
vacuum meta-stable, meaning that the vacuum potential possesses an additional, even
deeper minimum at larger values of the Higgs field [148]. Since the true vacuum was not
realized in the early universe by this argument, it may suggest that there exists another
BSM mechanism below the Planck scale that prevented this from happening [149]. If the
current vacuum is truly meta-stable or if there is new physics at play here, the outcome is
particularly sensitive to the precise value of y; (as well as self-coupling 1) either way. The
situation is illustrated by Fig. 2.16, which shows a phase diagram for SM vacuum that is
parametrized by the masses of the Higgs boson and the top quark. Moreover, any deviation
of y; from its predicted SM value may jeopardize the unitarity and renormalizability of the
SM altogether [150, 151]. Therefore, it is important to measure not only the Higgs boson
self-coupling A, but also the top Yukawa coupling to the highest possible accuracy.
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Figure 2.16: Stability regions of SM vacuum as a function of Higgs boson and top quark masses
spanning over a wide range of values (a) and zoomed into experimentally relevant range (b) [148]. In
unstable regions, the effective vacuum potential V (¢) becomes unbounded from below; in meta-
stable regions, the current minimum of V(¢) is not global; in stable regions, the current minimum
of V(¢) coincides with the global minimum. The red dotted lines correspond to the energy scale
given in GeV, at which the vacuum becomes unstable. The shaded contour regions that are centered
around Higgs boson and top quark mass indicate the associated uncertainties.
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Anomalous Yukawa couplings are predicted in several types of two-Higgs-doublet
models (2HDM) [152], such as in minimal supersymmetric SM (MSSM) theories [153], in
twin Higgs models [154], and in composite Higgs models [155, 156], to name a few. Such
theories postulate additional Higgs boson-like particles that modify the effective coupling
to the existing SM particles. While SM Higgs boson itself has been confirmed to be CP-even
inH — VV* and H — yy channels, the CP-violating nature of its fermionic couplings still
remains to be determined. The most generic way to parametrize CP-violating top Yukawa
interactions is to consider the following Lagrangian density [157, 158]:

Lty = —% T(cqki +isgRe?)th,

where ¢, = cos o and s, = sin ¢, and a € [0,27) corresponds to CP-mixing phase. Scalar
coupling modifier k; and pseudoscalar coupling modifier K; can in principle take any real
values. However, such parametrization affects other SM processes like ggF production and
H — yv decays. Setting k;, = 1 and & = 2/3 reproduces the SM rates of both processes
for every value of «, but such coupling configuration does modify the production cross
section of ttH and tH processes. Assuming nonzero coupling modifiers, the interaction
remains CP-even when o = 0 or o = &, but becomes CP-odd with o = /2. The SM
scenario is restored when & = 0 and c, k; = 1. In SMEFT, the couplings may receive the
following tree-level contributions from dimension-6 operators ©,:

myv - 3 myv

3
1-——— —5 K=——""7=C¢o—>
2\/§ I¢A2 1 2\/§ I¢A2

where ¢, ¢'* would be the Wilson coefficient that is associated with O,y and A is the scale
of new physics [159]. Another interesting special case is the inverted top coupling (ITC)
scenario where K; = 0 and ¢, k; = —1. The CP-violating nature of top Yukawa coupling
has been studied by ATLAS and CMS collaborations [160, 161], but the work that will be
presented later in Section 7 does not consider CP-violation in top Yukawa interactions. For
this reason, the CP-mixing angle « is taken to be zero without any loss of generality. In
the following, the interaction between top quark and Higgs boson is parametrized only
by the scalar coupling modifier x;, which is defined as the ratio of measured top Yukawa
coupling y; to its SM expectation ytSM ~ 1.

The top Yukawa coupling can be determined indirectly by measuring ggF or gluon-
induced ZH production cross sections, or H — yy and H — Zy decay rates. Even probing
the sign of y; is possible with these processes, since the Feynman diagrams that are sensitive
to y; interfere with the other diagrams that also contribute to a given process [150, 162].
However, these mechanisms proceed through quantum loops. Some yet unknown BSM
mechanism may affect the loops and compensate for the deviations in y; such that it still
reproduces the expected SM rates. This motivates accessing y; directly from ttH and tH
production side, where the coupling appears already at the tree level.

At the LHC, the ttH process can be initiated by a pair of gluons through dominant
t-channel or s-channel diagrams, as shown in Figs. 2.11(d) and 2.11(e), respectively, or by
a pair of quarks as illustrated by the Feynman diagram in Fig. 2.11(f). At LO in EW, its
production cross section scales trivially with K‘tz, and is therefore not sensitive to the sign
of the coupling but only to its magnitude. The simulated ttH events used in this thesis are
generated at NLO in pQCD, but it is normalized to cross section of Gtsf": = 507.1fb, which
features additional NLO EW corrections.

The Higgs boson and top quark in the final state of tH are always accompanied by an
extra b quark, light quark, or W boson. Based on this, the tH production is accordingly

K =
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separated into the following channels: s-channel tH production, W-channel or simply tHW,
and ¢-channel or tHq. As illustrated by the Feynman diagrams in Fig. 2.17, the s-channel
process is initiated by a pair of quarks that annihilate into a virtual W boson, which then
proceeds to decay into a b quark and a top quark. Since its cross section adds just 3%
to the inclusive cross section of the tH process, the s-channel signal is omitted from the
discussion of the analysis that is presented in Section 7. The second largest tH production
channel in terms of cross section is tHW, the Feynman diagrams of which are shown in
Fig. 2.18. The process is realized in 5FS, where the initial state b quark produces an on-shell
W and a top quark in the final state. The dominant production mode that contributes to
the inclusive tH cross section the most is tHq, where a W boson is exchanged between a
light quark g and heavier top or b quarks. The corresponding LO Feynman diagrams are
displayed in Figure 2.19 for 5FS where the initial state features a b quark, and for 4FS where
the b quark appears only in the final state.

In all three tH production modes, the Higgs boson may couple to the top quark with
strength y,, or to the W boson with strength g,y that is defined by Eq. (2.14). Under the
assumptions of the SM, the diagrams where the Higgs boson is radiated by a W interfere
destructively with the diagrams where the Higgs boson is emitted from a top quark line.
It can be also viewed as a consequence of unitarity in weak interactions [158, 163]. On
a process level, both tHg and tHW experience interferences between diagrams where
the Higgs boson is emitted either from a top quark or from a W boson. This becomes
evident when expressing the scaling of their cross sections in terms of the relevant coupling
modifiers i, =y, /v and Ky = gw/gw as follows [164]:

g (Ki, K ) = (2.63K¢ —5.21 K Ky +3.58Ky ) Oty » (2.25)

Ginw (Ki, K ) = (2.91K7 — 4.221, Ky + 231K, ) Ornoy - (2.26)

The corresponding scaling behavior of the expected cross section as a function of cou-
pling modifiers is depicted in Fig. 2.20. These relations tell that the cross section of tHqg
shrinks most drastically when x; /x, equals to 1, or to 1.38 in case of tHW cross section.
Furthermore, the Higgs bosons that are produced in tH processes for the case of maximum
destructive interference between x; and x, tend to have a lot softer p; than the other
scenarios. The effect is a lot more pronounced in tHW than it is in tHg, however. On the
other hand, the production cross section of tH processes is enhanced by about an order of
magnitude with respect to the SM scenario if k; /Ky = —1. The extreme sensitivity of tH
interactions on the relative sign of y; and gy couplings is particularly useful when studying
alternative hypotheses like the ITC scenario. It is worth noting that the coupling modifiers
k; and & influence other processes besides ttH and tH. For example, ggF production
rate of a single Higgs boson grows with Ktz, while K&, is featured in WH production rate
and H — WW™ decay rate. Therefore, when searching for BSM signal as a function of
those coupling modifiers, the event yields from processes that depend on k; or k;,, must
be scaled accordingly if the analysis is sensitive enough to those processesg.

8 This is also the main reason why the HH process was eventually ignored in ttH multilepton
analysis. Despite its rather steep scaling behavior in terms of k;, the SM HH process has simply too
small cross section times branching ratio that effectively no events passed the analysis cuts even
when normalizing the final yields to a BSM scenario.
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Figure 2.17: Feynman diagrams at LO for the production of a Higgs boson in association with a single
top quark in the s-channel.
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Figure 2.18: Feynman diagrams at LO for the production of a Higgs boson in association with a single
top quark and a W boson in the s-channel (a)-(b) and t-channel (c)-(d), all in 5FS.
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Figure 2.19: Feynman diagrams at LO for the production of a Higgs boson in association with a single
top quark in the t-channel in 5FS (a)-(b) and in 4FS (c)-(d).
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Figure 2.20: Contour plots showing expected BSM cross section in units of SM cross section as a
function of x; and K, values for the tHq process (a) and for the tHW process (b), computed at
\/s =13TeV in 5FS. Only the pairs of x; and k,, coupling modifiers that are marked with orange
crosses in the plot are considered in the BSM coupling scan. Each of these points define a unique
ratio of x; /K. The SM and ITC scenarios are marked with a star (%) and a diamond (4) symbol,
respectively.

In 5FS, all three tH production modes are well-defined up to NLO in pQCD, but the
processes start to interfere with each other at higher orders in a way that they cannot
be uniquely separated [158]. The tHW process interferes with ttH at NLO in pQCD when
defined in 5FS, and already at LO when specified in 4FS. Therefore, the simulated tHW
events are produced at LO in 5FS, the Feynman diagrams of which are depicted in Fig. 2.18,
to avoid rather sizable interference effects with the ttH process. The tHq process is
generated at LO in 4FS, as shown in Figs. 2.19(c) and 2.19(d), because the extra b quarks
that result from gluon splitting are modeled more accurately in 4FS than in 5FS. The
corresponding NLO process mildly interferes with the s-channel at NNLO. The tHq and tHW
samples were initially generated for the ITC scenario. However, since the event kinematics
varies depending on the coupling scenario, it would not be possible to just transform
the generated events from ITC to any other scenario based on inclusive observables.
Instead, the event samples for the remaining SM and BSM scenarios are obtained through
reweighting. This is accomplished by evaluating MEs for every coupling scenario under
consideration in a given event. The event-level weight is then derived from the ratio of
MEs, in which the numerator corresponds to the coupling scenario of interest and the
denominator to the ITC scenario. The BSM coupling scenarios are studied in Section 7,
where the coupling modifier k; is varied between —3 and +3 with a step size of 0.25, while
Ky spans values {0.5, 1, 1.5}. These particular ranges were motivated by Run 1 analysis
results, which provided the strongest constraints on «; and k, that were known at the
time of MC sample production. These results are summarized in Table 2.7, which also
quotes even more stringent constraints on those coupling modifiers from superseding
analyses. The particular values of couplings that were ultimately chosen for the coupling
scans are highlighted with orange crosses in Fig. 2.20.
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Experiment Data K Kw

ATLAS and CMS  Run 1[134] 14075031 0.877 00

ATLAS Run 2 (2016-2017) [165]  1.097013  1.05+0.09
Run 2 (2016-2018) [166]  0.94+0.11 1.05+0.06

CMS Run 2 (2016) [164] L1 110703
Run 2 (2016-2018) [8] 1017075 1.02+£0.08

Table 2.7: Observed 10 constraints on k; and ki, coupling modifiers, while assuming no BSM
interactions with the Higgs boson.

2.4.2 Experimental characterization

Dedicated measurements of the ttH process are performed in three separate channels
based on the decay modes of the Higgs boson: H — bb, H — y7, and the so-called
multilepton channels, where the Higgs boson decays into a pair of vector bosons or ©
leptons, which then subsequently decay into electrons, muons and 7;,. Other Higgs boson
decay modes have either too small BR (H — p i) or are difficult to resolve (H — cc). The
first one in the list, H — bb, has the largest BR and is therefore a good candidate for such
searches. However, the signal is dwarfed by huge QCD background, by the production of
top quark pair with extra jets (tt+jets), or by the production of single (anti-)top quarks.
The background composition varies with the phase space region that is usually defined in
terms of signal. In ttH(— bb) events, the phase space of the signal region is divided into
three categories, depending on the decay mode of the top quark pair: in fully hadronic
(FH) case both top quarks decay hadronically with 45% probability; in semileptonic (SL)
case just one of the top quark decays hadronically, while the other decays leptonically with
44% probability; in dileptonic (DL) events both top quarks decay leptonically with 11%
probability. The analyses rely heavily on accurate identification of b jets [167, 168] as well
as on the correct association of the jets with the Higgs boson and top quark candidates.
This is achieved with modern multivariate analysis (MVA) techniques such as boosted
decision trees (BDTs) and matrix element method (MEM), which will be formally introduced
in Section 6. The latest searches of ttH in H — bb channel published by the ATLAS and
CMS collaborations show strong evidence of ttH production that is compatible with the
SM expectation [169, 170]. Statistical uncertainties on the results are small compared to
systematic uncertainties, which reflects the fact that the number of selected events in
those analyses is huge. The systematic uncertainties can be suppressed with more accurate
modeling of the input processes.

Although H — y7 has one of the smallest BRs, it features a clean diphoton signal that
helps to resolve the Higgs boson. The backgrounds that dominated the H — bb channel
are suppressed significantly in the H — v channel, leaving only tt+yy and light jets+yy as
the main processes that obscure the signal. Analyses performed in this channel on full LHC
Run 2 data claimed observation of the ttH production [160, 161]. The CP-structure of top
Yukawa couplings was also probed, ruling out pure CP-odd interactions. The analysis done
by the ATLAS collaboration also considered tH as part of the signal, but no observation
of the process was made. The statistical component of total uncertainty on the results
dominates here due to low number of selected events in this channel.

The analysis presented in Section 7 and published in Ref. [1] was performed on LHC
Run 2 data collected by the CMS detector. It targeted ttH multilepton final states, which
implies the presence of multiple electrons, muons and 7,,. The final states that feature
electrons and muons but not 7, are sometimes referred to as pure multilepton final states.
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The leptons and 7}, are expected to originate from the top quark pair, and from H — Wa
or H — t7 decays, except for H — ZZ* — 4¢ events, which are vetoed in order to avoid
overlap with dedicated measurements of this particular decay mode. The latest analysis
done by the ATLAS collaboration was based on the data collected in 2016, which was
sufficient for claiming evidence on SM-like ttH signal [171]. The main backgrounds in this
channel are tt+jets and associated production of massive vector bosons V with a pair of top
and anti-top quarks, or ttV in short, but also backgrounds that arise from misidentification
of jets as leptons or 7,,. Statistical and systematical uncertainty have similar magnitude in
this analysis.

Dedicated searches of tH signal have been performed only on LHC Run 2 data collected
by the CMS detector in 2016, yielding slight preference towards positive y,, while assuming
that &, = 1 [172]. Given that tH process is sensitive to y; at LO just like ttH, the process
is considered as an additional source of signal in the ttH multilepton analysis presented
here. The ttH process itself is commonly included as part of signal in dedicated searches
of Higgs boson decay modes. The observation of ttH was announced in late LHC Run 2
data-taking period independently by ATLAS and CMS collaborations [17, 18]. The results by
the CMS collaboration were based on data collected up to 2016 data-taking period, while
the ATLAS collaboration additionally included the data collected in the following year. The
latest results of dedicated ttH and tH analyses done by the ATLAS and CMS collaborations
on data collected in LHC Run 2 are summarized in Table 2.8.

H decay mode ATLAS CMS

bb 1 =0.35+0.20(stat) 030 (syst) at = 1.15£0.15(stat) 025 (syst) at
1.0(2.7)0 on 139fb ! of data [169]"% 3.9(3.5)c on 77.4fb~ ! of data [170]*

YY u= 1.43f8j§?(stat)fngé(syst) at U= 1.38f8j§3(stat)f8jﬂ(syst) at
5.2(4.4)0 on 139fb ! of data [160]™ 6.6(4.7)c on 137fb™ ! of data [161]

Multilepton u=16 :I:O.3(stat)t8:§(syst) at u=0.92 :l:0.19(stat)t8:g(syst) at
4.1(2.8)c on36.1fb ' of data [171] ~ 4.7(5.2)c on 137fb ™" of data (1t

Combination u= 1.32:I:O.lS(stat)fgi%é(syst) U= 1.14f8:{g(stat)f8:§g(5yst)

(first observation) at5.8(4.9)c [17] at4.5(4.1)c [18]

(the latest fit) u= 0.74j:0.17(stat)f8:}g(syst) u= 0.94iO.lS(stat)fng(syst)

[166] (8]

" Does not consider FH decays of the top quark ¥ Also measures the CP-mixing angle.
pair in the signal process. $ Also measures in STXS bins.
T Also measures tH production rate.
Table 2.8: Summary of the latest dedicated ttH analyses performed by the ATLAS and CMS collabora-
tions on LHC Run 2 data. Signal strength u of ttH production rate is quoted with the corresponding
observed (expected) significance.

2.5 Higgs boson pair production

This section presents the essential ingredients of the theory behind Higgs boson pair
production (HH). Measuring the production rate of HH events gives direct access to Higgs
boson self-coupling A, which is known to dictate the vacuum structure. This section is
partitioned in the following way: Section 2.5.1 discusses HH production mechanisms that
are predicted by the SM, as well as the scaling behavior of the relevant SM coupling
parameters in various production and decay processes; Section 2.5.2 looks at the HH
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production through the lens of a more general EFT formalism; Section 2.5.3 describes
the possibility of HH production through some yet unknown resonance; Section 2.5.4
concludes the section by summarizing the status of experimental HH searches in various
Higgs boson decay modes.

2.5.1 Nonresonant HH production

Following the discovery of the Higgs boson with mass my, it is possible to indirectly deduce
its self-coupling parameter using the familiar SM relation A = mj, /(2v*). However, the
validity of this correspondence still has yet to be tested. Deviations of A from its designated
SM value can have profound implications for EW phase transition, during which the Higgs
field acquired a nonzero VEV [51]. If the transition was not smooth, it could have led to an
excess of matter over anti-matter [173], which may happen for large deformations of 4.
Such deviations can arise explicitly from a variety of BSM models that typically introduce
new Higgs boson-like scalars to the theory [174].

Modifications of Higgs boson self-coupling can be studied within the EFT framework. In
SMEFT, for instance, the Wilson coefficients ¢4 and ¢y that are associated with dimension-6
operators Og ~ (|¢|*)* and ©y ~ (9|¢[*)? give different contributions to the cubic and
quartic Higgs boson self-interaction terms in Higgs potential [51]:

At (27 3 st 12 50

—~ | —5cs—3cy |, — ~ | —c——=cu |-

A3 ma 6 " A4 ma 63
This has motivated the distinction of trilinear (A,;,3) and quartic (A4y) self-interaction
terms in the Higgs potential given by Eq. (2.17):

2
my

2

AHHHH

V(h) B+ Ay vh® + K.

The trilinear coupling is associated with Higgs boson pair production, as depicted in
Fig. 2.3(d), while the quartic coupling corresponds to the production of three Higgs bosons,
as shown in Fig. 2.3(e). The SM cross section of triple Higgs boson production, which is
known up to NNLO accuracy in pQCD, is by a factor of ~ 300 smaller than that of double
Higgs boson production [175, 176]. Unfortunately, it is too small for probing the quartic
coupling experimentally at the LHC, even when accounting for the planned upgrades of
the accelerator [177], which are expected to increase the amount of delivered data by an
order of magnitude. However, accessing the trilinear coupling is certainly viable, as the
future upgrades of the LHC are projected to increase the experimental sensitivity to a level
that is sufficient for establishing the existence of SM HH production [8]. For these reasons,
the quartic coupling will not be considered and A will refer only to the trilinear coupling in
the following.

The trilinear coupling A has been commonly studied within the x-framework, where
any deviation of A from its expected SM value Agy =~ 0.13 is expressed through multi-
plicative coupling modifier k;, = A /Agy. Limits on k; can be inferred from single Higgs
boson production and decay processes where the trilinear coupling appears at the loop
level. Feynman diagrams of a few such examples are shown in Fig. 2.21. The constraints on
K; can be extracted from the rates of these single Higgs boson processes, or by studying
the influence of A on the shape of differential distributions of kinematic variables such as
transverse momentum of the Higgs boson, p;, or invariant mass of final state particles [146,
178]. At LO, cross sections and branching ratios vary trivially according to some quadratic
form of k; and k3, but the scaling behavior becomes more intricate when accounting for
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NLO EW contributions from k;, as illustrated by Fig. 2.22. The effects of x; on p? distribu-
tion are the most pronounced in ttH and tH production mode but barely noticeable in VBF
events. In particular, the extra contributions from Higgs boson self-coupling interactions
to ttH and tH processes tend to cause the p; of the Higgs boson to be softer compared
to LO [146]. Global fits of single Higgs boson processes to 2016 and 2017 data collected
by the ATLAS detector placed bounds of —3.2 < k3 < 11.9, while assuming that the SM
holds for all other couplings [179]. The same fits on full LHC Run 2 data collected by the
CMS detector yielded slightly more stringent limits of 0.1 < k; < 11.3 [180]. Relaxing the
SM assumption degrades the constraining power considerably due to additional degrees
of freedom in the fit. Extraction of k; from differential information of single Higgs boson
processes provided in the form of STXS bins does not improve the limits, either [179].

Figure 2.21: Feynman diagrams of some single Higgs boson processes that are sensitive to Higgs
boson self-coupling A at the loop level: ggF (a) and ttH (b) production, and H — ZZ"* decay (c).

7‘—77 | WW*—ZZ*—ff‘
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BRBSM 1.00
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0.2 : — = ttH |
| | | 085 C I 1 1 |
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(a) (b)

Figure 2.22: Approximate scaling of production cross section of single Higgs boson processes at
V/s = 13TeV (a) and branching ratios of Higgs boson decay modes (b) as a function of trilinear
self-coupling modifier k; computed to NLO in EW. The scaling behavior in both cases is perturbatively
valid only for |i; | < 20. Symbol ff in (b) stands for any pair of massive fermions. The plots are
recreated from the information available in Refs. [146, 178].

Higgs boson self-coupling A can be directly probed by studying the production of HH
events, where the coupling appears at the tree level. In decreasing order of cross section
as predicted by the SM, the mechanisms that produce two on-shell Higgs bosons are ggF
HH, VBF HH, VHH and ttHH. Feynman diagrams of these processes can be constructed
by starting with the diagrams of corresponding single Higgs boson processes shown in
Fig. 2.11, and either splitting the single Higgs boson line into two, or by attaching a second
Higgs boson to a top quark line or to a vector boson line. The resulting diagrams of the
dominant ggF and VBF mechanisms are presented in Fig. 2.23. The corresponding cross
sections are detailed in Table 2.9. Subdominant VHH and ttHH processes are omitted here
and not simulated in this work due to ~ 2.5 times smaller cross section compared to the
VBF HH process [50].
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It follows that the ggF HH production mode contains destructive interferences between
the triangle diagram shown in Fig. 2.23(a), which is sensitive to A and y;, and the box
diagram depicted in Fig. 2.23(b), which is sensitive only to ytz. Cross section of the ggF HH
process is dominated by the box diagram, but reduced by up to 50% due to interference
between the triangle and box amplitudes [51]. The interplay between the box and triangle
diagrams does not only influence the HH production cross section but also its event
kinematics. In particular, the kinematic observable that is most sensitive to Higgs boson
self-coupling is the invariant mass of the HH system, my,;. The triangle diagram contributes
mostly to the soft myy spectrum near the kinematic threshold of 2m,,. The box diagram
as well as the negative interference term, on the other hand, start peaking at the shoulder
that roughly corresponds to the tt production threshold of 2m,. In order to create two
on-shell Higgs bosons via self-interaction, the virtual Higgs boson that mediates the process
needs to just barely exceed the kinematic threshold of creating the two bosons, whereas
in the box diagram the two Higgs bosons are created independently from each other. It
explains why the triangle amplitude contributes mostly to the low my,,; region, while events
from the box diagram populate the medium my,,, spectrum.

(a) (b)

(c) (d) (e)

Figure 2.23: Feynman diagrams at LO for the SM production of two Higgs bosons via ggF (a)-(b) and
via VBF (c)-(e).

Uncertainty [%]
PDF+0g QCDscale  my
ggF HH 31.05 £3.0 2t

Process  Cross section [fb]

+0.03
VBF HH 1.730 +2.1 004 X

Table 2.9: Cross section of dominant processes that produce two on-shell Higgs bosons with mass
my = 125GeV at /s = 13 TeV at the LHC. Cross section of the ggF process is computed to NNLO in
pQCD using heavy top limit approximation [175]. The last column indicates the uncertainty that
captures the effects of the top mass scheme, which is the leadin§ source of uncertainty in this estimate.
Cross section of the VBF HH process is calculated to the full N’ LO accuracy in pQCD and hence does
not feature the uncertainty that is associated with the top mass approximation [181].

A higher value of |k; | relative to the SM expectation would increase the fraction of
events at the kinematic threshold of the my,; distribution. A negative x; would also flip
the sign of the interference term, thereby enhancing the peak at medium my,, values even
more. As a result, negative values of x; produce a harder my,; spectrum compared to
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positive values of the coupling modifier. This also affects the acceptance of HH events,
because harder Higgs boson pairs produce more energetic decay products, which in turn
are more likely to pass the analysis requirements. Maximum destructive interference is
achieved at k; ~ 2.45 [182], although the precise location of the minimum varies in the
literature depending on the perturbative order of the cross section. Figure 2.24(a) explicitly
demonstrates the rich variety of kinematics that are induced by different values of ;.

Cross section of the ggF HH process that is used in the current work is estimated at
NNLO in pQCD using the so-called full theory approximation [175]. In this procedure, the
top quark mass m; is preserved in all calculations of real QCD emissions at NNLO, but the
virtual contributions are computed in the heavy top limit where m; — oo is assumed. In
this approximation, the triangle and box loops between gluons and Higgs bosons reduce
to effective single-point couplings like depicted in Figs. 2.25(b) and 2.25(c). The virtual
contributions that are computed in the heavy top limit are then rescaled to the full theory
with a factor that is determined in finite top mass limit at LO. The method comes with
2.6% uncertainty, which is far below the uncertainties that arise due to different choices of
renormalization schemes and scales of m; [183], as evidenced by Table 2.9. The resulting
cross section scales with k; quadratically,

O, K
Sagr(K3) _ 0.3561; — 1.6241; +2.267, (2.27)

SM
Oggr
while the size of its uncertainties due to the choice of QCD scale and top mass scheme

varies with k; according to

§0ye(x,) [ max (040767 —1.819%, +2.467, 0.409K; — 18141 +2.430)

oor min(O.3O9K§—1.3851(,14—1.858, 0.318K;2L—1.416K,1+1.880>

where the uncertainties from both sources are combined linearly [183]. PDF uncertainties,
which are typically added in quadrature, remain fairly flat at £3% across all values of
K, . The same uncertainties are attributed to other BSM scenarios where other couplings
besides x; are shifted away from their SM value. The scaling behavior of inclusive ggF HH
cross section and corresponding uncertainty with x; is also displayed in Fig. 2.24(b).

i
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Figure 2.24: (a): density plot for invariant mass of the Higgs boson pair, my,y, for selected values of
Kk, in ggF HH production process. The distributions are scaled to match the expected signal yield N
delivered by the LHC in Run 2 data-taking period. The plot is obtained from MC samples simulated at
NLO in pQCD; (b): cross sections of ggF (blue) and VBF (red) HH production as a function of K, and
VBF HH production as a function of k, (green). The uncertainty band covers the effects of choosing
QCD scale and top mass scheme in ggF HH cross section estimate.
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VBF HH production receives interfering contributions from the self-coupling vertex, and
three-point and four-point coupling vertices gy and g,y, which are defined by Eq. (2.14).
The latter cannot be probed directly in single Higgs processes, nor in ggF HH production
processes. Deviations of these couplings from the SM expectation are quantified in terms
of coupling modifiers k, = g\,/g\s,'vI and 1y = gzv/gg\",/', where it is understood that the
changes in coupling strength are fully correlated between W and Z bosons. The VBF HH
cross section is known up to NLO in pQCD [181]. Contributions from the scattering of
longitudinal vector bosons to the cross section drops out at &, = | K, \2, thus resulting in
maximum destructive interference [184].

2.5.2 EFT benchmarks and coupling scans

The SM can be augmented by a HEFT Lagrangian density, which introduces new nonrenor-
malizable Higgs field operators to the theory. The Higgs field itself appears as a singlet
under the EW symmetry. Assuming no new particles besides the SM ones, nor any new
CP-violating interactions in the Higgs sector, the terms in SM Lagrangian density L\, that
are relevant to HH production via ggF can be improved in the following way [182]:

SM

_ASMVh3_%(V+h)ftCISM —
SM
. A €y 2\ - s Cog .2\ 2
RRCIERCYENU (v+ K+ 2h )n+ o (cgh—z—vgh )G ,

where the first line brings out the operators from [, that are generalized by the EFT
formalism in the next line. Three new effective couplings are introduced: interaction
between two Higgs bosons and top quarks with strength c,; interaction between one
Higgs boson and two gluons with strength ¢,; interaction between two Higgs bosons and
two gluons with strength Cog- The last two also arise from heavy top limit approximation,
with ¢, and c¢,, representing the effective couplings of triangle and box loops in ggF HH
production that are reduced to contact interactions between Higgs bosons and gluons.
In SMEFT, the two couplings are fully (anti-)correlated: €24 = —C,. Couplings ¢, and
¢y, Can be directly probed in HH production but not in single Higgs boson production.
SMis restored by setting k), = k; = 1 and ¢, = ¢, = ¢;, = 0. The Feynman diagrams of
additional processes that contribute to ggF HH production in this EFT prescription are
shown in Fig. 2.25. More detailed comparison of HEFT and SMEFT models can be found in
Ref. [61]. Explicit correlations between x;, k; and ¢, in various BSM models can be found
in Ref. [185].

Figure 2.25: Feynman diagrams at LO for the ggF production of two Higgs bosons with effective BSM
couplings.

All five couplings and coupling modifiers {x; , Kt,cz,cg,czg} influence the inclusive ggF
HH production rate as well as HH signal topology. The squared MEs feature pure SM terms,
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interference terms between the SM and dimension-6 EFT operators and pure EFT terms.
Interferences between the SM and dimension-8 EFT operators as well as contributions
from terms suppressed by @(Afé) where A denotes the cutoff scale at 3 TeV are ignored.
At LO, the inclusive cross section of ggF HH process can be parametrized by fifteen linearly
independent combinations of the five couplings as follows [182]:

BSM
Oger LO 4 | 402 | 402 2 41022 02 o, 2
ggM ZATK Ay O HAT KK HAL Ky HAS G T Ag kG +

Oggr o 3 Lo Lo Lo LO 2
&8 +A7 Kt K3 +A8 K K) ¢ +Ag CgKACz +A106‘2C2g+A11€gK;L Ki + (2‘28)

LO 2 Lo 2 LO LO
+A1262gKt +A13 chgKt +A14C2g’<t K), +A156g62gK)L .

The coefficients A™© = {A%O},!il can be extracted from simultaneous fit to inclusive cross
sections that each corresponds to a different coupling scenario [186]. The cross sections
can be computed with MC generators. Uncertainties on the coefficients are driven by a
limited number of generated events, but also by the choices of QCD scale and PDF sets.
NLO corrections in pQCD improves the parametrization with eight additional terms [187]:

BSM
ggF T NLO
SM gP01y23(K}{aKtaC2anaC2g)'A -
gef (2.29)
NLO _ 3 NLO NLO . 2 NLO :
=... 1Al K g +A|7 KiCrc, T AR KiCoKy +Alg KiCoCopt
NLO 2 2 NLO . 2 NLO 3 NLO 2

+A20 Kt Cg+A21 C2Cg+A22 CgKﬂ, +A23 Cngg.

In the above, Poly, (¢) is shorthand for a function of N couplings (or coupling modifiers)
c= {c,-}fvzl that is wrapped into a k-dimensional vector. Each component of the vector
is a product of the couplings, Hﬁvzl cl.”", with a unique combination of exponents p; such
that every component is linearly independent from other components in the vector. When
setting c, = Cqg=Cog = 0 and K, = 1, then Eq. (2.28) reduces to a quadratic function of x;,
like the one given by Eq. (2.27). Parametrization at NNLO in pQCD adds two more terms
to Eq. (2.29), which are proportional to cg and cz, K; [188].

Small changes in any of the five couplings can drastically alter the ggF HH production rate
as well as the event-level kinematics. Testing all possible combinations of the couplings in
five-dimensional parameter space is simply not feasible, since it would require a prohibitive
amount of computing time to generate the MC samples with full detector simulation for all
possible coupling scenarios. However, the problem can be simplified if the couplings give
rise to a finite number of possible configurations of the HH system. A viable strategy can be
devised with this premise by first identifying a manageable number of coupling scenarios
or benchmarks (BMs) that uniquely modulate the distributions of selected observables,
and search for BSM signals in those BMs. AtLO, invariant mass of the Higgs boson pair, my,
and polar angle 8" between collision axis and either of the Higgs bosons in the rest frame
of HH system, also known as the helicity angle, unambiguously describe the full kinematics
of HH production via ggF. Azimuthal angle of either Higgs boson has no relevance here
because the HH system is rotationally invariant about the collision axis. Similarly, the
redundancy in 8" can be resolved by considering | cos 8" instead when attempting to
uniquely describe the topology of a HH system.

The idea of finding a finite number of representative BMs was initially proposed and
demonstrated in Ref. [182]. A large number of MC samples were generated at LO, each for
a different coupling scenario. Only those coupling combinations were considered in the
MC simulation that were not yet excluded experimentally. For example, there is no point in
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identifying unique features in my, for a k; value of ©(10) if it has been already established
that such value is excluded by experiments. Searches of other unconstrained parameters
such as ¢, and ¢, can be confined to a narrow region around the SM point, especially given
that the SM kinematics of a HH system changes rapidly in response to small variations
of the couplings. The coupling scenarios were iteratively grouped together if they shared
similar features in my distributions until the designated number of clusters was reached.
As it turned out, alternative variables such as | cos 8" or transverse momentum of either
Higgs boson, p?, are not as sensitive to coupling variations as my,. The combination of
couplings that produced kinematic distributions most similar to other distributions within
the cluster was chosen as the BM. It was found that one needs twelve BMs to cover all
possible, yet distinct enough features that may occur in my,; distribution in response to
different coupling values. The precise coupling values of the twelve shape BMs are listed
in Table 2.10, and the corresponding distributions of my are shown in Fig. 2.26.

Benchmark K3 K ¢ Cq Coq ongSFM/cggé k
SM 1 1 0 0 0! 1140
JHEPO4BM1 7.5 1 -1 0 0 5.83 1.59
JHEPO4BM2 1 1 05 -08 06 0.426 1.70
JHEPO4BM3 1 1 —15 0 —08: 31.6  1.67
JHEPO4BM4 35 15 -3 0 0 271 1.67
JHEPO4BM5 1 1 0 08 —1: 175 1.59
JHEPO4BM6 2.4 1 0 02 —02: 0.748 1.67
JHEPO4BM7 5 1 0 02 —02: 521 1.85
JHEPO4BMS8 15 1 0 -1 1 4.66 1.37
JHEPO4BM8a 1 1 05 04 0 1.17  2.05
JHEPO4BM?9 1 1 1 -06 06! 438 1.93
JHEPO4BM10 10 15 -1 0 0 17.6  1.69
JHEPO4BMT11 2.4 1 0 1 -1 530 1.82
JHEPO4BM12 15 1 1 0 0! 111 1.75
JHEPO3BM!1 3.94 094 15 34— 6.76 1.83
JHEPO3BM2 6.84 0.61 1/3 0 1 511 1.80
JHEPO3BM3 221 105 15 3ls  3h 449 1.63
JHEPO3BM4 279 0.61 Y S /. Vo 192 1.63
JHEPO3BMS5 395 1.17 -3 s 3p 4.60 1.36
JHEPO3BM6 5.68 0.83 15 =34 =1 550 1.57
JHEPO3BM7 ~ —0.10 0.94 1 1/s e 3.90 1.93

Table 2.10: EFT shape BMs in terms of five couplings (kj,, K, ¢5, Cqr czg) that were developed to study
BSM effects in ggF HH signal. Second middle horizontal line separates older BMs derived in LO theory,
which were subsequently published in JHEP 04 journal [182], from those later found in NLO pQCD
theory and then released in JHEP 03 publication [189]. The only exception is JHEPO4BM8a, which was
proposed in Ref. [187]. The second-to-last column quotes the ratio of the corresponding cross section
to the SM cross section, both computed at NLO in pQCD. The last column lists NLO-to-LO k-factors
computed with Eqgs. (2.28) and (2.29), where the LO cross section coefficients are taken from [182]
and the NLO coefficients from Table 2.11, while assuming G;Z;'LO =19.85fb [187].

The distributions of my; determined at NLO in pQCD remain by and large the same
compared to the shapes obtained from LO simulation, except for the eighth BM point
for which its characteristic dip at around 350 GeV in my,,, disappeared after including the
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NLO corrections [187]. A different coupling configuration was proposed that restored the
feature in my,y, and was thus named BM point 8a. The NLO corrections not only increase
the total cross section by a factor of 1.5-2, depending on the BM, but the shapes of
kinematic distributions are also slightly modulated, as illustrated by Fig. 2.26. They also
push the my, distribution of the SM signal towards a softer spectrum than what is found
in LO production. Additionally, at the ME level, ISR from gluons causes the HH system to
recoil away from the collision axis, which in turn modifies p?.

JHEP04BM1 JHEPO4BM?2 JHEP04BM3
1 My
1 A
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Figure 2.26: Density plots of my, for all EFT BM scenarios that are listed in Table 2.10. The distri-
butions are obtained by reweighting MC samples that are simulated at LO or at NLO in pQCD. No
NLO corrections are applied to distributions extracted from the LO samples. Grid lines are spaced by
the same amount in all plots.

The exploration of EFT shape BMs was reconsidered in Ref. [189], which took advantage
of previously unavailable simulation of the ggF HH production at NLO in pQCD, but also
replaced the custom clustering algorithm with an autoencoder, which is a type of neural
network suitable for detecting unique features [190]. The features are represented in lower-
dimensional latent space of the autoencoder, where they are subsequently grouped into k
clusters using the k-means clustering algorithm [191, 192]. The procedure yielded a total of
seven alternative shape BMs that each displayed distinct features in myy distribution. The
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resulting coupling values are documented in Table 2.10 and corresponding plots of m
shown in Fig. 2.26.

In this work, both sets of EFT shape BMs are considered in searches of ggF HH signal.
The two sets are distinguished from each other by attaching a prefix to the BM name, which
corresponds to the journal where the BM was initially published. For example, JHEPO4BM2
refers to the second BM extracted from LO MC simulation [182], while JHEPO3BM2 is the
second BM that is defined in the more recent publication [189].

Complementary alternative to EFT BM scans is to directly perform linear scans of single
or multiple couplings while fixing all other parameters to their SM values, which brings
in the assumption that the BSM effects arise only from those couplings that are scanned.
Instead of generating a MC sample for every possible coupling scenario of interest, inspired
by Ref. [193], a more efficient approach can be devised by first recognizing that the number
of events N, found in bin AO of some observable O is proportional to the squared sum of
all MEs of the process:

~ d n
Np ~ Ao ~ dO— dO—
° dO Jao

i

=1
Since each amplitude 771; depends on a product of real couplings ¢, the above expression
can be organized into the following quadratic form:

Ny(c) = PolyIT, (¢) My, Poly ,(c), (2.30)

where M, is a real p x p matrix. Given that N, > 0, the matrix M, must also be positive
semidefinite and hence symmetric [194]. In principle, the matrix M, can be determined in
each bin AO independently by a simultaneous fit to the expected event yields, which are
obtained after the event selection cuts for p(p + 1)/2 chosen coupling scenarios.

However, in analogy to Egs. (2.28) and (2.29), Eq. (2.30) can be arranged into a linear
sum of k unique coupling products, with p <k < p(p+1)/2:

Ny(c) = Poly] (c)-A,. (2.31)

Itis p055|ble to eliminate A, from Eq. (2.31) completely by carefully choosing n > k coupling
scenarios C™ = {c*}"_, to write the following linear expression:

fi T, fi
No(clx) Poly; (Clx)
No (el Polyj (ef")
= Nfg = Cﬁx

The n x k matrix C™ can be inverted with Moore-Penrose method [195, 196], thus allowing
to rewrite Eq. (2.31) as:

Ny () = Poly! (c) - (C™)~" . Nfx. (2.32)

The above relation transforms a collection of n known yields Nfg'; into number of events that
is expected from coupling scenario ¢ in the same bin AO. The transformation is applied on
per-bin basis, thus ensuring the correct normalization as well as the shape of the resulting
distribution in observable O. The optimal choice of cfix depends on a number of factors:
on the available MC samples that have already been produced, on the variety of kinematics
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that is covered by the choice of couplings, and on numerical stability of the resulting matrix
C™. The latter can be quantified in terms of condition number of the matrix, which tells
how many times relative uncertainties in the input yields NO could possibly be amplified
in the output distribution [194].

It is not necessary or even reasonable (from the point of numerical stability) to use
all couplings in the parametrization of observables, since the physics model given by
Eq. (2.29) works with single coupling dependencies as well. For example, it is clear that
when parametrlzmg ggF HH cross section in terms of just k; , then one needs to specn‘y
just P01y3 (i) = (1, Ky, k3 ) for three different values of k; when constructing i
Eq. (2.29). The values chosen in the present work are: the SM scenario (k; = 1), maximum
interference case (k; = 2.45) and high k; regime (x; = 5). For these reasons, the ggF HH
MC samples employed in this thesis are generated for k; € {0, 1,2.45, 5} at NLO in pQCD
using POWHEG event generator [197-199]. The box-only scenario (k; = 0) was included for
validation purposes. The distribution of my, shown in Fig. 2.24(a) for x; = —1 is obtained
with the matrix-based reweighting method.

In the present work, the existing MC samples that were produced with the intention to
provide limits for EFT BMs were simulated just for the twelve JHEPO4 BMs at LO using the
MadGraph5_aMCatNLO event generator [87]. The LO MC samples could be reweighted
to other BM points using Eq. (2.28), if the cross section coefficients AL are parametrized
by variables that describe the HH kinematics. Such parametrization was performed in
Ref. [185], where the authors measured the cross section coefficients in bins of m,; and
|cos 8" |. reweighting to any other BM scenario can be factorized into two steps: first, the
shape profile that spans my, and |cos 9*| is flattened by multiplying the weight of each
event that belongs to the i-th bin in the two-dimensional plane with (c;/5) ", where o;
refers to the exclusive cross section of that bin and ¢ is the total cross section. The cross
sections can be replaced with respective event counts N; and N, which are extracted from
the input MC sample prior to any event selection. The second step is to multiply the weight
of each event in the i-th bin with (o;/c’), where both cross sections now correspond
to the target BM scenario. The exactness of the reweighting procedure is dictated by
the width and range of the bins, wherein the cross section coefficients are determined.
The flattening step is universal enough that it enables to combine multiple MC samples
that each are produced with identical generator and showering settings but with different
coupling scenarios into one sample. In fact, this is the preferred mode of operation, since
it enhances the event statistics of the resulting distribution that represents a BM scenario,
thereby reducing statistical uncertainties assigned to the BSM signal process. The method
also combats pathological cases, in which a distribution that features a valley is reweighted
to another distribution that now has a peak in the same bin of the distribution. Such cases
can be mitigated by not using just one but all available MC samples in the reweighting
procedure.

However, one would also need to incorporate NLO corrections to the existing LO MC
samples. The extra step can be avoided if the LO samples are ignored altogether and
NLO samples are used instead, even though they were initially produced for k; scan.
The corresponding cross section coefficients AMO are available in Ref. [187] that allow
reweighting the samples to any coupling scenario. Unfortunately, the measurement was
parametrized only by my; and restricted to 250 GeV < my; < 1040GeV. Since some
analysts in CMS collaboration target boosted HH signal for which my, = 1 TeV, it was
decided to measure the NLO cross section coefficients again, which would be then utilized
by all HH analyses performed by CMS collaborators. By following the procedure detailed
in Ref. [187], the coefficients were measured in 36 bins of my, up to 5TeV and in four
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bins of | cos 0" |, using dedicated MC samples produced with POWHEG [197-199] as input.
The MC samples were generated without detector simulation and are therefore not used
anywhere else in this work, except for extracting the cross section coefficients. In order
to avoid unexpected inconsistencies between the measurements, constant cross section
coefficients were also determined from the same set of samples. The resulting coefficients
that implement inclusive ggF HH cross section given by Eq. (2.29) are listed in Table 2.11.
The inclusive ggF HH cross section of any coupling scenario is improved to NNLO precision
in pQCD by applying a flat k-factor of ~ 1.11 that is calculated for the SM case.

By combining the matrix-based reweighting procedure with the method that reweighs
NLO MC samples to different BM points, it is possible to perform scans of other parameters
besides k; or EFT BMs. One can first reweigh the samples with parametrized cross
section coefficients AN (m,,;, | cos 6%]) to produce a few kinematic distributions that are
then utilized in the matrix-based reweighting procedure implemented by Eq. (2.32). The
advantage of this approach is threefold: it maximizes the available statistics of NLO MC
samples, it minimizes the number of distributions needed for the scan, and it allows to
later adjust the scan range and step size without having to explicitly run the analysis again
in order to create the missing distributions.

ANC 2044 ANO 1590 AMC 0439 ANC —0.001
ANC 12,409 AYC 3467 AVC  —0.965 AXC  —0.022
AY© 0346 AY© 1.921 A%° —0.696 AYO  0.046
A 0156 ANC 5504 ANC —0.003 A¥C 0013
AMO 1401 ANC 0850 ANC 0012 A% 0,018
AR® 9,646 AMC 1,959 ANC 0016

Table 2.11: Cross section coefficients in Eq. (2.29) that parametrize inclusive ggF HH cross section at
NLO in pQCD.

For instance, the initial plan of performing a ¢, scan envisaged the production of 56
individual distributions for dedicated values of ¢, between —2 and 3, in steps of 0.1 for
|co| > 1 and in steps of 0.05 for |c,| < 1. This assortment of distributions would have to be
obtained for each analysis channel, its subcategories and decay modes of the Higgs bosons,
which severely increases the computation resources needed to create these distributions.
Furthermore, extending the grid to higher dimensions becomes computationally prohibitive
and would jeopardize further combination efforts with other HH analyses down the line.
A more efficient approach is to produce two other of distributions for selected values of
¢, besides the SM scenario that represent kinematic extremes in the scan region [200].
This is because the NLO polynomial in Eq. (2.29) contains constant, linear and quadratic
terms in ¢,, which means that one needs at least three coupling scenarios with different
values of c,, while keeping all other couplings at their SM values, in order to specify the
transformation matrix C™ in Eq. (2.32). Asillustrated by Fig. 2.27, good candidates would
be ¢, = 3, which approximates the asymptotic shape of my, at large c, values quite well,
and ¢, = 0.35, which corresponds to the case of maximum destructive interference and
give rise to my distribution that presents a shallow dip at around my; = 380GeV. In
more general three-dimensional scan over k;, k; and c,, the same polynomial expression

that implements the matrix-based reweighting given by Eq. (2.32) has the form
T 4 2 .22 2 .3
Polyg (k7, K, ¢2) = (Kt , €3, Kt K3, CoKt , K Kp,, Ke Ky Ca) - (2.33)

The same three coupling scenarios that were chosen for the one-dimensional ¢, scan are
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also used for the general three-dimensional case to keep the computational efforts minimal
but to also make the task of finding the remaining coupling scenarios tractable. In order to
define C™ for the reweighting procedure, three additional coupling scenarios are needed.
These are the box-only scenario (k) = ¢, =0, k; = 1), the case of maximum interference
between the box and triangle diagrams (k; =2.45, x; = 1, ¢, = 0), and the scenario where
Ki = ¢y = 1 but k3 = 0. The latter is also displayed in Fig. 2.27. The above relation can be
utilized in two-dimensional x;-c, scan, for which x; = 1 is used as argument to Eq. (2.33),
and one-dimensional ¢, scan, where k; = k; = 1 is assumed. Similarly, ¢, is set to zero in
K3 —K; scans, which brings Eq. (2.33) to a simple quadratic form in terms of the scanned
couplings.
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Figure 2.27: Density plots of myy for the intended 56 scan points of ¢, (solid lines) between —2
(vellow, for reference) and +3, plus another scenario for x;-c, scan (dashed line). All other couplings
not explicated in the legend are set to their SM values. Colored lines highlight the chosen points used
in the c, scan. The corresponding BSM cross sections are quoted in parentheses as multiple of the
SM cross section, both computed at NLO accuracy in pQCD using Eq. (2.29). The distributions are
obtained by reweighting SM MC samples that are simulated at NLO in pQCD.

The matrix-based reweighting is not extended to ¢, nor ¢, couplings for several reasons.
First, according to Eq. (2.29) the ggF HH cross section is parametrized by 23 independent
coupling terms, which implies that Cc™in Eq. (2.32) would have to be at least a 23 x 23
matrix. Inverting such a large matrix is prone to numerical instabilities, not to mention
that the whole reweighting procedure becomes very cumbersome to validate. Second, ¢,
and c,, appear uncorrelated in HEFT, so there is no good motivation for studying them
separately, either. Third, subtle variations of the ¢, coupling have been shown to drastically
modify the event kinematics and production cross section of the ggF HH process [187].
The effects of varying ¢, or ¢,, couplings are not as pronounced, however. To summarize,
constraining the ¢, coupling helps to narrow down the parameter space of various BSM
models where the ¢, coupling is uniquely connected to the k; and k; modifiers [185].

The matrix-based reweighting method is completely universal, since it makes no as-
sumptions about the underlying processes that induce the coupling parametrization in the
final observables. Thus, it can be also employed in scanning of SM couplings that the VBF
HH production is sensitive to: k;, ky and k,y. The square sum of the Feynman diagrams
shown in Figure 2.23 results in the following parametrization:

T 2 4 2.2 2 2
Polyg (ky,, Ky, Koy) = (Kyy, Ky, Ky K), Koy Ky, Koy Ky Ky, Ky Ky ) -
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The above relation reduces to a simple quadratic function in one-dimensional k; or K,y
scan. As evidenced by Fig. 2.24(b), the VBF HH process is much more sensitive to K,y
compared to k; . At anomalous values, the former not only enhances VBF HH production
cross section but also the falling tail in m distribution. On the other hand, the gain in
sensitivity on xy, from VBF HH processes is not great compared to single Higgs processes.
Combination studies of the latter have already demonstrated a good compatibility of k,
with the SM expectation, at the level of < 10% [8]. Some BSM theories that propose
alternative gauge groups do accommodate small modifications in all three couplings [184].
The size of these deviations help to also understand whether the Higgs boson really belongs
to SU(2), doublet, as currently established by the SM. _

The six coupling scenarios that implement the transformation matrix C™in Eq. (2.32)
are the SM coupling scenario, the cases where either k; or K,y is turned off or doubled, and
the case where k, = 1.5 [201]. Only one coupling is varied at a time, while the remaining
couplings maintain their SM values. The VBF HH production process is simulated at LO
for each coupling scenario. The cross sections are extracted from the corresponding MC
samples and scaled to N*Lo accuracy in pQCD using a k-factor of ~ 1.03 that is derived
for the SM case. Distributions of m,y, and | cos 6" | extracted from these MC samples are
shown in Fig. 2.28. As |k, | approaches to large values, the my,,, spectrum asymptotically
follows arithmetic averages of k,, = 0 and x,, = 2 distributions.

Ao/o Ao/o
Ampy Alcos6*|

: 1071
——SM L
0.06 : kv =1.5(38.20%") ||
—kav=0 (15.70%M)
—kav=2 (8.2405M)
—xx=0 (2.6705)

0.04 —kr=2 (0.8240V) ||

1072 ¢

0.02 -1

| 1 | |
600 800 1000 1200 0 0.2 0.4 0.6 0.8 1
MuH [GeV] |cos 6*|

(a) (b)

I
400

Figure 2.28: Density plots of myy, (a) and | cos 0| (b) for various coupling values in VBF HH production.
SM values are assumed for all couplings not explicitly shown in the legend. The distributions are
extracted from corresponding MC samples that are simulated at LO. The corresponding BSM cross
sections are quoted in parentheses as multiple of the SM cross section, both estimated from the MC
samples.

2.5.3 Resonant HH production
Many BSM models consider the possibility that the on-shell Higgs boson pair may be
produced by some yet unknown heavy resonance X. A Feynman diagram for generic
resonant HH production is depicted in Fig. 2.29, where the intermediate resonance is
induced via ggF. Instead of modulating the my,; spectrum as described in the previous
section, the invariant mass of the Higgs boson pair that results from X decay would be
localized at mass my (> 2my,) of the resonance. This signature is universal among many
resonant HH production mechanisms, but the details differ in how such resonances arise,
and what problems the alternative phenomenological models attempt to address.

In Higgs singlet models, for instance, a new scalar field is introduced to the theory
such that it couples only to the Higgs doublet [202, 203]. After EWSB, the two fields
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acquire different VEVs and the physical fields would result from mixing the singlet field
with the neutral component of the doublet, analogously to how Z boson and photon
fields arise from the mixing of SU(2), x U(1)y gauge fields. Excitations of the lighter
field would be identified as the Higgs bosons, while excitation of the heavier field would
correspond to some unknown particle. Such models are sometimes referred to as Higgs
portals, since they promote the idea of a hidden sector of particles that only the Higgs
is able to interact with [204, 205]. The new particle could also function as a viable dark
matter candidate [206].

9 H

Figure 2.29: Feynman diagram for ggF production of an intermediate resonance X and its subsequent
decay into two SM-like Higgs bosons.

Other models that feature resonant HH production try to address the EW hierarchy
problem, which is concerned about the large discrepancy of the EW scale v and the Planck
scale Apjanck- The premise here is that the SM itself should be considered as an EFT, a
low-energy manifestation of more complete theory. The simplest yet most convincing
argument for this claim would be that there is no valid description of gravity beyond
Apjanck- Although the BSM interactions to the Higgs boson are suppressed by the new scale
A > v, as indicated by Eq. (2.19), the Higgs boson mass, on the contrary, should receive
corrections that are proportional to A? [207]. The conundrum can be resolved by either
adding new particles that cancel the large increase in Higgs boson mass, or create some
other mechanism that circumvents this problem.

In 2HDM, which is typically seen in the context of MSSM, new scalar particles arise with
the addition of a second SU (2), Higgs doublet [208, 209]. Different types of models are
generated, depending on how the two Higgs doublets interact with fermions. For example,
in type | 2HDM, the extra doublet couples to all charged fermions, while in type 1l one of
the doublets couples to up-type quarks and the other doublet couples to the remaining
charged fermions. The prescription produces one CP-odd and two mixed CP-even fields,
plus two additional charged scalar fields. The CP-even fields would yield the familiar
Higgs boson and a new heavier scalar particle that would be responsible for resonant
HH production. Some extensions to the framework introduce a CP-violating phase to
the theory [210], while others incorporate an extra singlet [211] or two [212]. The field
content of MSSM is extended by a CP-even scalar and a CP-odd pseudoscalar field in
next-to-minimal supersymmetric SM, thus predicting yet another Higgs-like scalar Y, which
has motivated dedicated searches of asymmetric X—YH decays [213]. A comprehensive
overview of other resonant HH production mechanisms can be found in Ref. [51].

Another way to get around the hierarchy problem is to add one or more dimensions to
four-dimensional spacetime. The extra dimensions would have to be incredibly microscopic
that it would not be possible to observe them directly. One can think of the following
analogy: a long line drawn on a piece of paper has a certain width to it, which becomes
significant when looked at up close, but imperceivable from a distance. The concept is
almost as old as GR itself, dating back to the 1920s when Kaluza and Klein attempted to
unify GR with EM by adding a fifth dimension to spacetime [214, 215]. Although the theory
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did not turn out to be the correct one, the idea of compactified extra dimensions persisted
and inspired many models like string theory in the coming years.

One of such models was developed by Randall and Sundrum (RS) in late 1990s, which
explicitly tackled the hierarchy problem [216]. The authors proposed a five-dimensional
metric that yields a line element of the form

ds* = eizkynuvdx“dxv +dy2 ,

which was shown to respect Poincaré symmetries and field equations of GR. The familiar
spacetime coordinates x are now accompanied by a fifth dimension, which is parametrized
by variable y. The extra dimension spans the interval between 0 and 7r. with periodicity
condition (x,y) = (x,—y). The symbol r.. corresponds to the radius of extra dimension,
while factor k tells how much the four-dimensional spacetime is warped when moving
along the fifth dimension. Slices of this five-dimensional hyperspace at particular values of
y are referred to as ,branes”, while the hyperspace volume that is enclosed by branes is
called ,bulk”. It can be shown that the ultraviolet mass scale Ay at y = 0 is related to the
infrared scale Ajg at y > 0 via the following relation:

—ky
A|R =e AUV'

The scale Ay could be identified as the Planck scale and Az as the EW TeV scale in
the above expression if kr.7 ~ 35. It follows that there is no hierarchy of different scales,
but one fundamental scale that is exponentially suppressed by the geometry of five-
dimensional spacetime. A lower-dimensional analogue of the classic RS model is shown in
Fig. 2.30.
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Figure 2.30: Schematic of the original RS model.

The original RS model confined the SM particles exclusively to the TeV brane, but
subsequent iterations of the model considered the possibility by which the matter and
gauge fields were allowed to wander into the bulk region [217]. Perturbations in the tensor
component of the metric result in gravity-mediating spin-2 graviton, while fluctuations
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in the scalar term of the metric yield a spin-0 particle called radion, which is needed to
stabilize the size of extra dimensions [218]. Both radions and gravitons dynamically acquire
their masses, which can be specified explicitly in the theory. The new particles are expected
to interact with the SM content, including the Higgs boson [219, 220].

The study on HH production in multilepton channel, which is presented in Section 8,
specifically looks for the resonant signal in the decays of radions and gravitons as they
appear in the bulk RS scenario, although the resulting phenomenology of radions is very
similar to the original RS model [221]. The corresponding MC samples are generated at
LO for the following range of invariant masses, totaling 19 mass points: from 250 GeV to
270GeV in steps of 10GeV; from 280 GeV to 320 GeV in steps of 20 GeV; from 350 GeV
to 900 GeV in steps of 50GeV; and final mass point at 1 TeV. Searches of resonant HH
production in the boosted region would require different analysis techniques not employed
here and are hence omitted from the current discussion. Decay widths of the new reso-
nances are assumed to be negligible in the simulation, which is in line with conclusions
of phenomenological studies on the bulk RS model [221]. The only production mode
considered here is ggF, because other production mechanisms are suppressed by quark
PDFs at the LHC. The cross sections of Higgs boson pair production via bulk RS radions
and gravitons are shown in Fig. 2.31. The precise figures depend on the choice of free
parameters in the model.
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Figure 2.31: Theoretical HH production cross section at 13 TeV via radions (blue line) and gravitons
(orange line) as a function of mass my of the resonance as they appear in the bulk RS model [221].
Symbol & stands for k /Apjanck: Where Apjanck = Apianck/ V8T ~ 2.4 x 10'® GeV denotes the reduced
Planck scale. The shaded bands cover QCD scale and PDF uncertainties, which are added in quadrature.
HH production cross section increases with 1 /A,ZR in case of radions and with % in case of gravitons.

Unlike in nonresonant production, where p; of either Higgs boson is theoretically
limited only by the c.0.m energy, the distribution of p? of the Higgs bosons produced in res-

onant decays at LO has a sharply falling peak at upper kinematic threshold of 4 /m)z(/4 — mﬁ

The tail of p? distribution is more pronounced for radion decays compared to graviton
decays, which develops due to wider angular distribution of the Higgs boson pair that are
produced in these decays. As demonstrated by Fig. 2.32, the Higgs bosons tend to fly into
the transverse plane where 8" ~ /2 more often in graviton decays than in radion decays.
The plot is in agreement with the theory prediction, according to which the differential
cross section with respect to Jacobian term sin8°d6” in the rest frame of the graviton
follows sin* 8 [222] but stays constant for radions, since there are no products of spin
vectors present in the MEs that model a scalar particle decaying into other scalars.

61



| —Spin-0 ||
0.03 ohin2
1 ---sin@*
0.02 J ho|---sin®e*
Ao/o 7 A\

AG* f )
0.01 °

0.00

0 w4 w2 3mw4 m

0* [rad]

Figure 2.32: Angular distribution of spin-0 (blue) and spin-2 (orange) resonances produced via ggF
that subsequently decay into a pair of Higgs bosons at polar angle 8™ in the rest frame of the
resonance. The distributions extracted from LO MC samples (solid histogram) are compared to shapes
as predicted by theory (dashed curve).

2.5.4 Experimental status

Experimental searches of HH production started in late LHC Run 1 data-taking period [223,
224] and are still ongoing today but at considerably higher intensity and wider range of
analysis channels. A total of ~ 4300 pairs of Higgs bosons are expected in the SM out
of tens of billions of events that were recorded by the CMS detector during LHC Run 2
data-taking period. Similarly to single Higgs boson studies, the Higgs boson pairs are
searched in mutually exclusive phase space regions defined by HH decay modes. As shown
in Fig. 2.33, by considering only those single Higgs boson decay modes for which there is
direct experimental evidence available today, one might consider up to 28 unique ways
the Higgs boson pair might decay into. However, only a fraction of those decay modes
are experimentally viable for probing the HH production. In order to gain sensitivity to
the HH signal, some phase space regions with high event statistics may be further divided
by HH production modes into ggF and VBF categories, or by the kinematic regime into
resolved (or low my,) and boosted (or high my,,;) regions. Analyses that target the VBF
category require the presence of additional two jets that are separated by a wide angle
and have a large invariant mass. Higgs boson decay products are much more collimated in
boosted HH events, which makes it more difficult to resolve them with the same analysis
techniques utilized in the low my,,, regime. For this reason, the hadronic decay products
of a boosted Higgs boson are clustered into a single jet with larger cone radius instead of
two distinct jets with smaller cone radius as commonly employed in the resolved analyses.
The background composition also changes with increasing my, further motivating the
distinction of resolved and boosted regimes.

Each individual analysis targets a particular experimental signature, but there is no
single ,,golden channel” that alone is simultaneously sensitive enough for probing the SM
hypothesis and the various EFT shape BMs. This very much applies to the HH multilepton
analysis presented here, as it provides excellent sensitivity to kinematic scenarios that
exhibit soft myy spectrum. Compared to other HH analyses, in particular those targeting
H — bb decays, the multilepton channels excel in the low myy regime because of relatively
low energy thresholds that the selected electrons, muons and 7, are required to satisfy.
On the contrary, the multilepton channels are not as sensitive to the kinematic scenarios
that display very energetic my,,; spectrum compared to the channels that involve more
probable H — bb decays because the selection thresholds play less of an important role
in signal acceptance.
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Figure 2.33: Branching ratios of Higgs boson pair decays. Inputs are taken from [50]. Cells marked
with a green tick symbol (V') indicate the decay modes for which there are published analysis results
based on LHC Run 2 data. Multilepton decay modes are highlighted with blue cell borders. Dashed
cell borders indicate that the decay mode is technically included in the signal hypothesis but the
analysis was not optimized for those events.

The same challenges that are prevalent in single Higgs boson searches are now amplified
in HH searches: the decay modes with clean final state have way too small BR, while the
decay modes with larger BR show poor signal over background ratio (S/B). Therefore, the
results of multiple HH analyses need to be combined in order to reach maximum possible
sensitivity, which in turn implies that the analyses have a common set of deliverables.
Analyses that target nonresonant HH production typically quantify upper limits on HH
production cross section, constraints on k; and on k,,, multidimensional limits involving
SM and EFT parameters, and limits on EFT shape BMs. This is different from resonant HH
searches, where a radion or a bulk RS graviton with unknown mass my is presumed to
decay into a pair of SM Higgs bosons. Although the signal hypothesis is fixed to a specific
scenario, the resulting peak in my, that is located at my is representative of all mechanisms
that feature a heavy narrow-width resonance decaying into a pair of Higgs bosons. Limits in
resonant HH analyses are quoted for spin-0 and spin-2 hypothesis separately for selected
values of my.

The HH searches have been performed by the ATLAS and CMS collaborations on
data collected in LHC Run 2 in seven decay modes. The most sensitive analyses cover
HH — bbbb [225-230], HH — bbtt [231-233] and HH — bbyy [234, 235] decay modes.
These are followed by multilepton analysis, which captures HH — VV*V'V'* HH — t7VV*
and HH — 7777 signal, and HH — bbWW?™ [7, 236, 237] analysis, which is sometimes
combined with HH — bbt7 and HH — bbZZ" decay modes to target DL final states [238].
Finally, there are analyses targeting HH — bbZZ" — bb4/¢ [239] and HH — WW™yy [240,
241] decay modes. The decay modes have have been analyzed thus far are marked with a
green tick symbol as a visual aid in the BR matrix that is depicted in Fig. 2.33. All aforemen-
tioned HH analyses have only studied the dominant ggF and VBF production modes. The
CMS collaboration has very recently published preliminary results on subdominant VHH
production by exploiting those unique final states, which arise from both Higgs bosons
decaying into a pair of b quarks [242].
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In FH channels, such as HH — bbbb and HH — bb 7 with both 7 decaying hadronically,
the overwhelming majority of background events that pass the analysis selection cuts are
coming from QCD multijet processes. Although their contribution to the signal region (SR)
diminishes in the boosted regime, the same goes for the efficiencies of state-of-the-art b jet
identification algorithms [167, 168] that the present channels heavily profit from. Since it is
not computationally feasible to model the QCD background with MC simulation without
inflating the statistical uncertainties on the estimation, especially in the tails of distributions
where BSM signal is expected to surface, data-driven techniques are oftentimes employed
to model the multijet background in the SR. Channels like HH — bbt7 and HH — bbVV™,
where one or two leptons are required in the final state, have to discriminate against
massive tt+jets, DY and W+jets backgrounds, which can produce the same experimental
signature. In multilepton and HH — bbZZ" — bb4/ channels, where the multiplicity of
final state electrons, muons and 7, is higher, the dominant backgrounds come from WZ
and ZZ production processes, followed by associated production of a single boson with
a pair of top quarks. Although the QCD background is less of an issue in those channels,
it can still seep into the SR if hadronic jets are misidentified as leptons or 7. Such ,fake
background” is generally modeled with data-driven approaches, which will be discussed
in more detail in Section 5.3. Finally, HH — bBy}/ channel has two types of backgrounds:
nonresonant yy+jets, which has continuously falling energy spectrum, and single Higgs
boson production processes, where the Higgs boson decays into two photons. Limits on
more generic production of X — YH process, where X and Y represent distinct species
of hypothetical particles, can be converted into limits on HH production if the Y particle
has the same mass as the Higgs boson. Limits on resonant HH production in bbbb [243],
bbtt [244] and bbyy [245] decay modes set by the CMS collaboration are indeed deduced
from the limits of X — YH production.

The analyses that require the presence of multiple leptons, 7, or photons in the final
state have generally fewer background events, but also much smaller signal rate because
of low BRs of the involved decay processes. Thus, HH — bbyy, HH — WW™yy, HH —
bbzz* — bb4¢ and multilepton channels are generally limited by the available data, which
is also reflected by the enlarged statistical uncertainties in the corresponding results. This
is not a problem in the remaining channels, however, any systematic biases that may arise
in the modeling of signal and background processes become pronounced. It may create
tensions in the signal extraction, which can be relieved by improving the uncertainty model,
but at the expense of increasing systematic uncertainties. Results of the latest HH analyses
are summarized in Table 2.12, demonstrating good compatibility with the SM expectation.
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Mass range of X in

HH decay mode resonant X —s HH ATLAS CMS
bbbb (a, e) ATLAS: —3.5(=5.4) <Ky < 11.3(11.4), Resolved:
[251,5000] ([226]°);  0(=0.1) < oy <2.1(2.1),  —2.3(=5.0) < k3 < 9.4(12.0),
[260,1000] ([225]"); 5.4(8.1)0gp, —0.1(—0.4) < Ky <2.2(2.5),
CMs: 130(130) Gar o™ [227]1¢Y; 3.9(7.8) ogy [228]¢Y
[1000,3000] ([230]%); —0.8(—0.9) < Ky < 2.9(3.1), Boosted:
[1000,4000] ([243]%°) 840(550) Gy [2251¥ —9.9(=5.1) < K3, < 16.9(12.2),
0.6(0.7) < Ky, < 1.4(1.4),
9.9(5.1) ogp [2291
VHH:
—38(—30) < K, < 37(29),
—12(=7.6) < Ky < 14(8.9) [242]
bbT7 (a, ) ATLAS:
(FH) [1200,3000] ([231]°); X X
(FH, sL) [251,1600] ([232]°) 4.7(3.9) 05y, [232]Y —1.7(=2.9) < x;, <8.7(9.8),
CMs: —0.4(—0.6) < Ky < 2.6(2.8),
[280,3000] ([244]*°) 3.3(5.2) 0
124(154) g "™ [233]°
bbyy (a, ) ATLAS: —1.5(-24) <Ky <6.7(7.7), —3.3(—2.5) < Kk <8.5(8.2),
[251,1000] ([2341°) 4.2(5.7) 05y [2341%Y —1.3(0.9) < Ky, < 3.5(3.1),
cMs —0.6(—0.4) < ¢, < 1.1(0.9),
[260,1000] ([245]%°) 7.7(5.2) 05y 123511
Multilepton (e)
(aw) [250,500] ([246] °); 160(120) gy [246]© X

(4v, 2v27, 471)

bbww*
(SL)
(DL)
(SL, DL)

[250,1000] ([21%)

X

—6.9(—6.9) < Kk, < 11.1(11.7),
—1.0(=1.0) < ¢, < 1.5(1.4),
21.3(19.4) 05y [217%Y

ATLAS:
[500,3000] ([236]"©) 300(300) oy [236] © X
X 40(29) 05y [2381° X
CMs:
[250,900] ([71°); X —7.2(—8.7) < x; < 13.8(15.2),
[800,3500] ([247] °) —1.1(—1.4) < Ky <3.2(3.5),
[800,4500] ([237]°) 14(18) 05y, [717%Y
X —9(—10) < Ky, < 13(15),

bbzZ* — bb4( (e) X

WW*yy

32(40) 0y [2391°

[260,500] ([240] ©)

230(160) 05y, [240] ©

97(53) o9 [241]7¢Y

Combination

ATLAS:

[260,3000] ([248] ©)
CMS:

[250, 3000] (1250] ©)

—0.4(—1.9) < x; <6.3(7.6),
0.1(0.0) < Kyy < 2.0(2.1),

2.4(2.9) 06y [249]

—1.2(-1.0) < K3, < 6.5(6.3),
0.7(0.7) < Ky < 1.4(1.4)
(obs. at 6.66), 3.4(2.5)0gy [8]

" Performed on 2016 data only.
t Provides limits for EFT BMs.

G Considers ggF HH signal hypothesis.
V Considers VBF HH signal hypothesis.

¥ Scalar X — YH search with my € 125GeV.

Table 2.12: Summary of the latest HH analyses performed by the ATLAS and CMS collaborations on
LHC Run 2 data. Mass ranges of the unknown resonance are given in the units of GeV. Last two
columns quote observed and expected upper limits on HH production cross section in the units of SM
cross section and constraints on various couplings based upper limits at 95% CL. Expected limits are
given in parentheses. The combination of ATLAS results considers single Higgs boson channels plus
three HH channels (which are marked with a black triangle, a), while the combination of CMS results
includes only five HH channels (which are marked with a black bullet, o).
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3 The LHC and the CMS experiment

The European Organization for Nuclear Research, commonly referred to by its French
abbreviation ,,CERN”, is the largest international organization that conducts cutting-edge
research in high energy physics (HEP). The organization has grown in size from a just dozen
states since its inception in 1954 to more than 70 states today, including 23 member states,
ten associated member states (including Estonia that intends to become a full member
by 2023 at the latest), three observer states and 41 other countries contributing to CERN
research program on a regular basis. CERN has more than 11000 active users from 700
institutes working in scientific, technical and administrative fields as part of more than 30
accelerator experiments [251].

The largest and most powerful particle accelerator in the world is currently the CERN
Large Hadron Collider (LHC) [11]. The accelerator supports eight independent experiments
that each have their own instruments for collecting the collision data. Behind every
experiment is a highly skilled team who develops and maintains the hardware and software,
performs the data analysis, and publishes the results. One of the two general-purpose
detectors that is located on the 27 km long circular path of the LHC is the Compact Muon
Solenoid (CMS) detector [19]. Since the analyzed data in this work is collected by the said
detector, the remainder of this section is precisely dedicated to the description of the LHC
in Section 3.1, followed by Section 3.2, where a brief overview of the CMS apparatus is
given.

3.1 The Large Hadron Collider

Plans for the LHC already started right after the discovery of Z boson [252], with the primary
physics goal of improving the SM of particle physics even further. Its construction began in
1998 and concluded ten years later, which was then followed by a 14 month long testing
period. The hadron collider is installed in the tunnel of the now defunct Large Electron-
Positron Collider, which resides about 100m below the ground surface of the Geneva
region that is shared between Switzerland and France. It accelerates and collides mostly
protons (pp), but it can and has been used for colliding lead ions with protons (p-Pb) or
colliding just the lead ions (Pb-Pb). These heavy ion collisions create conditions for nuclear
matter to transition into an exotic form of plasma that consists of asymptotically free
quarks and gluons. Month-long experiments with the heavy ions are typically scheduled at
the end of a data-taking year, leaving the rest of the year for pp collisions. The remainder
of this section focuses exclusively on pp collisions at the LHC.

Protons are accelerated through a chain of linear and circular pre-accelerators before
they enter the LHC ring, as illustrated in Fig. 3.1. The whole process starts with a vessel of
hydrogen gas, from which hydrogen atoms are pulled. The hydrogen atoms are stripped
from electrons and the residual protons are injected into LINAC29, which accelerates
them to 50 GeV. The protons are subsequently transferred to Proton Synchrotron Booster,
where they are accelerated to 1.4 GeV. Next, the protons are passed to Proton Synchrotron,
where they are lumped into bunches that each contain about 100 billion protons. Once
the bunches are boosted to 26 GeV in the ring, they are then passed to the Super Proton
Synchrotron, which raises their energy to 450 GeV. The resulting stream of protons is split
into two and directed into the LHC ring at two separate interaction points (IPs). One beam
(,Beam 1”) enters the LHC cavity at IP2 and runs clockwise, while the other beam (,,Beam 2”)
enters the LHC ring at IP8 and travels anti-clockwise (from ground-level perspective).

The LHC ring has eight IPs in total. Two general-purpose detectors, ATLAS and CMS, are

? LINAC stands for linear accelerator. LINAC2 was replaced by LINAC4 after LHC Run 2 concluded.
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respectively located at IPs 1 and 5. The proton beams also cross at IPs 2 and 8, where ALICE
and LHCb detectors are situated. The former is designed to collect and study the data
from Pb-Pb collisions, while the latter is specialized in b quark physics and CP-violation.
Smaller complementary experiments (LHCf, MilliQan, MoEDAL, and TOTEM) occupy the
aforementioned IPs (1, 5, 8, and 5). They tackle specific questions of particle physics, such
as the existence of magnetic monopoles (MoEDAL) or millicharged particles (MilliQan), or
determine the characteristics of pp collisions (TOTEM) and cosmic ray phenomena (LHCf).
The remaining IPs are equipped with instruments that facilitate the LHC operations, like
beam collimation at IPs 3 and 7, two independent radiofrequency (RF) systems that are
responsible for accelerating the protons at IP4, and beam dumping at IP6.
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Figure 3.1: Schematic of the CERN accelerator complex at the tail end of the LHC Run 2 operations in
2018 [253]. Each accelerator system in the plot is labeled by its name, date of commission and, in case
circular accelerators, its circumference. Injection paths from one system to another are shown with
arrows, the color of which tells the type of particle that is transferred, as indicated by the legend.

At every lap in the LHC, the protons receive energy by electric potential difference that
is present only in RF cavities. The ratio between voltage oscillation frequency in the RF
cavities, fgg, and the revolution frequency of proton bunches, f,.,, determines the total
number of vacant segments or ,buckets” of the circular path that could be populated by
proton bunches. Since the proton bunches are separated by an interval At of 25 ns, only
a small fraction of buckets are actually populated with the protons. The precise number
of proton bunches in a train, N, depends on the choice of filling scheme at the beam
injection time.

The protons are guided by 1232 superconducting dipole magnets along the circular
path of the LHC. The magnetic coils sustain a field strength of up to 8.3 T. Such strong
magnetic fields are necessary to provide sufficient centripetal force that is able to bend the
trajectory of protons. Various multipole magnets are placed between the dipole magnets
in succession to prevent the proton bunches from dispersing in the transverse plane while
they travel inside the vacuum cavities of the LHC. Right before the proton bunches reach
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the detector, they are squeezed together by a series of quadrupole magnets. The beams
cross each other at a subtle angle 6, inside the detectors.

Proton trajectories are continually corrected by multipole magnets, which causes the
protons to oscillate about the longitudinal axis. The collective motion of protons is generally
described by two phase space parameters: amplitude modulation (/) and transverse
emittance €. As the name already implies, the former quantifies oscillation amplitude,
which varies with longitudinal position [ in the accelerator, while transverse emittance
tells how much phase space is covered by these oscillations. Amplitude modulation at the
collision point is commonly denoted by 8.

Instantaneous luminosity is a parameter of the accelerator that quantifies the collision
rate of a scattering process. Assuming that the colliding proton bunches contain the same
number of protons, N, and that the proton density in both bunches follows a Gaussian
distribution with variance G% in transverse direction, then instantaneous luminosity at the
LHC can be approximated by

2
N.N
7f”2”m
T

with o = \/B7 ¢/, and o, standing for the bunch width and length, respectively, and
v;. referring to the Lorentz factor of the accelerated protons [254]. Reduction factor R in
Eq. (3.1) captures the degradation of instantaneous luminosity that is caused by colliding
proton bunches at angle 6, or at some unknown offset d, but also includes the effects
of bunch size variation at low values of B*. It is worth noting that shorter than 25ns
bunch spacing would lower the instantaneous luminosity due to parasitic beam-beam
effects [255].
Integrated luminosity L over some time period T is obtained from:

(GTaGL76cad)7 (31)

inst —

L= I/()Tl)inst(t)g(t)dta

where ¥ () accounts for luminosity decay, which is caused mainly by collisions. The proton
beam circulates in the accelerator anywhere between a few hours up to a day and a half,
but it usually averages to T =~ 10 h. Once the beam has been exhausted, it is extracted from
the storage ring, diluted, and dumped into a graphite block. Every new injection of the
beam starts a new ,fill” recording, which contains multiple discrete data-taking intervals
or ,runs”, during which the detector conditions do not change. Collision events collected
after 2'® revolutions of the beam in a 23s long interval comprise a luminosity ,block” or
»section” of a run. Each fill, run, luminosity block and recorded event is assigned a unique
number that is sequentially incremented.

Integrated luminosity can be thought of as a measure of collected data, because the
product of integrated luminosity and the cross section of some process, which is usu-
ally known or at the very least hypothesized, yields the total number of events that is
expected from the proton collisions. About 70% of total pp interactions are inelastic and
hence contribute to the production of new particles. The corresponding cross section is
sometimes called minimum bias cross section and amounts to oy = 69.2(+4.6%)mb at
/s = 13TeV [256]. As detailed in Table 3.1, peak instantaneous luminosity ranged from
14 to 21 Hz/nb during LHC Run 2, which means that pp interactions were produced at a
rate of up to Lj,s;Omg = 970 MHz-1.45 GHz. However, given that bunch crossings (BXs)
are happening at a rate of N, f,e, = 25-28.8 MHz, then one would expect

LinstOms
Nbfrev
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pp interactions per BX on average. This average turned out to be smaller, between 23 and
32, for the full data-taking period because the LHC machine was not constantly operating
at its peak instantaneous luminosity.

Each pp interaction from a BX produces particles that leave tracks inside the detector
volume. The tracks can be traced back to common points. Only one of those points called
the primary vertex is considered as the HS event, while all other pp interactions in the
event are deemed as pileup (PU). One can distinguish between in-time PU if the extra pp
interactions are happening in the same BX as the HS event, and out-of-time PU, in which
case the detector does not have enough time to clear up the information from previous
BX or receives new information from the next BX too early. The average number of PU
vertices per BX follows Poisson distribution with mean (i), which increases linearly with
instantaneous luminosity as evidenced by Eq. (3.2). Figure 3.2 shows the distribution of
(upy) for each data-taking year and for their aggregation.

V5[TeVl  Atlns]  foe [IMHzZ]  foo [kHz] N, N, 6. [prad]
13 25 400 11.245 2220-2556 ~1011 145-185
Blem] elpm] oplem] Ling' [Hz/nb]  (upy)
25-40 1.9-2.2 6.4-94 14-21 23-32

Table 3.1: A selection of parameters characterizing the LHC machine during its Run 2 operations.
Parameters marked with a dagger (1) indicate their peak values. If the parameter changed between
the data-taking years, a range is shown instead.
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Figure 3.2: PU profile in LHC Run 2 data broken down by data-taking years [256].

The LHC program is scheduled into multiple ,,Phases” and ,Runs” based on the c.o.m
energy of pp collisions and instantaneous luminosity supplied by the machine, as depicted
in Fig. 3.3. The LHC Runs span multiple years of data-taking operations, which also include
shorter breaks (Technical Stops) that are reserved for minor upgrades, tuning and mainte-
nance work. There are Long Shutdowns between each LHC Run, during which the whole
accelerator complex is turned offline for major upgrades. Even though the year 2015 is
part of LHC Run 2, the amount of data recorded in that year was too low and detector
conditions too different compared to the following years. Therefore, it was not practically
feasible to include this data in LHC Run 2 analyzes. Just like most CMS analyses, the work
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presented here considers only the data that was recorded over the next three years, from
2016 to 2018. The data is acquired in multiple chunks or ,eras”, which refer to periods of
time when the collected data was acquired with consistent detector and trigger settings.
Acquisition eras are denoted by uppercase letters and enumerated in alphabetical order.
There are seven acquisition eras in 2016 (labeled as B-H), five in 2017 (B-F) and four in 2018
(B-D).
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Figure 3.3: Long-term schedule of the LHC program. The plot shows c.0.m energy +/s (blue line),
peak instantaneous luminosity L;, (red circles) and accumulated integrated luminosity L (solid
green areas) of pp collisions delivered by the LHC in each data-taking year or projected period. The
projections are based on Refs. [177, 257].

The LHC will be upgraded to High Luminosity LHC (HL-LHC) after Run 3 [177]. The new
machine is expected to produce proton-proton collisions at c.0.m energy of /s = 14 TeV
at an instantaneous luminosity of -£j,ss = 50 Hz/nb. This comes at the cost of increased PU
activity, as 200 parasitic proton-proton collisions are foreseen to occur per BX on average.
The HL-LHC is projected to deliver about 250fb ! of data per year over the span of at
least twelve years, with the ultimate goal of accumulating at least 3 ab~! of data by the
end of its operations. This is more than 20 times the amount of data collected during
LHC Run 2 data-taking period. Such significant boost in the amount of recorded data will
greatly benefit the analyses that suffer from limited event statistics.

3.2 The CMS detector

The CMS detector consists of various subdetectors that are placed around the beam line
in concentric layers. The detector is centered precisely around the collision point where
proton bunches cross each other. Despite having ,compact” in the name, the whole
apparatus is still impressively large: it stands at 21.6m long, has a radius of 7.3 m and
weighs about 12500t in total. Layout of the CMS detector with a couple of people for scale
can be found in Fig. 3.4.

Each subdetector measures either energy or momentum of particles that are produced
from the proton collisions. In the innermost layer is the tracker that determines the position
of charged particles as a function of time. The second layer consists of electromagnetic
calorimeter (ECAL) and hadronic calorimeter (HCAL), which absorb particles with electro-
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magnetic and hadronic origin, and measure their deposited energy. Muon detectors are
placed to the outermost layer because muons have particularly long proper lifetime com-
pared to other collision products. Each of these subdetectors are explored in more detail
in Sections 3.2.1to 3.2.3. The discussion concludes with Section 3.2.4, which describes how
the CMS detector handles the unprecedented rates of collision data.

Superconducting Solenoid

Silicon Tracker

Very-forward Pixel Detector

Calorimeter

Hadronic
Calorimeter
Electromagnetic

Calorimeter Muon

i

Compact Muon Solenoid

Figure 3.4: Cutaway view of the CMS detector [19].

One of the defining features of the CMS detector is its 12.5 m long and 6 m wide solenoid
magnet, which is placed between the HCAL and muon detection system. The solenoid is
able to generate field strength of |B| = 3.8 T, which is directed along Beam 1 inside the
coil. The purpose of such a strong magnetic field is to detect electrically charged particles
when they pass through the detector material. In particular, an electrically charged particle
with mass m and charge ¢ would be subject to Lorentz force F = (¢/m)p x B when it
travels through the magnetic field with momentum p. Since the acting force is always
perpendicular to its direction of motion, the trajectory of the charged particle curls into a
helix, the axis of which coincides with the direction of the magnetic field. It follows that
the track bending happens on a plane that is perpendicular to the beam line. Radius of
this curved path provides an estimate for the mass of the particle, while the sign of the
curvature tells whether the particle is positively or negatively charged. The equation of
motion of a charged particle can be fully specified by its 3-momentum components at
a closest approach to a reference point and by another two parameters quantifying the
distance of its track to that reference point [258].

The tracker, calorimeters and the solenoid are all housed inside a steel yoke, which
provides structural support for the whole detector. It additionally guides and homogenizes
some of the magnetic field outside of the solenoid. The magnetic field present outside of
the coil can only influence the trajectory of muons. The 12-sided steel structure consists
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of three radial layers with varying thickness that interleave with the muon detectors.
Figure 3.5 illustrates how different types of particles interact with the detector material in
the presence of the magnetic field.
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Figure 3.5: Transverse view of one of the twelve azimuthal sectors of the CMS detector at its center
point facing in the direction of Beam 2. The sketch demonstrates how different particles interact with
various parts of the detector [259].

The instruments that are facing parallel to the beam line constitute the central ,barrel”
region of the CMS detector, while the subsystems that are placed perpendicular to the
collision axis at the both ends of the barrel make up the ,endcaps” of the detector. As
seen from Fig. 3.4, for instance, the barrel portion of the return yoke has five segments,
which are surrounded or ,capped” by three layers of steel plates from both ends, hence
the name ,,endcaps”.

Given the distinct cylindrical shape of the barrel region, it is more convenient to
parametrize the three-momentum of particles using modified cylindrical coordinates
(pr,0,9) than Cartesian coordinates (p,, py, p,). The two coordinate systems are related
to each other in the following way:

pr =1/ pe +p§, 0 = arccos |%| , ¢ = arctan Py , (3.3)
p

X

with |p| = 4 /pf +p§ +p§. The origin of the coordinate system is set at the center of the
CMS detector. The x-coordinate points to the center of the LHC ring, the y-coordinate
points to the ground surface and the z-coordinate points in the direction of Beam 2.
The definition of the y-coordinate coincides with the radial distance r from the beam line.
Transverse momentum p; refers to the projection of three-momentum onto the transverse
plane spanned by x- and y-coordinates. Azimuthal angle ¢ quantifies the position of this
projection on the transverse plane, whereas polar angle 6 tells how far away from the
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beam line a given particle travels. Both coordinate systems are depicted in Fig. 3.6(a).
All kinematic variables are defined in the laboratory frame of reference where they are
measured.

(a) (b)

Figure 3.6: (a): Coordinate systems parametrizing three-momentum (shown in red), viewed from
the ground surface inside the LHC ring. The Cartesian projections are shown in orange, while the
default CMS coordinates are shown in green. (b): A selection of values for pseudorapidity n and
corresponding polar angle 6.

It is fairly common to use pseudorapidity, defined as 1 = — Intan(6/2), instead of polar
angle. If a particle flies perpendicular to the beam line, that is at an angle 6 = 7/2, then
its pseudorapidity is equal to zero. The advantage of using pseudorapidity over the polar
angle is that differences in the former remain invariant under Lorentz boosts along the
collision axis, which helps to construct an invariant measure for the angular separation
between two particles i and j under such boosts using

AR;; = \/(m*nj)2+(¢,~f¢,~)2- (3.4)

€[—m,x]

Some example pseudorapidity values and corresponding polar angles are listed in Fig. 3.6(b).
Longitudinal view of the CMS detector in Fig. 3.7 shows the coverage of individual subde-
tectors in terms of pseudorapidity. A related quantity is rapidity, which is defined as

1 E—
y==In P, )
2 E+p,

where E refers to particle energy. Similarly to pseudorapidity, it remains invariant under
Lorentz boosts in the direction of the z-axis. At energy scales much higher than the particle
mass, rapidity becomes approximately equal to pseudorapidity. Spatial distances ARf] in
y-¢ plane are computed analogously to Eq. (3.4), but with pseudorapidity coordinates
swapped for rapidity coordinates.
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Figure 3.7: Longitudinal view of a quadrant of the CMS detector that highlights the following
subdetectors and structural elements [260]: tracker (green); ECAL (white) split between barrel
(EB) and endcap (EE) regions; HCAL (yellow) in barrel (HB), endcap (HE) and forward (HE) regions;
muon detectors (blue) in barrel (MB) and endcap (ME) regions, interleaved with the steel yoke (YB
and YE, in gray). Muon detectors are segmented into five ,wheels” in the barrel region or into two
,rings” in the endcap region (both enumerated by the first number), and into four ,stations” in both
MB and ME (indicated by the second number). Magnetic field generated by the solenoid (CB) points
from left to right.

In addition to the transverse momentum defined in Eq. (3.3), it is sometimes advan-
tageous to employ transverse momentum in an analysis. The observable is expressed

as

where m denotes particle mass. As explained in Section 4.1.5, it provides a viable handle
for estimating the mass of particles or energy scale of processes that feature a mixture
of visible (leptons, jets) and invisible (neutrinos) decay products. The observable remains
invariant under Lorentz boosts along the collision axis.

3.2.1 Tracker

Particles produced from pp collisions first encounter silicon material of the tracker [261].
The particles would ionize the silicon atoms while passing through the substance, leaving
behind charges that are collected by electrodes under some bias voltage at different points
in the detector. The position and time of these charges is then registered, which enables
the tracking of particles that interacted with the silicon material. Spatial resolution of
the tracker is therefore dictated by the spacing of the electrodes in a silicon module and
alignment of the modules around the beam line. The found tracks are fed into various
algorithms that aim to reconstruct and identify these particles. The ionized paths can
be traced down to a common point where the HS collision took place, or to secondary
vertices that resulted from decay processes of particles with distinct lifetimes such as b
hadrons. Because the particle tracks are very close to each other at the collision point but
then spread out over some distance, the spatial resolution of the tracker is understandably
highest near the collision point. The whole tracker is cooled down to temperatures below
—10°C, which prevents the on-site electronics from entering a positive feedback loop of
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self-heating and increasing leakage current that eventually damages the instruments.

At the core of the tracker is the pixel detector, which is surrounded by a collection of
silicon strip detectors. From its initial construction until the end of 2016 data-taking period,
the barrel portion of the pixel detector (BPIX) consisted of three 54 cm long layers of silicon
sensors, which were installed 4.4, 7.3 and 10.2cm away from the beam line. The barrel
region was complemented by two endcap disks in the forward region (FPIX) from both
ends. The disks were placed perpendicularly around the collision axis at 34.5 and 46.5cm
from the IP. The last BPIX layer covered pseudorapidity range of || < 1.3, while the FPIX
extended the coverage to || < 2.5. Each silicon sensor with its supporting structure,
readout electronics and cooling were engineered to minimize the material budget, which
was necessary to avoid disturbing the particles that penetrate the tracker as much as
possible. The small area of 100 x 150 pm2 of each silicon pixel resulted in a high spatial
resolution of 10-25pm.

The pixel detector was completely swapped out for a new one after the 2016 data-taking
period concluded [262]. The Phase 1 upgrade was necessary to counter increasingly intense
luminosity conditions in the following years. The new BPIX now had four layers of pixels,
which were moved to radii of 2.9, 6.8, 10.9 and 16 cm. The FPIX also received an additional
disk, however, all three disks were separated into mechanically independent half-rings,
which eased the installation process. In addition, the on-site readout chips and cooling
system were also renewed during the upgrade. Comparison of the pixel detector alignment
before and after the upgrade is available in Fig. 3.8.
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Phase-1 r1o0mm =
upgrade L2

r=68mm

r=29mm

0.0-cm #

r=44mm

Original ~ r=73mm
r=102mm

Figure 3.8: Layout of one quadrant of the pixel detector before the Phase 1upgrade (below) and after
the upgrade (above) in longitudinal view [262].

As showninFig. 3.9, the surrounding silicon strip detector is divided into multiple regions
based on the position and alignment of its layers: tracker inner barrel (TIB), tracker inner
disks (TID), tracker outer barrel (TOB) and tracker endcaps (TEC). The silicon strip detector
is installed around the beam line, occupying a region of 22.5-113.5cm in radial direction
and 248-564 cm in longitudinal direction. Due to lower particle flux in the outer layers of
the tracker, radial strips instead of close-to-square pixels are used in the strip detector as a
cost-saving measure. The average size of silicon strips varies from 10cm x 80 pm in the
innermost layers of TIB to 25cm x 180 pum in the outermost disks of TEC, which lowered
the spatial resolution by an order of magnitude compared to the pixel detector. However,
thanks to the higher number of layers and disks, the strip detector is able to provide many
more measurement points than the pixel detector.
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Figure 3.9: Longitudinal view of the CMS tracker, including its pixel detector before the Phase 1
upgrade [263]. Silicon strips shown by thin black (thick blue) lines provide measurement in two (three)

coordinates, which is achieved with a single (double) layer of silicon strip modules. The pixel detector,
which is indicated by thick red lines, also measures coordinates in three dimensions in each layer.

3.2.2 Calorimeters

The next detector subsystem that the particles meet is the ECAL, which is followed by the
HCAL. Both units intend to quantify the absorbed energy of all particles but the muons.
Electrons and photons are stopped in the ECAL, while hadrons pass through the ECAL but
are eventually absorbed into the HCAL material.

When an electron enters the ECAL volume and interacts with the calorimeter material,
it may prompt the electron to emit a bremsstrahlung photon. Photons, on the other hand,
convert into electron-positron pairs while traversing through the calorimeter. The cascade
of bremsstrahlung emissions (e — ey) and photon conversions (y — e"e”) continues
until the remaining particles lose their last bit of energy through ionization. An incident
electron or photon that enters the ECAL would lose a fraction of (1 — eiX/XO) of its energy
after passing through the detector material of thickness X and radiation length of Xj,. It
follows that a small radiation length of the absorption material allows for more compact
calorimeters. Lateral spread of the EM showers is characterized by Moliére radius R,
which is equal to the width of the shower that contains 90% of its energy on average.
Smaller R, is preferred because it would result in more localized showers.

The working principle of HCAL is very similar: once a hadron enters the calorimeter
bounds, it splits into lighter hadrons such as pions. The avalanche of light hadrons proceeds
until the energy for the inelastic collisions to continue has been exhausted. In analogy
to radiation length that characterizes the ECAL material, the longitudinal development
of hadron showers is described by nuclear interaction length of the HCAL material, ;.
Hadron showers are typically more diffuse and longer compared to EM showers.

The ECAL is constructed from 61200 lead tungstate (PbWO,) crystals, which are
mounted at r = 1.29m from the beam line in the barrel part (EB). It is complemented
by 7324 crystals on either side at |z| = 315.4cm, which constitute the endcaps of the
ECAL (EE). The EB covers a fiducial volume of up to |n| < 1.479, which is extended to
[n| < 3 by the EE. Preshower detectors (ES) are placed in front of the EE crystals in regions
1.653 < |n| < 2.6. Geometrical arrangement of the ECAL modules is depicted in Fig. 3.10.

The scintillating lead tungstate material has a small radiation length of X; = 0.89cm and
a narrow Moliére radius of Ry; =2.2cm. The ECAL crystals have a tapered shape, with front-
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facing area of R%,, (1.3 x I.BRL) and rear-facing area of 1.18 x 1.18R/2V, (1.36 x 1.36R%4)
in the EB (EE). A single crystal in the EB covers a solid angle of 0.0174 x 0.0174 in the n-¢
plane and has a length that corresponds to 25.8X,. The crystals in the EE are slightly shorter,
measuring at 24.7X;, and vary from 0.0175 x 0.0175 to 0.05 x 0.05 in n-¢ dimension. A
mechanical arrangement of 5 x 5 crystals forms a tower in the EB and a supercrystal in the
EE.

Figure 3.10: Layout of the CMS ECAL [19]: the EB (green) consisting of two sets of 18 supermodules,
two ,Dees” on either side of the EE (blue) and the ES (red) in front of them.

The scintillating medium is optically transparent: a charged particle that strikes the
material would produce light that peaks broadly near the UV spectrum. The intensity of
the generated light scales proportionally with the kinetic energy of the charged particle.
The light is collected and subsequently converted into an electric signal by photodetectors,
which are installed at the back of each crystal. The optical transparency of crystals is
continuously monitored with lasers in order to derive corrections that compensate for
fluctuations in the transparency due to irradiation and temperature. The calorimeter has
to operate at a temperature of 18°C within 0.05°C margin.

Unlike the rest of the ECAL, ES is built from two layers of lead radiators that are
interleaved with silicon strip sensors. The purpose of the ES is to identify neutral pions as
well as to improve the positioning of electrons and photons outside the EB. With a thickness
of 20cm, the effective radiation length of the ES with its on-site electronics amounts to
about 3Xj. This translates to 95% showering probability before the EM particles break out
the sampling detector and reach the EE crystals.

A particle shower would extend over a cluster of ECAL crystals or ,,cells” in the calorime-
ter. An array of 3 x 3 cells is enough to capture approximately 94% of the energy from
incident electrons or photons. Magnetic field that is generated by the surrounding solenoid
causes the ECAL deposits to spread along the ¢ direction. The total energy that is associ-
ated with an electron or a photon is obtained by summing the energy deposits of adjacent
cells that make up a cluster, which is then corrected according to calibration data, position,
energy scale, temperature and transparency of the crystals. The energy resolution of a
3 x 3 cell configuration can be approximated by

1
AE  2.8GeV? © 0.12GeV
E  E E
where the first term on the right-hand-side stands for the stochastic fluctuations in the
response of photodetectors, the second term models noise from electronics, digitization

©0.3%, (3.6)
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and PU, and the last (constant) term captures nonuniformities of the crystals, calibration
errors and energy leakage. Electron and photon clusters can be discerned from each other
by looking for tracker tracks that are aligned with the cluster: electron clusters have a track
pointing towards them, while photons do not leave any tracks in the tracker.

The HCAL consists of four subdetectors: barrel (HB) and endcap (HE) calorimeters,
which are installed inside the solenoid, plus forward (HF) and outer (HO) calorimeters,
which are placed outside of the solenoid. The arrangement of each subsystem can be
found in Fig. 3.11. Unlike the ECAL, which is a homogeneous calorimeter, the HCAL is a
typical sampling calorimeter: it is built from alternating layers of a passive absorber and
an active medium. The purpose of the absorber is to initiate particle showers, while the
active sensors measure the energy that is deposited into them. Since only a fraction of
total energy is actually detected in the active layers of HCAL, the total energy of a hadronic
jet must be inferred from the calibration. In addition, about two thirds of hadron energy
would already be lost to tracker and ECAL regardless. Considering that the material budget
of the tracker amounts to just 0.024; in central rapidities [262], most of the lost energy
would be deposited to PbWO, crystals of the ECAL, which account for 1.1A; [24]. Because
of these reasons the energy resolution of the HCAL is much lower compared to the ECAL.
Experiments prior to the LHC Run 1 data-taking period with a test beam comprising mostly
electrons and pions revealed that the combined energy resolution of EB and HB amounts
to [264]:

AE  84.7%

E VE
thus demonstrating that the uncertainties on the deposited energy are dominated by ran-
dom fluctuations of the sampling. This is also consistent with the jet energy measurement
studies performed in LHC Run 1, where it was found that the uncertainty on the jet energy
in central rapidities varies between 15 and 20% for jets with p; < 30GeV, and can go as
low as 5% for jets with p; > 1TeV [265]. The uncertainties increase with |7|.

Both halves of the HB are built from 18 tapered brass wedges, each of which is sand-
wiched between steel plates for keeping them in place. The wedges are installed 1.77m
from the beam line, thus covering a fiducial region of |1| < 1.392. Each wedge is 313¢cm
long when measured from the beam-facing side, 96 cm thick and weighs about 26t [266].
The wedges are segmented into 16 ,towers” in || and into four azimuthal sectors in ¢,
such that each tower covers a solid angle of 0.087 x 0.087 in the n-¢ plane. One such
segment of the brass absorber has 16 trays for plastic scintillators, which are evenly spaced
throughout the wedge. At n = 0, the effective thickness of the HB with its supporting steel
plates amounts to 5.82;, which increases with decreasing 6 as a function of 1/sin 6.

The 36 wedges of the HE are constructed from the same very same active and passive
materials. The wedges are positioned around the beam line 4 m from the collision point
on either side of it. Each wedge is divided into another 14 towers in |17| and embeds 17
layers of plastic scintillators. Since the HE occupies a volume that spans 1.3 < |n| < 3,
its first tower overlaps with the last tower of the HB. At || > 1.6, the granularity of the
HE amounts to 0.17 x 0.17 in n-¢. Its angular resolution improves to the level of HB at
[n| < 1.6 because the number of scintillators doubles in more central towers.

The scintillators in both HB and HE emit UV light when encountering a hadron. The light
is then shifted to green spectrum by fiber optics and transferred to hybrid photodiodes
(HPDs), which convert the light to electric signal and amplify it before sending the signal
to the front-end electronics system for further processing. Some HPDs in the HE were
replaced with silicon photomultipliers (SiPMs) during Phase 1 upgrade of the CMS detector,
in order to improve the detection efficiency and resilience against radiation damage [267].

©7.4%,
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After a successful testing period, the remaining HPD in the HE were also swapped out for
SiPMs during the technical stop between 2017 and 2018 data-taking years.

Ring 2 Ring 1 Ring 0
15 14 13 2 11, 10,9, . 8.7,6,5 4,3, 2,1
S ~— HCAD HQ —\—\ Iren~
agnet'col
3 ~16
~0
HCAL HB
HCAL
Collision point
Beam line )y
70 m
< 11.15m

Figure 3.11: Segmentation of the CMS HCAL [19]. The outer numbers (1-29) enumerate the 1 towers,
while the inner numbers (0-16 in HB, 0-17 in HE) count the layers in a calorimeter tower. The different
colors represent a group of scintillator units that can be read out and calibrated separately (before
the Phase 1upgrade).

Moving further up in ||, the next HCAL subdetectors the particles encounter are the
two steel cylinders of HF, which are located 11.2m from the collision point and cover a
pseudorapidity region of 2.85 < || < 5.2. Both of those units have a thickness equivalent
to 10A;, an outer radius of 130cm and a 25 cm wide hole at the center for the beam to
pass through. The steel blocks are split into 13 rings radially and 18 sectors laterally. The
resulting calorimeter towers span an angular section of An x A¢ ~ 0.17 x 0.17 each. The
HF measures Cherenkov radiation, which is emitted by charged particles when they travel
at speeds exceeding that of light in the medium. The Cherenkov light that is produced by
particle showers inside the steel absorber is registered by quartz optics. The optical lines
that are installed into the grooves of both steel blocks guide the light signal out of the
absorber to readout electronics. In order to protect the on-site electronics from intense
radiation damage, the HF is housed in a compact radiation shield made of concrete and
steel.

The purpose of the HO is to catch remaining hadrons that punch through the EB, HB
and the magnetic solenoid, and thereby to further improve the estimate of total transverse
momentum of all reconstructed particles. The barrel region of |1| < 1.3 spanned by the
HO is split into five radial rings in 11 and twelve sectors in ¢. The segmentation in ¢ follows
closely the barrel structure of the muon system. In order to increase the effective thickness
of the calorimeter where the absorption depth is minimal, a 19.5cm thick steel slab is
squeezed between two scintillator tiles of the central ring. The remaining rings have just
one layer of scintillators, since the particles that enter the outer rings would have to pierce
through more material and hence do not require extra medium to stop the particles. The
scintillation light is read out by SiPMs, which have been employed in the HO since the very
beginning of LHC Run 2 data-taking period [268].
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3.2.3 Muon detectors

Muons typically fly through the tracker and calorimeters, but may lose a little bit of energy
while doing so. However, hadrons are much less likely to punch through the same amount
of material, since the effective absorption depth of the calorimeters alone already amounts
to no less than 11.84,;. In order to identify muons, measure their 3-momentum, and trigger
the on-site instruments to select the collision event, four layers of muon detectors called
»stations” are installed between iron yoke plates outside of the magnetic solenoid in both
the barrel and endcaps, as indicated in Fig. 3.7. The muon barrel system employs drift tubes
(DTs), which extend to |n| < 1.2, while muon endcaps rely on cathode strip chambers
(CSCs), which cover pseudorapidity region of 0.9 < |n| < 2.4 and thus slightly overlap
with the barrel region. Resistive plate chambers (RPCs) are present in both barrel and
endcaps to provide fast signals for triggering purposes. Following closely the structure
of iron return yoke, the muon system is azimuthally divided into 12 separate sectors. An
optical alignment system is used to monitor the relative position of the muon chambers
with respect to the rest of the CMS detector, which can change over time in response to
construction tolerances, mechanical and thermal stress, and intense magnetic fields.

The three types of gaseous detectors utilized in the muon stations are all based on the
same design principle: one or several cathode and anode terminals are placed into a tightly
sealed gas volume. The electrodes shape the electric field that charged particles follow.
When a muon travels through the gas chambers, it ionizes the gas atoms by knocking
some electrons off them. The positively charged ions and negatively charged electrons
that are left behind flock towards cathode and anode, respectively. The muon track is
reconstructed from the position of electrodes that collected the induced charges. Various
factors are considered when designing a gaseous detector, such as acceptable spatial
resolution, triggering times, cost, effectiveness and durability of materials in an extremely
irradiated environment.

Muon stations in the barrel region consist of either two or three so-called superlayers
that each have four staggered layers of rectangular 13 x 42 mm? DT cells. The described
configuration is also shown in Fig. 3.12(a). A DT cell holds a mixture of 85% Ar and 15%
CO, gases at standard atmospheric pressure. Like depicted in Fig. 3.12(b), it comes with
five individual electrodes: one 2.4 m long anode wire (+3600V) suspended in the middle
of the cell, two anode strips (+1800V) on the innermost sides of the cell and another two
cathode strips (—1200V) on the outermost walls of the cell. It could take at most 380 ps for
an electron to reach from a cathode strip to the anode wire. The DT cells are oriented such
that the outer superlayers, SL1 and SL3, measure muon coordinates in the transversal r-¢
plane, while the middle superlayer provides the measurement in the longitudinal »-z plane.
The only exceptions are the outermost muon stations, which are missing the middle layer.
The intentional gap between SL1 and SL3 provides optimal resolution for measuring muon
transverse momentum. The DT chambers achieve a spatial resolution down to 100 pm in
the transversal plane.

As shown in Fig. 3.12(c), a CSC consists of seven trapezoidal planes that each cover
either a 10° or 20° degree sector in ¢. The six gaps between the planes are filled with a
mix of 40% Ar, 50% CO, and 10% CF, gases. Copper strips are placed on both sides of odd
panels and run radially outwards at constant ¢, thus defining the azimuthal coordinate.
Anode wires run along the azimuth on both sides of even panels and therefore define the
radial coordinate. CSCs were better suited for endcaps because they are more robust in
terms of temperature, irradiation and nonuniformity of the magnetic field. In addition,
they have faster response time but a coarse 2 mm spatial resolution at the first trigger
level.
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Figure 3.12: Elements of the muon system. (a): Layout of DT chambers in the muon barrel system.
(b): A DT cell with its anode wire and surrounding electrode strips on each side of the cell that shape
the electric field inside of it. (c): Cutaway sketch of a CSC sector. Figures (a) and (b) were taken from
Ref. [260], while (c) was obtained from Ref. [19].

The RPC elements are built from two 2 mm thick plates of bakelite, which is a type of
synthetic plastic that does not conduct electricity nor heat. The plates are separated by
2mm from each other and a 9kV potential is applied between them. The gap between
the anode and cathode plates is mostly filled with C,H,F, gas. A pair of single-gap RPC
elements are stacked on top of each other, with metallic readout strips between them, to
form a double-gap RPC unit. The RPC units are mounted on either side of DT chambers in
the first two muon stations and in front of the DT chambers in the outermost two muon
stations. The RPCs are also installed in the three innermost stations in the endcap region up
to |n| < 1.6. Their spatial resolution is in the order of 1cm, which is much worse compared
to other muon detectors [269]. However, the main advantage of RPCs is their fast response
time that remains well below the bunch spacing, which is ideal for triggering purposes.

3.2.4 Triggers

Not all collision events can be recorded by the CMS instruments for long-term storage
because of unprecedented data rates: one BX alone would generate 1-3 MB of raw data.
Recording every such collision, which occurs at the rate of 40 MHz, would fill up all known
storage devices in just a few months. Besides, only a minuscule fraction of pp collisions
produce the HS events that are relevant for searches of new physics. In order to filter
out these ,interesting” events and thereby reduce the data rates to manageable levels,
advanced systems called triggers have been implemented, which decide whether or not
to keep the data from a given BX. The triggering system has two tiers: a hardware-based
Level-1trigger (L1T), and a software-based high-level trigger (HLT) [270]. The event selection
at the trigger level is usually referred to as ,,online” selection, whereas the analysis cuts
that are applied on the recorded data are commonly referred to as ,offline” selection.
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The preliminary decision is first carried out by the L1T, which reduces the data rates
from 40 MHz down to about 100 kHz. This is achieved by fast electronic systems that are
installed on-site. These devices generate a set of trigger primitives (TPs) from the deposits
in the ECAL and HCAL, and from the hits in the muon chambers. The basic trigger objects
go through multiple processing and evaluation steps before a global decision of approving
the event is made. If that is the case, then the full detector information is read out from
the buffer pipelines and passed on to the HLT.

The HLT makes the final decision of keeping the event based on global event information.
It runs very simplified but fast algorithms on commodity computers that aim to reconstruct
and identify various particle candidates and event-level observables, and impose cuts on
them. These trigger conditions can be updated during the data-taking because the whole
decision process is implemented in software. HLT reduces the data rates considerably
down to about 1 kHz, therefore making long-term storage for offline analysis possible [271].
The offline reconstruction is run promptly after the HLT decision. This complements other
data-taking paradigms, where the events are selected with special HLT requirements
targeting a distinct kinematic signature, such as dimuon events in DY or dijet events in
VBF production, but the event reconstruction is either significantly simplified (like in data
scouting) or delayed (as in data parking) to maintain as low data rates as possible [272].

In the context of triggers, a sequence of selection criteria constitutes a trigger ,path”.
There are hundreds of trigger paths that each probe a different aspect in physics. For
instance, there are HLT paths for selecting electron candidates that each pass certain
quality cuts, such as on the later spread of 5 x 5 ECAL cluster in direction™ (G,%fs), on
the ratio of deposited energy in the HCAL to the ECAL in 1-¢ cone of size 0.15 (H/E), or
on the difference in the reciprocals of SC energy and track momentum (1/Es- — 1/p) [273].
However, the most common way of classifying the HLT paths is by the requested number
of electron, muon, and 7, candidates, and the corresponding p; thresholds that each
candidate must exceed. The set of conditions that concern one particular object in the
HLT path is referred to as ,leg”. For instance, electron-plus-muon cross triggers consist of
an electron leg and a muon leg, while a triple muon trigger has three legs, one for each
requested muon. If all selection conditions imposed by the trigger path are satisfied, then
it said that the trigger path is ,fired”.

A collection of HLT paths comprise data streams, which are bundled into primary
datasets (PDs) based on the HLT type. The HLT paths used in this work are listed in Table 3.2
and contribute to the following PDs: SingleMuon PD recorded by single muon triggers and
muon-plus-Ty, cross-triggers; SingelElectron PD by single electron triggers and electron-
plus-7, cross-triggers; DoubleMuon PD by double and triple muon triggers; DoubleEG PD
by double and triple electron triggers; MuonEG PD by electron-plus-muon cross-triggers
(le+1u, le+2u,2e+ 1u); and Tau PD by double-t,, triggers. In the 2018 data-taking

'° The variable is formally defined as
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where 7, refers to the pseudorapidity coordinate of the i-th crystal in a 5 x 5 array that is centered
around the most energetic crystal at position 75.5. The logarithmic weights are calculated as
w; = max{0, 4.7 +In(E;/Es,5)}, where the ratio of deposited energies is taken between the i-th
crystal and the whole cluster. It follows that crystals storing less than 0.9% of total energy are
excluded from the sum. The spread in 1 is generally more pronounced in EE than in EB due to
physically larger crystal dimensions in the former.
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period, the SingleElectron and DoubleEG PDs were merged into one EGamma PD. A
binary data unit called ,trigger bit” is used to indicate whether or not the trigger was
fired in the event. Each PD stores the status of only those HLTs that contribute to its data
streams. There is no such distinction needed for MC datasets, because each simulated
event contains the trigger bits of every trigger that was enabled during the data-taking.

Trigger HLT paths

type

le 2016: py(e) > 25/27" 2017: pr(e) >327/35  2018: py(e) > 32
im 2016: pr(u) >227 /24 2017: pr(p) >24" /27 2018: prp(u) > 24
le+1u 2016 pp(e) >23, pr(u) > 8 2017, 2018: py(e) > 23, py (1) > 8/12

2016: pr(e) > 8, pr(pn) >23 2017,2018: pr(e) > 12, pr(u) > 23

le+1t, 2016: pr(e) > 24, pr(ty) >20/30  2017,2018: pr(e) > 24, pr(ty,) > 30
lu+1t, 2016 pr(u) > 19, pr(t,) > 20 2017,2018: pr(u) > 20, pr(ty,) > 27
27y, 2016: pr(ty) > 35 2017, 2018: pr(7y,) > 35/40
2e 2016-2018: pp(e) > 23, 12
2u 2016-2018: py (1) > 17,8
3e 2016-2018: py(e) > 16, 12,8
3u 2016-2018: pp(p) > 12, 10,5
2e+1pu  2016-2018: py(e) > 12, pT([.L) >8

le+2u  2016-2018: py(e), pr(n) >9

Table 3.2: List of the HLT paths used in the current work. Only the py thresholds applied to the trigger
objects are shown (in units of GeV). A combination of multiple HLT paths with different p thresholds
was employed, either to combat higher instantaneous luminosity conditions or to take advantage of
other looser selection criteria of the trigger (not shown in the table). These are also the main reasons
for prescaling the triggers, since the trigger rates would otherwise be too high for data recording.
Prescaled triggers are marked with a dagger (1) in the table. Different py thresholds on the leading,
subleading and third objects are delimited by a comma. This nomenclature refers to the ranking of
objects after they have been sorted by their p; in descending order.

Offline analysis is performed on events that feature a fixed number of leptons and
7, candidates in the final state. Those leptons and 7, candidates that are selected to
represent a particular final state of the signal must adhere to a certain quality criteria,
which are detailed in Section 4.2. The requirement on the multiplicity of final state objects
is further complemented by trigger cuts, whereby events are selected only if they have
fired the appropriate HLT paths. In particular, if the analysis requires the presence of one,
two or three leptons and any number of 7, candidates in final state, then the selected
events must have fired at least one single lepton trigger, a combination of single and double
lepton triggers, or a combination of single, double and triple lepton triggers, respectively.
Events are accepted if any of the triggers considered in the combination have fired, which
effectively comes down to checking the logical OR of the corresponding trigger bits. Mixing
low lepton multiplicity triggers with high lepton multiplicity triggers this way helps to boost
the number of accepted events in analyses that suffer from low signal yields. If the goal
is to select at least two 7, candidates and no leptons, or at least three 7, candidates
and one lepton in final state, then a double-7,, trigger is expected to be fired. Similarly,
a lepton-plus-7, cross-trigger is expected to be fired in those events, where exactly one
lepton and at least one 7, candidate is requested in the final state. Double-7, and lepton-
plus-7,, cross-triggers are generally not combined with double or triple lepton triggers
because higher p; thresholds in the former do not increase the selection efficiency, but
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would otherwise complicate the procedure of correcting MC yields to match data. The
compatibility of final state objects with the corresponding HLT paths is improved by raising
the pr cuts on selected objects in the event selection to match the highest thresholds of
the requested triggers, whereby the p; cuts are progressively lowered in accordance with
the thresholds imposed in subleading trigger legs. Based on the triggers paths that are
listed for 2016 data-taking period in Table 3.2, the minimum p; thresholds should be about
25 GeV for the leading lepton, 12GeV (10 GeV) for the subleading lepton (muon) and
9 GeV for the third lepton. Likewise, a selected lepton is required to pass more stringent
cut of || < 2.1 to match the maximum pseudorapidity threshold of the lepton leg in
lepton-plus-7,, cross-triggers. The same principle of imposing more stringent thresholds to
match those of the triggers apply to selected 7, candidates that are expected to trigger
lepton-plus-t;, cross-triggers or double-7, triggers: the p; threshold that is applied to the
leading 7,, candidates must be increased to at least 30 GeV and the cut on maximum ||
should be decreased down to 2.1 when selecting the events with the cross-trigger, or to
a minimum of 35 GeV on both 7, candidates when selecting events with the double-7,
trigger. In practice, the thresholds might be raised to account for the turn-on effect, by
which the trigger becomes fully saturated or efficient if the triggering objects attain slightly
higher py than what is already imposed by the trigger. The correspondence is further
refined by requiring that the flavor of selected leptons matches with the HLT paths that
fired in the event: if the selected event features n electrons and m muons, then at least
one of the HLT paths with up to n electron or up to m muon legs must have fired.

If a collision event fires any of the HLT paths in a data stream, then the event is saved
to the corresponding PDs. It follows that the same collision event can simultaneously
trigger multiple HLT paths and therefore end up in different PDs. For this reason, a logic
for selecting the data events had to be devised such that no data event was selected
twice at the analysis level. This was achieved by attributing a priority to each PD that
could potentially overlap with other PDs. Higher priority is assigned to those PDs that
were collected using HLT paths with higher object multiplicity. For the same multiplicity
of objects, a higher priority is given to those PDs that feature a higher number of muon
legs in the corresponding HLT paths, because reconstruction and identification are higher
for muons than for electrons. These guiding principles produce the following ranking
of PDs, starting from the highest: DoubleMuon, MuonEG, DoubleEG, SingleMuon and
SingleElectron.

For example, if an event fired single and double muon triggers and an electron-plus-
muon cross-trigger, it would be saved to SingleMuon, DoubleMuon and MuonEG PDs.
When those PDs are later analyzed, then the same event would be selected from the
DoubleMuon PD but not from the other two PD. Special measures are implemented to
avoid biases with respect to MC simulation that arise from flavor matching the selected
leptons to HLT legs. The reasons can be understood by continuing the above example,
where it is now assumed that the selection requirements succeeded in picking an electron-
muon pair in final state, but failed to identify the second muon that together with the first
muon caused the double muon trigger to fire in the first place. Such an event would still be
selected from DoubleMuon PD but then rejected by the flavor matching condition, because
the test is performed against trigger bits that are not present in this PD. This eventually
leads to a subtle data loss compared to MC simulation. The complication is resolved by
creating a separate ranking of PDs for each flavor combination of final state leptons. In
the current example where two leptons are requested in final state, the ranking proceeds
as follows, starting from a PD with the highest priority: DoubleEG and SingleElectron
for dielectron final states; MuonEG, SingleMuon and SingleElectron for final states
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with an electron-muon pair; DoubleMuon and SingleMuon for dimuon final states. When
processing PDs not included in the ranking, then events would be selected from those PDs
but they would eventually fail the flavor matching cut. To conclude the example, the data
event from DoubleMuon PD would be rejected by the flavor matching cut just like before,
but the event would ultimately be selected from MuonEG PD, thus closing the gap with the
MC simulation.

The firing rates of some triggers can be very high if they employ too relaxed selection
criteria on the trigger objects, or because the instantaneous luminosity has reached peak
levels, which has the effect of producing more events per collision that fire these triggers
than expected. In order to maintain reasonable data rates, the effectiveness of such
triggers would have to be reduced by ,prescaling” them. A trigger that is prescaled by
factor ¢ would randomly keep only one event out of f*"¢ events that fired the trigger.
Prescaled triggers are suitable for auxiliary measurements that require a lower threshold
than those implemented in unprescaled triggers. The analyses presented in this work utilize
a combination of primarily unprescaled triggers. Prescaled triggers are used in a few cases
for maximum selection efficiency if they are temporarily prescaled at high instantaneous
luminosity, or if the quality cuts on the trigger objects are slightly looser. In such instances,
the prescaled triggers are always paired with unprescaled triggers, so that their combined
selection efficiency remains unaffected.

Although not every event is recorded for long-term storage, it is imperative to know total
integrated luminosity that was seen by the CMS instruments while it was fully operational,
in order to correctly normalize the simulated MC samples. This is accomplished with the
van der Meer scanning method, which infers the effective beam size from various physical
observables that change in response to how the proton beams are displaced. The physical
observables are measured with dedicated luminometers, which are installed in several
places of the CMS detector, or directly modeled from the standard detector readouts. The
integrated luminosity is estimated from the beam parameters for a given luminosity block.
Total integrated luminosity over some extended period is obtained from the sum over all
luminosity blocks in that period. The luminosity measurements are later overlayed with
the periods of time when the detector was fully operational and the data delivered by
the CMS detector in those periods passed certain quality criteria. After Following these
steps, the total integrated luminosity that was initially delivered by the LHC during its
Run 2 operations was reduced by 15%. The data that was analyzed in the present work is
certified based on these very quality conditions. The corresponding integrated luminosities
and uncertainties for each data-taking year of the LHC Run 2 period are shown in Table 3.3.

2016 2017 2018 2016-2018

Integrated luminosity [fbfl] (35.9)36.3 41.5 59.7 (137) 138
Uncertainty [%]

Uncorrelated per year (2.2) 1.0 2.0 1.5

Total (2.5)1.2 2.3 2.5 (1.8) 1.6

Table 3.3: Amount of pp collision data recorded by the CMS detector in 2016 [274], 2017 [275] and
2018 [276] data-taking years when the detector was fully operational. Integrated luminosities and
corresponding uncertainties that are given in parentheses refer to a preliminary recommendation that
was based on the initial luminosity measurement on data collected in 2016 [277] and was later revised
in Ref. [274]. Breakdown of correlated uncertainties between individual years and by systematic
sources is hot shown.
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4 Particle- and event-level objects

Signals from the CMS detector, such as calorimeter deposits or hits in the pixel detector,
need to be organized in such a way that they can be attributed to individual particles.
Abstraction of raw detector data as simple particle- and event-level objects is necessary
because it allows the development of common analysis methods that can easily manip-
ulate the said objects. However, the translation of detector signals to standard particle
objects is a monumentally difficult task since it requires intricate knowledge of how the
particles interact with the detector, and deep understanding of cutting edge machine
learning techniques in order to achieve the best possible performance. For this reason,
the CMS collaboration has physics object groups (POGs), which are teams of experts
who specialize in the reconstruction, identification and calibration of particle objects or
event-level observables. Section 4.1 is dedicated to offline algorithms that reconstruct and
identify electrons, muons, 7, and hadronic jets, and event-level quantities like missing
transverse energy. Section 4.2 details the selection requirements that are employed in ttH
and HH analyses presented in this work.

4.1 Object reconstruction and identification

Particle flow (PF) algorithm was developed by the CMS collaboration to reconstruct prelim-
inary candidates for final state particles [259]. The algorithm links together geometrically
close signals in each layer of the CMS detector. These signals can be tracks in the tracker,
energy clusters in the calorimeters or hits in the muon system. A link between the different
subsystems is established by extending the tracks outwards to calorimeter deposits, while
taking into account the effects of the magnetic field on charged particles.

The tracks are also extrapolated towards the IP, clustered to appear from a common
origin and fitted to locate the position of each vertex [263]. If a vertex is reconstructed
within the luminous region where protons collide, which is also known as the beam spot,
then it would be classified as primary vertex (PV). It is also beneficial to reconstruct the so-
called secondary vertices (SVs) outside the luminous region, since they typically represent
points where heavy hadrons decayed. The PV with the highest sum of p% of all its associated
tracks is chosen as the leading PV (LV), while all other PVs would be considered as PU
vertices. The degree of compatibility between the LV and one of its tracks is quantified
in terms of three-dimensional impact parameter d"', which corresponds to the distance
between the LV and the track at its closest approach. The corresponding line between them
could be projected onto the transverse plane, which yields (signed) transversal impact
parameter d;v, or onto the collision axis defining (signed) longitudinal impact parameter
dFV. Ratio between the measured impact parameter and its corresponding uncertainty,
dZLV/G;V, defines the significance of the impact parameter. Placing upper cuts on the impact
parameters and their significances helps to improve the integrity of the tracks that are
associated with the LV by excluding tracks that are produced by cosmic rays or PU, which
typically have large impact parameter values.

The tracks are found by joining together nearby hits in the tracker that have not already
been associated with a track. The quality cuts that each hit or track has to satisfy are
iteratively relaxed in order to maximize the reconstruction efficiency. The calorimeter
clusters, on the other hand, are determined by first identifying a seed, which is a calorimeter
cell with the highest energy. A cluster is formed around the seed by grouping together its
nearby cells that contain energy above the noise level. The clustering is performed in the
EB, EE, ES, HB and HE separately. Due to collimated nature of the particles in the forward
region, the energy deposits in the HF are not clustered.
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As already illustrated by Fig. 3.5, the modular structure of the CMS detector is based
around the idea that each particle species leaves a distinct imprint in the detector. In
particular, muons produce hits in the tracker and in the muon system, whereas electrons
leave hits only in the tracker and end up depositing all of their energy to adjacent ECAL
crystals. Photons also leave deposits to the ECAL but there are no tracks pointing towards
them. Charged hadrons are found by associating tracks with HCAL clusters, however, all
HCAL clusters that are not connected to a track would be interpreted as deposits by neutral
hadrons.

Following these principles, in decreasing order of detection accuracy, the PF algorithm
first reconstructs muons, followed electrons and isolated photons, hadrons and noniso-
lated photons. Once a PF candidate is reconstructed, its linked elements are excluded
from the global event before the reconstruction of a new candidate is attempted. The
definition of particle candidates is further refined with dedicated identification algorithms
and to mitigate the effects from PU. The specifics of muon and electron reconstruction,
identification and selection are detailed in Sections 4.1.1 and 4.1.2, respectively. The even-
tual PF candidates also enter the 7, and jet reconstruction algorithms, as explained in
Section 4.1.4 and Section 4.1.3. The discussion concludes with Section 4.1.5, where MET is
formally defined.

4.1.1 Muons

Muon candidates that are reconstructed from tracker hits are referred to as ,tracker
tracks”, while the candidates that are built by clustering hits in the DTs and CSCs to form
segments or short track stubs, which can be stringed together by a fitting algorithm, are
called ,standalone tracks” [278]. In the ,inside-out” approach, the tracker tracks with
pr > 0.5GeV and a total momentum p > 2.5 GeV are extrapolated from the inner detector
to the muon system. In case a tracker track can be successfully matched to a muon segment,
then the corresponding pair would constitute a ,tracker muon”. In the complementary
»outside-in" approach, a compatible tracker track is found for a given standalone track,
both of which can be combined into a ,,global muon” if possible. Tracker and global muon
candidates that share the same tracker track are merged into a single candidate. Muon
PF candidates are derived from the properties of global and tracker muon candidates
that pass certain quality criteria. The PF algorithm also takes into account the deposited
energy of calorimeter clusters that appears along the path of a muon candidate. Muon
energy corrections are extracted from comparing data to simulated Z boson decays and to
low-mass meson resonances. The measured scale corrections are in the order of 0.2-0.3%
and come with negligible uncertainties.

The CMS Muon POG has developed a list of identification (ID) criteria for muon can-
didates with varying degree of selection efficiency and misidentification rates [278]. As
detailed in Table 4.2, the muon candidates used in the current work are required to pass
either loose or medium ID definition, depending on the context. In the former case, the
muon candidate must be reconstructed by the PF algorithm, and must be associated with a
global muon candidate, a tracker muon candidate, or both. These conditions are sufficient
for identifying ,prompt” muons that originate from H, W, Z or T decays at the LV, as well
as muons from hadron decays with nearly 100% efficiency, while also suppressing the rate
at which charged hadrons could be misidentified as muons. The medium ID working point
(WP) for muons is designed to reject muons from in-flight decays of hadrons while keeping
the efficiency for prompt muons at near maximum. A muon candidate passing the medium
ID definition must satisfy the loose ID conditions and a variety of track quality requirements,
which include cuts on the fraction of hits in the inner tracking system, on the degree of
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compatibility between muon segments and inner tracks, and on the goodness-of-fit test
statistic of globally fitted tracks.

A charge is assigned to a muon based on the curvature of its refitted (,best”) track. A
Ltight charge” condition can be imposed in some analysis channels in order to improve
the quality status of the estimated muon charge. The requirement accepts the muon
candidate if the relative uncertainty on the p; of its best track is less than 20%, which
corresponds to a 50 significance for measuring the charge correctly, or equivalently to
about one-in-a-million chance for assigning an incorrect charge to the muon.

In comparison to the data that was collected in LHC Run 1, a decrease in signal-to-noise
ratio and a loss of tracker hits associated with a track was observed in the data that was
recorded in 2015 and in most of the 2016 data-taking year (acquisition periods B-F) [279].
The problem becomes more pronounced with increased instantaneous luminosity, leading
to an overall track inefficiency of about 5%. It was initially speculated that the problem
was caused by an unprecedentedly higher rate of highly ionizing particles from the PU.
However, the root cause was later found to be in the APV25 chip, which is responsible
for reading and amplifying the signal that is detected by the silicon strips. In particular,
the amplifier circuit of the chip took too much time to discharge, leaving it saturated
(and effectively ,blind”) for the next BX. The problem was fixed at the hardware level
by adjusting a parameter called feedback voltage bias before the acquisition period F
in 2016 concluded. Mitigation strategies were implemented in track reconstruction and
identification algorithms of muons, electrons and b jets, which improved their robustness
against high instantaneous luminosity conditions.

4.1.2 Electrons

PF algorithm uses tracks that are found in the inner tracker and combines them with the
calorimetry information to reconstruct electron candidates [280]. In order to capture more
of the ECAL energy that is smeared by the magnetic field, the cluster area is stretched in
the azimuthal direction, leading to the formation of a supercluster (SC). The reconstruction
algorithm can be seeded by tracker hits, provided that there are at least two or three of
those, or by ECAL SCs that store at least 4 GeV of energy. The tracks are extrapolated to
the ECAL in the former ,tracker-driven” case or to the outermost pixel layers in the latter
»ECAL-driven” approach. The tracker-based seeding method is more effective at recovering
electrons that are not isolated or have a low p;. Generic tracks are constructed by Kalman
filter (KF) algorithm, which iteratively updates the extrapolated track to the next layer of
the tracker, given the previous state of the track, assumptions about the particle charge,
and measurements in the current layer. Both positive and negative charge hypotheses are
considered in the track finding algorithm.

Electrons can already shower inside the tracker and emit bremsstrahlung photons in
the process because the effective radiation length of the tracker material amounts to 0.5X,,
at n = 0. In practice it can lead to fewer hits in the tracker layers, sudden changes or kinks
in the electron trajectory, and energy losses. The energy that is lost to bremsstrahlung
photons can be recovered by Gaussian sum filter (GSF) algorithm, which is a substantially
slower version of the KF algorithm. The GSF algorithm searches for ECAL deposits in
directions tangent to the track at every tracker layer crossed by the track. It is seeded by KF
tracks with p; > 2 GeV that also have a compatible energy cluster. All electron candidates
are required to have a GSF track. The reconstruction efficiency exceeds 98% over the
tracker acceptance, except for the narrow transition between EB and EE (1.44 < |n| < 1.57),
where it can drop to as low as 80% for electrons with p; < 45 GeV. Some 1-2% of electron
energy that would otherwise be lost in the tracker or due to shower leakage in the ECAL is
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recovered with dedicated scale corrections. Additional smearing corrections are applied to
simulated electrons in order to match the energy resolution of data". Total uncertainties
on these corrections are estimated to be at around per mille level of the corrected energy.

The CMS e/y POG has trained two BDTs in order to distinguish reconstructed prompt
electrons from all other electron candidates, with one training considering lepton isolation
variables, like those shown in the right-hand side of Eq. (4.4), and the other training
excluding them [280]. The latter version of the discriminant is used throughout this work,
as it allows a more explicit control over the isolation status of selected electrons and
avoids spurious correlations that typically spoil nonprompt background estimation. Both
discriminants exploit a variety of shower-shape and tracker-related variables, including
those implemented at the trigger level. In order to manage differences in the kinematics
between soft and hard electrons and in the material budget of the tracker, the training

phase space was binned by transverse energy of the lepton, E; = \/p% +m§, and by
absolute pseudorapidity. Two bins in the former (5-10GeV and > 10 GeV) and another
three bins in the latter (1| < 0.8, || > 0.8 in EB, and EE) yields a total of six independent
training models for each of the two discriminants. Both of them have two WPs with 80
and 90% selection efficiency, and a ,,loose” WP delivering close to 98% selection efficiency
for prompt electrons.

A special criterion was developed to eliminate electron candidates that originate from
photon conversions [281]. The so-called conversion veto rejects the electron candidate
if any of its track candidates converge to a SV that is shared with the tracks of another
electron candidate with opposite charge. The electron candidate is also rejected by the
veto if its GSF track has missing hits in the innermost layer of the pixel detector. The
electron charge is determined by at least two of the three independent measurements
with a common outcome [273]: the curvature of the GSF track, the curvature of the KF
track that is matched to a GSF track, and azimuthal angle between the associated ECAL
SC and innermost hit of the GSF track with respect to the beam spot. In some analysis
channels that are particularly sensitive to the charge of the selected leptons, a tight charge
condition is applied to electrons, which requires all three charge estimates to agree with
each other.

4.1.3 Jets

Products of parton hadronization form naturally a cone-like structure around the parton
direction. It typically includes charged and neutral hadrons like pions and protons, but
there can also be photons from neutral pion decays and leptons from weak hadron decays
inthe cone. Thus, a computationally efficient recipe is needed that is able to group together
©(1000) PF candidates and produce tens of jets that may occur in a single pp collision
event. Observables derived from the resulting hadronic jets should also remain stable when
adding infinitesimally soft partons to the jet, or when allowing any of their constituents to
split collinearly.

There are two mainstream algorithms that respect these fundamental requirements:
seedless infrared-safe cone or SIScone [282], and sequential recombination clustering [283].
However, with all things equal, the former runs about two orders of magnitude slower
compared to the latter, while not providing much gain in terms of quality of physics
results [284]. The sequential recombination algorithm is a generalization of the classic &,
jet clustering algorithm. It is based on two distance measures, with one referring to the

1 . . - .
The concepts of energy scale and resolution are explored in more detail in the next section.
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distance between two ,protojets” i and j, di; = = min{k}?, k;’;}ARy /Ry, and the other
quantifying the distance between protojet i and the beam axis as d;p = le Symbol k7
was conventionally used to label transverse momentum of the (proto)jet. Angular distance
ARIVJ between the protojets is computed according to Eq. (3.4), but with rapidity instead of
pseudorapidity. The size parameter R, regulates the geometric size of the resulting jet in
y-¢ plane, whereas the power factor p steers the balance between geometric proximity
and energy scale of its constituents. The algorithm first considers all input particles as
protojets, and computes distance measures d;z and d for every single input and their
pairwise combinations. If the smallest distance happens to be between two protojets,
then their 4-momenta are summed to obtain a new protojet that replaces the former
two protojets. However, if the smallest distance happens to be between a protojet and
the beam axis, then the protojet is promoted to a jet candidate and excluded from the
algorithm. These steps are repeated until there are only jet candidates left.

There are three popular implementations of the sequential recombination method:
(inclusive) k, algorithm, which is recovered by setting p = 1 [285]; Cambridge/Aachen
(C/A), which is restored by choosing p = 0 [286, 287]; and anti-k, (AK), which is realized by
fixing p = —1[283]. The £, algorithm tends to cluster together soft particles first, while
the AK algorithm does the opposite. The C/A algorithm makes a compromise between
the two implementations, since it ignores the energy information completely and relies
solely on the spatial distances. The AK algorithm has at least two favorable characteristics
over the alternatives: it is guaranteed to produce circular jets with constant radius R, and
the resulting jets have a stable catchment area, which quantifies contamination from PU
and UE to the jet cone. The last feature plays a crucial role in the evaluation of jet energy
corrections (JECs), as it allows to efficiently subtract the excess energy that enters the
(active) jet area from the energy sum of its PF constituents [288-290].

All jets in this work are reconstructed with the AK algorithm. Size parameter value of 0.4
is suitable for approximating jets that result from the hadronization of single partons, while
the value of 0.8 is more appropriate for capturing hadronization products from collinear
pairs of quarks that are otherwise difficult to resolve, such as those resulting from hadronic
decays of boosted W, Z or Higgs bosons. The corresponding jet collections are henceforth
referred to as AK4 jets and AK8 jets, respectively.

This is a standard practice in CMS analyses, however, a slight modification of the AK8
algorithm was needed in order to resolve final state leptons and hadronic jets from SL
H — WW?™ decays. The issue is that a signal lepton from one W boson may be lost if it is
merged with an AK8 jet from the other W boson by the reconstruction algorithm, which
in turn reduces the efficiency of selecting signal events. The chances of losing final state
leptons this way increase with the energy of the Higgs boson, which is especially relevant
for heavy unknown resonances that decay into a pair of highly boosted Higgs bosons. One
viable solution is to remove all potential signal lepton candidates from the inputs to the AK8
reconstruction algorithm. This approach was inspired by the earliest searches of resonant
SLHH — bbWW™ signal by CMS collaborators who tackled the very same problem [247].
Following this recipe, the AK8 jets used in HH — multilepton analysis are all reconstructed
without PF lepton candidates that pass the ,loose” selection criteria, which are detailed in
Section 4.2.1. An alternative approach that does not require a complete rerun of the jet
clustering algorithm could be based on lepton subjet fractions [291], but this was never
tested in the context of current work.

Several strategies are available for mitigating PU contamination in the reconstructed
jets. The standard approach of suppressing the PU effects in jet reconstruction has been

12 They are also sometimes called , pseudojets” to distinguish them from the final jet candidates.
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the charged hadron subtraction (CHS) method, which excludes charged hadrons from the
jet clustering algorithm if they are associated with a PU vertex [259]. The method does not
account for neutral particles that can also arise from PU, however. This aspect is addressed
in thePU per particle identification (PUPPI) method, which assigns a weight to every jet
constituent based on the momentum collinearity of its surrounding particles [292]. Charged
particles that are associated with the LV are given a weight of 1, while all other charged
particles receive a weight of 0 [256]. Neutral particles are given a weight between 0 and 1
depending on their p; and distance to other constituents. The final jet 4-momentum is
obtained from the weighted vectorial sum of its constituents. The CHS and PUPPI methods
perform similarly with AK4 jets, but PUPPI is more effective at suppressing the PU content
in AK8 jets because of explicit handling of neutral particles that are more likely to enter
the wider cone. Thus, the AK4 jets are reconstructed with the CHS method, while the AK8
jets are built with the PUPPI method.

A simulated jet is considered to arise from PU or UE activity, or from calorimeter
noise if it does not have any generator-level jets within its radius. Generator-level jets are
constructed from all Pythia generator-level particles, excluding neutrinos, with the same
algorithm as the corresponding reconstruction-level jets, but without any PU mitigation
techniques. Reconstructed jets from electronic noise are identified with the PF jet ID,
which requires a certain fraction of jet energy to originate from electrons, photons, and
charged and neutral hadrons, as well as asking a minimum number of neutral and charged
constituents from the jet. Specific conditions can be found in Ref. [293] for the 2016 data-
taking year, and in Ref. [256] for 2017 and 2018 data-taking years. Loosest possible selection
WP of the PF jet ID is employed, which keeps about 99% of genuine jets and rejects 99%
of ,fake” jets in the central region (|| < 2.4). The rejection rate of fake jets abruptly drops
to 35% for AK4 jets and to 15% for AK8 jets in the forward region (|| > 2.4).

Various discriminating variables and kinematic observables have been developed to
facilitate the precision measurements in Higgs and EW sectors. For example, a likelihood
discriminant can be applied to AK4 jets to separate quark-induced jets from jets that arise
from the hadronization of gluons [293]. The quark-gluon discriminant benefits from lower
constituent multiplicity, narrower momentum spread and stronger hardness of quark jets
compared to gluon jets. It is not explicitly used in the jet selection, but the likelihood score
does enter as input to a dedicated jet tagging algorithm that attempts to identify hadronic
jets from SLH — WW™ decays in the ttH analysis.

The multi-pronged nature of wide jets, like those reconstructed with the AK8 algorithm,
can be characterized with the N-subjettiness variable Ty [294]. It is defined as p;-weighted
average angular distance between AK8 jet constituents and closest NV subjet axes that are
determined with ; clustering algorithm. A low value of 7y tells that most of the radiation
is aligned with the subjet axes, while the opposite hints that a significant fraction of the
energy is further away from designated subjets and the wide jet itself may have more
than just N subjets. Upper cut on the ratio 7,; = 7,/7; has been found to provide good
discriminating power in identifying jets with double-pronged topology [256].

As detailed in Section 2.2.2, b jets share numerous detectable and unique features,
which has inspired many b tagging algorithms designed to recognize them from lighter jets.
Over the years, the b jet identification algorithms have evolved from a likelihood-based ap-
proach that combines secondary vertex information with track variables™ [104] to DeepCSV
classification algorithm [295], which uses a deep neural network (DNN) to distinguish b jets,
c jets and light jets using high-level track and vertex features as input. DNNs have also
been used to improve the energy resolution of b jets [296], which specifically improve

¥ Hence the acronym ,,CSV" in the following.
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the sensitivity of those analyses that target H — bb decays. Latest advancements in b jet
tagging algorithms14 have culminated with a multiclass tagger called DeepJet [168], which
is a multi-tiered neural network algorithm that aims to identify jets containing one and two
b hadrons, jets with leptonic b hadron decays, c jets, light quark jets and gluon jets based
on low-level features. The DeepCSV algorithm can be used to tag AK4 jets as well as AK8
subjets, but the Deeplet classifier is applicable only to AK4 jets. There exists a dedicated
algorithm for tagging AK8 jets, however [299].

The Deeplet architecture consists of convolutional, recurrent and dense network layers,
in that order. Each of these network layers serve a certain purpose in the identification
algorithm. Convolutional layers take low-level track and energy variables of individual jet
constituents as input to transform and compress them to high-level features. This kind of
feature engineering has its roots in kernel-based image processing, where a predefined
kernel is convolved with an input image to enhance certain features (like edges) or to apply
effects (like blurring) to the image. Convolutional neural networks aim to accomplish the
opposite by promoting the elements of a convolutional kernel to learnable weights, thus
resulting in a convolutional filter that encapsulates common features found from a series
of input images. The ,image” in the present context of b tagging algorithms refers to a jet,
pixels in the image to its charged and neutral constituents as well as its associated SVs, and
color channels of the image to the properties of each jet constituent and SV parameters. The
convolutional layers are connected to long short-term memory cells in the recurrent layers,
which are able to learn sequential dependencies in an unbiased way from arbitrarily-sized
input data and produce fixed-length collection of features in return. Charged constituents
are ordered by their impact parameter significance, neutral constituents by their shortest
angular distance to a SV, and SVs by flight distance significance. Finally, the output of
recurrent layers is combined with global jet information and passed to a DNN, which makes
the final decision of figuring out the jet flavor. Mathematical formulation of DNNs is given
in Section 6.2.3. The model was trained, validated and tested on simulated QCD multijet
and FH tt events, and the jets were labeled by their generator-level hadron content.

Multiple WPs can be devised by cutting on the b tagging score to achieve a certain
target identification efficiency or misidentification rate. The DeeplJet b tagger comes with
loose, medium and tight WPs, which correspond to probabilities of 10, 1 and 0.1% for
light jets to be misidentified as b jets. The respective b jet identification efficiencies are
about 94, 83 and 66%. The precise numbers fluctuate depending on the jet and event
kinematics, as they tend to peak out for jets with p; between 100 and 300 GeV, and for
events with a low number of reconstructed PVs, for example.

The energy of reconstructed jets has to be calibrated in data and simulated MC events
separately. This is achieved with dedicated JECs, which are factorized into multiple levels as
shown in Fig. 4.1[265, 290]. At the first level are the PU offset corrections, which intend to
eliminate the excess energy from PU particles that might enter a given jet catchment area.
These corrections are determined from simulated QCD dijet events with and without the
PU-induced background. They depend on py, 1 and catchment area of the jet, and on ppy,
which is the median p; density of soft radiation in the event [284]. Additional n-dependent
corrections are applied in order to account for residual differences in UE activity when
compared to the detector simulation. After the application of PU offset corrections, the jets
undergo a second level of corrections to account for jet energy response (R, which refers
to the ratio between reconstructed and generator-level jet pr. The corrections are derived

14 Algorithms based on graph neural net [297] and transformers [298] have shown to significantly
improve the accuracy of jet tagging with respect to the algorithms that have been commissioned by
the CMS collaboration thus far.
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from simulated QCD dijet events and parametrized by jet p; and 1. Few-percent residual
differences are found between data and MC simulation when considering alternative
definitions of jet energy response. These are compensated with additional corrections
to data that are extracted from dedicated CRs enriched with DY, y+jets or QCD multijet
events.

The final product of JECs typically amount to < 10% for jets with || < 2.4, but can
jump up to 50% for jets entering the EE region that is not covered by the tracker. The total
JEC uncertainties increase substantially from 2-4% for jets within the tracker acceptance up
to 5-10% outside of it. The uncertainties more than double for AK4 jets with pr < 20 GeV
compared to AK4 jets with p; > 50GeV due to PU. There are eleven sources of JEC
uncertainties, six of which are correlated between every data-taking year, while the other
five remain uncorrelated. They account for dependencies of JECs on jet flavor composition,
differences in alternative formulations of jet energy response, systematical and statistical
uncertainties that arise from the JEC measurements at every level, and changing detector
conditions between the barrel, endcap and forward regions. While the JECs are different
between the AK4 and AKS8 jets, the corresponding uncertainties are identical and fully
correlated between the jet collections.
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Figure 4.1: Schematic for factorized application of JECs to jets that are reconstructed in data and
simulated MC events. RC (random cone) and MJB (multijet balance) refer to specific jet energy
calibration methods. Image is adapted from Ref. [265].

The same JEC uncertainty scheme is used across all data-taking years. The only exception
applies to the 2018 data-taking year, during the last two thirds of which the 15th and 16th HE
sectors in the negative 71 side did not work due to a failure in their power supply unit. The
effects of the so-called HEM (,,HE-minus”) issue had to be assessed by each CMS analysis
group independently. This was accomplished with a dedicated JEC uncertainty that explicitly
mimicked relative energy loss in the affected areas of the detector. More specifically, a
one-sided JEC uncertainty was proposed such that its down-variation corresponds to a
20% (35%) decrease in jet energy only for jets that passed the tight WP of PF jet ID,
entered azimuthal slice between —1.57 and —0.87, and pseudorapidity region between
—2.5and —1.3 (—3.0 and —2.5). This uncertainty turned out to have very low impact in
the analyses presented here. Additionally, no excess of data events was observed in the
affected geometrical regions compared to the MC simulation after all analysis cuts had
been applied. It indicates that prompt lepton selection criteria (presented in Section 4.2)
remained resilient towards jets faking prompt leptons despite the ineffectiveness of the
two HE sectors.

At first order, the distribution of (R can be approximated with a simple normal distri-
bution, the mean of which is dictated by jet energy scale (JES) and variance by jet energy
resolution (JER). The purpose of JECs is to then adjust the JES such that /R matches to unity
in both data and MC simulation. This is also illustrated by Fig. 4.2, which depicts R for jets
that have already been calibrated. The plot also shows the effects of shifting JES and JER
within their uncertainties.
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It turns out that the JER is higher for simulated jets compared to jets reconstructed from
data. In order to mitigate this discrepancy, a special jet smearing procedure is performed on
simulated AK4 and AKS8 jets after they have been calibrated. The method works by scaling
the 4-momentum of simulated jets by a factor that depends on relative p; difference
between reconstructed and matching generator-level jet (8 p;), and on resolution SF
between the data and MC simulation (s,eg 2 1). If no matching jets are found at generator
level for a given reconstructed jet, then a stochastic approach is followed instead. The
fallback treatment replaces 8 p; with a random sample from normal distribution that has
a zero mean and a standard deviation equal to intrinsic jet py resolution, ogz. Typical
values of o) are > 20% and 5-10% for central AK4 jets with p; < 20 and > 100 GeV,
respectively. Just like the JECs, jet smearing parameters s,z and o,z Were extracted for
each individual data-taking year as piecewise-smooth functions of jet py and 1 from the
same CRs where the JECs were measured [265].

= Nominal

Number of jets

R = p;gco/p?en

Figure 4.2: lllustrative density plot for jet energy response (R, which is defined as a ratio of recon-
structed jet p over generator-level jet pr. JES (dotted lines) determines the mean response, whereas
JER (dashed lines) tells how the responses are spread around the mean. Either of those can be shifted
up (blue lines) or down (red lines) within their designated uncertainties. Black line shows the nominal
jet energy response after all JECs and smearing steps have been applied.

Total uncertainties on JER are propagated from systematic variations of s, to cali-
brated jets in the smearing procedure. The uncertainties can be split into multiple fully
decorrelated components depending on p; and 1 of the jets. This is achieved by smearing
only those jets that end up in barrel, endcap or forward regions. In that case the split JER
uncertainties are estimated for low-p; (< 50 GeV) and high-pr (> 50 GeV) jets separately
if they are reconstructed outside of tracker acceptance.

4.1.4 Hadronic t decay products

In about 35% of the cases a T decays into an electron or a muon with equal probability,
plus a neutrino of respective flavor. The charged leptons are detected through the usual
reconstruction and identification methods presented in previous sections, while the neu-
trinos remain invisible to the detector. The remaining 65% of hadronic T decay products,
T}, are recovered with custom techniques as discussed below.

According to Table 2.4, about 96% of 7, end up in 1-prong or 3-prong final states with up
to two extra 7°. A neutral pion from a 7, promptly decays into a pair of photons inside the
tracker. Photons themselves may further convert to electron-positron pairs while passing
through the tracker material. The collection of electrons and photons (e/y) produced by a
T}, are eventually absorbed into the ECAL crystals. The corresponding calorimeter clusters
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form a rectangular strip that is stretched along the ¢ coordinate by the magnetic field. The
exact dimensions of the strip scale inversely with the energy of e /7y candidates associated
with the strip, because charged tracks bend less in the magnetic field if they are more
energetic.

These characteristics establish the main premise of hadrons-plus-strips (HPS) algorithm,
which reconstructs a 7, candidate from PF candidates that are enclosed by an n-¢ cone
with radius of 0.5 around the axis of an AK4 jet seeding the algorithm [300]. Only the
leading 7, candidate is kept, which means that there can be up to one 7, candidate per
single AK4 jet. The algorithm filters out eligible charged hadron PF candidates by requiring
them to have a p; of at least 0.5 GeV, to produce sufficient number of hits in the tracker,
and to originate from the LV by requiring |d;;/| to be less than 1 mm. The selected tracks
represent individual charged hadrons of a 7, candidate.

Neutral pions associated with the 7, candidate are reconstructed from e /y PF candi-
dates that are confined to a rectangular strip in the n-¢ plane not larger than 0.15 x 0.3
and not smaller than 0.05 x 0.05 in size. The strip is iteratively assembled from lead-
ing e /v candidates that are located within the strip boundaries but have not yet been
formally included to the strip. With every additional e /y candidate, the position of the
strip is recomputed from p,-weighted average of its e /¥ constituents and the strip size is

dynamically adjusted according to function f(p;/y) +f(pSTtrip), where p(;/y refers to the

transverse momentum of the new e /y candidate and pSTtrlp corresponds to the vectorial
pr sum of e/y constituents already merged with the strip. The parametrization f(py)
follows analytic form a/pl%, where the input transverse momentum py is given in units
of GeV. The parameters responsible for resizing the strip in 1 (¢) direction are given the
values of a = 0.20 and b = 0.66 (a = 0.35 and b = 0.71), which ensures a 95% efficiency
for selecting the correct e /y candidates from hadronic T decays. The HPS algorithm pro-
ceeds to produce multiple strips that each represent a neutral pion until there are noe/y
candidates left to consider.

Reconstructed 7}, decay modes are determined from the number of charged PF hadrons
associated with the 7, candidate and from the multiplicity of HPS strips. Only those 1-
prong and 3-prong 7, candidates compatible with the decay modes listed in Table 2.4
are kept for further analysis. The 7, reconstruction algorithm also addresses the case
where one of the charged pions in a 3-prong 7,, candidate fails to be reconstructed. This
typically happens when the 7, candidate becomes highly boosted to the point that it is
not possible to resolve all of its tracks. Given that the presented analyses do not probe
such high energies where this can be an issue, the alternative 2-prong decay modes will
not be considered here. Correspondence to a specific meson resonance is made with the
intent to maximize 7, reconstruction efficiency over misreconstruction rate of jets as 7,
by requiring the reconstructed 7, to have its mass close to primary meson resonances.
The 7, candidate is rejected if any of its charged constituents or strips are outside of signal
cone radius defined by min{max{3 GeV/p, 0.05},0.1}.

The 4-momentum of a 7, candidate is obtained from vectorial 4-momentum sum of
its charged hadron and e /7y constituents, while its impact parameters are directly copied
from its leading track. The energy of a genuine 7, candidate that includes up to one 70
is corrected based on the differences between data and MC simulation in a CR enriched
with DY events in p 7, final state. A reconstructed 7, candidate is deemed as genuine
if it is matched to a generator-level 7, that is closer than angular distance of 0.3 to the
reconstructed 7, and has a py less than twice the reconstructed p;. A generator-level
T}, is constructed from visible descendants of a hadronically decaying 7 at the generator-
level. The corrections to 7, energy scale are extracted by matching the Z peak found
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in visible invariant mass of the 7, system with between the data and MC simulation.
The measurement was performed in bins of reconstructed 7;, decay mode for each data-
taking year separately. The resulting nominal corrections range from —1.6 to 0.4%, with
uncertainties fluctuating between 0.6 and 1.4%. Separate energy corrections were derived
for 7, with pr > 100GeV in a CR dominated by highly boosted W — tv, events. The
measurement was based on the reconstructed 7, mass and yielded nominal corrections
ranging from —5.6 to 4.2% with uncertainties between 1.2 and 4%.

The distinction of 7, candidates from other reconstructed objects is improved even
further with DeepTau ID algorithm, which is a multiclassifier based on neural networks
that is able to simultaneously separate genuine 7, candidates from jets, electrons and
muons [301]. Similarly to the DeeplJet architecture, the DeepTau network consists of con-
volutional layers that process low-level PF particle information to generate novel features,
followed by fully connected hidden layers that combine the output of convolutional layers
and high-level 7, inputs to perform the final classification step. The low-level information
is extracted from 7, isolation cone, which corresponds to a circular region that has a radius
of 0.5 from the 7, axis in n-¢ plane. The isolation region is divided into a grid, where
each grid cell contains various attributes of the leading PF particles, such as track and
vertex quality variables, PUPPI probabilities, and calorimeter information. The high-level
inputs include general 7, properties like 4-momentum and charge, multiplicity of neutral
and charged constituents, isolation and vertex variables, and observables quantifying
spatial energy distribution in HPS strips. The training and validation of the 7, identification
algorithm was performed on simulated DY, W+jets, tt and QCD multijet events.

The final output scores of the network are transformed into probabilities for the re-
constructed 7, candidate to originate from a genuine 7,, a jet, an electron or a muon.
Final discriminants against jets (Dfeq), electrons (Dzh) and muons (Df}“) are expressed as
likelihood ratios of respective probabilities. A discriminant score of 1 tells that the 7,
candidate is likely a genuine 7, while a score of 0 indicates that the 7}, candidate probably
belongs to the alternative class of particles. A set of WPs are devised for each discriminant
by cutting on the discriminant score in order to attain certain efficiency levels for identifying
genuine 7,. The resulting WPs of each discriminant are summarized in Table 4.1.

N < & o & 00‘76
& S5 & N £ R R
& PR NI RN

DjTeht efficiency 40 50 60 70 80 90 95 98
misidentificationrate 0.2-0.5 0.4-0.8 0.6-1 1-2 2-4 4-9 7-10 10-20

Dgh efficiency 60 70 80 90 95 98 99 99.5
misidentification rate 0.01 0.03 007 02 05 1 3 7

Th ers s

Dp' ef'f'lflency./. . X X 99.5 99.8 99.9 99.95 X X

misidentification rate 0.03 0.04 0.06 0.2

Table 4.1: WPs of the DeepTau ID discriminant, corresponding T, identification efficiencies and approx-
imate misidentification rates for low-pr T, candidates, both expressed in terms of percentages [301].
Identification efficiencies are extracted from simulated H — © T events. The misidentification rates
for Djfeh are obtained from simulated W+jets and tt events, and from simulated DY events for Dgh
and D”‘*. Jets from W+jets sample tend to pass as genuine T, more frequently than jets from tt
sample for the same WP. The WPs are referred to by labels given in columns. The letter ,V’ in WP
names stands for ,very”, e.g., VVLoose reads as ,very very loose”. A cross mark (X) means that the
WP is not defined for a given label.
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4.1.5 Missing transverse energy

Although neutrinos are not directly measured by the CMS detector, their integral contribu-
tion to the final state can still be inferred from momentum imbalance in the transverse
plane. In particular, considering that partons initiating a HS process have no transverse
momentum component, it follows from conservation of momentum that the total trans-
verse momentum estimated from all final state particles should also equal to zero. This
assumption leads to the idea of missing transverse energy (MET)", EF'°, which is defined
as the negative vectorial transverse momentum sum of all PF particles reconstructed in

the event. The observable can be fully described by its magnitude, E'Tmss, and azimuthal

angle, o7>°.

The MET estimation includes type-1 corrections, which are obtained by propagating
JECs from fully calibrated (and, in case of MC simulation, also smeared) AK4 jets with
pr > 15GeV to the MET [302]. In order to exclude jets that overlap with electrons or
photons from type-1 corrections, only those jets are considered that have an EM energy
fraction smaller than 90%. For similar reasons, the energy contribution from overlapping
muons is subtracted from uncorrected jet momentum in the procedure. Uncertainties due
to JES and JER are propagated to the MET in a consistent way by recomputing it for every
systematic variation of the jet energies.

There are three types of PF particles contributing to the MET: particles that are clustered
into jets for the purpose of applying type-1 corrections, particles reconstructed as muons,
electrons, photons or 7, candidates, and unclustered particles that are not associated
with any of the aforementioned physics objects. The energy contribution from the latter
class of particles is referred to as unclustered energy [302]. Uncertainties on unclustered
energy are estimated from intrinsic momentum resolution of unclustered PF candidates as
a function of their py, n and flavor, which are then propagated to the MET.

Given that MET not only receives contributions from particles that belong to the HS
event, but also particles from PU and UE activity, it may not always be the most optimal
observable for gauging the total energy from final state neutrinos. A viable alternative
would be to use H;"** instead, which is constructed the same way as E7"°, but only using
AK4 jets with pr > 25GeV and |n| < 2.4, and electrons, muons and 7, passing ,fakeable”
ID criteria as detailed in the next section. Although H7"* is more resilient against soft
activity, the variable has worse energy resolution than ErT“iSS. Both variables are strongly
correlated for typical signal events that feature genuine energy loss due to neutrinos,
but not so much for backgrounds such as DY, where the apparent energy loss has purely
instrumental origins [303]. A compromise can be made with a linear discriminant that
takes the form of EJ"**LD = 0.6E}"** +-0.4H;">°. The discriminant was specifically designed
to reject events with ,fake” MET in the context of ttH — multilepton analysis based on
LHC Run 1data. Subsequent optimization of linear coefficients and WPs of the discriminant
for LHC Run 2 conditions did not result in significantly different parametrization. However,
the effectiveness of the discriminant suffered, probably due to increased PU activity
compared to LHC Run 1, since for the same signal efficiency of 95% at EJ"**LD > 30 GeV
the background rejection rate dropped by a factor of 2 to about 40%. Minimum threshold
on E}"*°LD is imposed in the event selection of analysis channels, where the anticipated
signal process is expected to produce at least two leptons plus some neutrinos, with the
primary goal to reject background events that feature one or multiple Z bosons. The
conditions are tightened if the final state feature leptons that have the same flavor and/or
same charge, and relaxed if there are sufficient number of jets in the event as expected

1 . . . ..
> The acronym likely comes from pronouncing it as ,missing E-T".
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from signal process.

MET can be useful in gauging the mass scale of a particle or the energy scale of a whole
process when combined into a transverse mass like quantity with other visible particles.
For example, in single W boson production events, the transverse mass of a W boson can
take the following form:

(0, EFss) = \/2 CETSS(1 —cosAg), (4.1)

where A¢ refers to the azimuthal difference between MET and its descendant lepton ¢,
and péT stands for the reconstructed transverse momentum of the lepton. This expression
follows directly from Eq. (3.5) after replacing neutrino momentum with MET, and assuming
that the lepton has negligible mass compared to its energy [24]. Its value peaks around
myy, but is smeared by longitudinal momentum imbalance, which randomly boosts the
W boson to positive or negative direction in z coordinate. A similarly defined observable is

Vi) = [+ 2mE BT — i B, (4.2)

which provides an estimate for the minimum energy scale necessary for producing visible
particles (,vis”) with combined 3-momentum p,;; and mass m,;; [304, 305]. The observable
proves to be especially useful in searches of a resonant HH signal, because the resonant
mass directly dictates the overall energy scale of the process.

One could also use MET as a constraint when quantifying kinematic compatibility
between reconstructed events and some signal topology. In particular, a possible decay
chain of a signal process may feature mother particles p; whose masses m(p;) are known
with an experimental uncertainty o(p;). Every mother particle eventually decays into
daughter particles d,»j in the final state, which features fully reconstructed leptons and
jets, but also undetected neutrinos v;. To ascertain neutrino momenta, one can evaluate
how much off-shell each intermediate particle goes relative to its uncertainty under the
additional constraint that the transverse momentum of neutrinos always remains consistent
with the MET:

’ . (mz(Pi)*mz(Zjdij))z
x = min Z 7}
Ypr(vi)=E7" i o (p;)

By randomly sampling over the neutrino angles and transverse momenta, one can evaluate
Eq. (4.3) to find the best configuration of neutrinos that is compatible with the expected
topology. Determining the neutrino momenta is not important here; instead it is the fact
that one can evaluate Eq. (4.3) for a range of topologies to obtain the most compatible one.
This is the premise behind Higgsness and topness variables, which quantify Eq. (4.3) for
DL HH — bbWW™ signal and for DL tt background events [305, 306]. The topness score
alone can be exploited to detect and reject tt background in analyses where this process is
expected to surface. One can similarly determine the so-called my, variable, which is the
transverse mass of the whole decay chain that is most compatible with the reconstructed
final state [307, 308].

The activity of an event can be generally characterized by the H; variable, which

corresponds to the scalar p; sum of all selected leptons, 7, and jets in the event. Adding
it to EI'*S defines another useful quantity called S)'=" [309], which bears similarities with
the standard transverse mass observable, since both peak broadly at around the invariant
mass of some resonant particle. Both H; and S;"ET also tend to have quite pronounced
tails in their respective distributions of HH signal events compared to backgrounds, which

make them good candidates for signal extraction.

(4.3)
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Data events with abnormally high MET can occur for a variety of reasons. Spurious MET
may arise from noise caused by the sensors and readout electronics of calorimeters, from
beam halos induced by proton interactions with its surrounding pipe instrumentation or
with residual gas molecules left in the vacuumed tunnel, and from reconstruction errors.
For each of those cases, a set of algorithms or ,filters” have been developed that clean or
reject events with anomalously high MET, which can otherwise lead to more pronounced
tails beyond the TeV scale in its respective distribution [302]. The filters are able to catch
about 85-90% of anomalies with a false positive rate of just less than 0.1%.

All analyzed data and simulated MC events are required to pass a total of seven different
MET filters in order to eliminate events with anomalous MET. First, there are filters that
locate noisy HPDs in the HCAL by analyzing the geometrical distribution, shape and timing
of signal pulses. A complementary filter is employed to find isolated instances of noise
in the HCAL by comparing deposition patterns to those found in the ECAL. The total
accumulated energy of every ECAL tower can be accessed through corresponding L1T ECAL
TP. However, in a limited number of ECAL towers, the energy registered by individual
crystals cannot be retrieved due to lack of appropriate data links. If those towers hold
more energy than what would be possible to encode in a single TP, then it would cause
the measured energy to be underestimated. In addition, some 3-5 supercrystals of the
EE were known to create random high-amplitude noise pulses. These rare issues with
the ECAL are addressed with another pair of dedicated filters. Beam halo interactions
may produce muons of several hundred GeV that can occasionally reach the detector.
Such muons generally leave identifiable traces to calorimeters and CSCs along a line of
constant azimuth. Likewise, high-p; muon tracks with poor momentum resolution can
also cause anomalies in the MET estimates. Both of these pathological cases are handled
by separate MET filters. Finally, there is a filter that requires the presence of at least one
high-quality PV in the event, which helps to mitigate effects from PU interactions. A PV is
deemed high-quality if it is reconstructed within BPIX boundaries with a sufficient number
of compatible tracks.

Despite the described efforts to reduce massive tails in MET, the excess was still
observed in 2017 data. The root cause for this was found to be a regression in the ECAL
readout algorithm, which had the effect of amplifying electronic noise in the EE. The
recommended short-term solution was to exclude all jets with pr < 50GeV in region of
2.65 < |n| < 3.139 from MET calculations as well as from analysis phase space. Both
proposals are followed here.

4.2 Object selection criteria

An analysis channel is defined based on the multiplicity of selected physics objects, which
are supposed to represent final state particles of a particular signal process. These objects
should adhere to certain quality criteria that exploit the difference in kinematic proper-
ties between signal and common background processes, but also take into account the
effectiveness of the detector and triggers. However, reconstructed objects are generic by
default and do not adhere to all of the requirements that are specific to a given analysis.
Additional ID requirements are thus imposed on the reconstructed objects in order to
improve their level of correspondence with particular analysis channels.

The present section gives a detailed overview of the object-level cuts that are applied
to reconstructed leptons, 7, and jets in ttH and HH multilepton analyses. Section 4.2.1
describes the baseline ID criteria for selecting electrons and muons. This is followed by
Section 4.2.2, which documents the selection requirements for final state electrons and
muons. The next section after that, Section 4.2.3, defines fakeable leptons, which are
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needed for estimating nonprompt background in the SR. The discussion concludes with
Sections 4.2.4 and 4.2.5, which detail the selection of final state 7, and jets, respectively.

4.2.1 Baseline selection for leptons

A common baseline or ,loose” lepton selection is defined for the purpose of performing
certain standard procedures. In particular, loose leptons are used for the ,cleaning”,
which entails the removal of reconstruction duplicates based on their proximity to other
objects in the n1-¢ plane. A reconstructed electron is rejected if it happens to be closer
than R, to a loose muon, where the symbol R, refers to intrinsic lepton cone size of 0.3.
Similarly, a reconstructed 7, is exempt from further analysis if it overlaps with a loose
muon or a loose electron within R,. Reconstructed muons are never cleaned, however.
This order of priority between the different physics objects is based on the effectiveness of
corresponding reconstruction algorithms. The cleaning step therefore resolves ambiguities
that arise from geometrical overlapping of reconstructed objects.

Loose leptons are also used to formulate event selection criteria for rejecting events
that feature a Z boson, which is commonly found in background events, or resonances
from low-mass mesons like J /¥ or Y, since this particular phase space region is not well
modeled with the present MC simulation nor relevant in the current work. The decision of
rejecting a given event is based on the invariant mass of the presumed resonance, which
can be approximated by the invariant mass of its decay products. Since those resonances
can produce a pair of leptons that have the same flavor but oppositely-signed charges
(SFOS), a cut on the invariant mass of the lepton pair, m,,, is utilized to reject such events.
In case of meson resonances, the angular separation between the leptons also tends to
be much smaller than R,, however. This presents a problem if a low-mass meson decays
into a pair of muons, but one of the muons leaves significant energy deposits to the ECAL
through FSR photons. This muon could be incorrectly reconstructed as an electron and
thus immediately removed from the event after the cleaning step because of its close
vicinity to the second muon from the meson decay. Therefore, events with a genuine
low-mass meson resonance could still evade the veto if only cleaned loose leptons are
considered. For these reasons, events with low-mass meson resonances are rejected if
there exists a pair of loose uncleaned leptons with an invariant mass of less than 12 GeV.
Events featuring a Z boson are suppressed by requiring that the event contains no pair
of SFOS loose cleaned leptons with an invariant mass closer than 10 GeV to the Z boson
mass. The Z boson veto is always applied in channels that require at least two leptons in
the final state.

The SRs of CMS analyses that search for H — ZZ* — 4/ events in single Higgs boson
production [122] orin HH — bbZZ"* production [239] may potentially overlap with the SRs of
ttH and HH analyses presented here. The overlap would induce spurious correlations that
are difficult to model when eventually combining the results of single Higgs boson analyses
with those of HH searches. This is also the reason why single Higgs boson processes are
considered as background in HH analyses. A veto is designed to minimize this overlap
by requiring that there are no two pairs of SFOS loose leptons with a combined invariant
mass of less than 140 GeV in the event. The condition is always imposed in channels that
require four leptons in the final state.

The selection criteria for loose leptons is intended to maximize the signal efficiency
by retaining as many prompt leptons as possible. The specific cuts were formulated
based on the guidelines from the CMS Muon and e/y POGs. These recommendations
are combined with the lowest thresholds of the HLT paths listed in Table 3.2, in order
to make sure that none of the leptons that fired the trigger during the data-taking are
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rejected by the offline cuts. Following these principles, a loose muon is expected to
have a p; of at least 5 GeV, which is raised to a threshold of 7GeV for loose electrons.
Maximum reconstruction and triggering efficiency is maintained if the loose muons are
reconstructed inside the muon system and loose electrons within the tracker acceptance.
Thus, a centrality requirement is imposed with a cut of |17| < 2.4 on loose muons and
[n| < 2.5 on loose electrons. Additionally, loose leptons must be associated with the LV
by satisfying the requirements of |d)t;/| < 0.5mm, dZLV <1mmandd" /oy’ < 8. These
conditions have the effect of dismissing leptons that originate from PU interactions and
also those with poorly reconstructed tracks. Loose leptons are also required to pass the
loosest WPs of their respective POG ID criteria, which are designed to identify prompt
leptons as opposed to nonprompt leptons or jets misreconstructed as leptons. Throughout
this work, only the CMS e /v POG ID that was trained without the isolation variables is used,
in order to avoid complication that may arise from estimating nonprompt background with
data-driven techniques. A loose electron track is expected to leave a hit in each layer of the
pixel detector, except for at most one layer that is allowed to not have any hits associated
with the track.

After applying all of these requirements in the loose lepton selection, weak hadron
decays still remain as major source of nonprompt leptons, since nonprompt leptons arising
from PU activity or reconstruction errors are already suppressed with cuts on impact
parameter and CMS POG ID variables. Unlike prompt leptons, a nonprompt lepton that
comes from a hadron decay is typically surrounded by other decay products of the same
hadron. The additional hadronic activity accompanying the lepton could be inferred from
an excess of energy localized around the lepton. This argument has lead to the notion of
lepton isolation, which quantifies the extra energy caused by additional particles in the
lepton cone. There are many ways to express the variable, but the standard one for leptons
is the (absolute) PF isolation, which takes the following form:

¥ :1§“+max{o, " +1}—ppuﬂ}, (4.4)

where I/FH, I?H and IZ are the scalar py sum of charged hadrons, neutral hadrons and
photons, all contained in a cone of fixed radius R, around the lepton, but excluding the
lepton itself. Dependency on PU is suppressed by requiring the charged hadrons to originate
from the LV and by subtracting median neutral contributions due to PU. The latter is
estimated similarly to how the additive PU offset corrections are derived in jet energy
calibration, but using effective areas (EAs) of the lepton, A, instead of jet catchment areas.
The EAs are extracted from simulation in bins of |1|, lepton flavor and data-taking year,
while assuming a fixed cone size of R,. A lepton selection criterion can be devised based
on lepton isolation by requiring its value to be less than certain fraction of lepton p;.
The decay products of a mother particle become more collimated with its increasing
energy and the designated cone that is supposed to confine the daughter particles should
shrink accordingly. However, this subtlety is not accounted for in standard PF isolation, as
it can lead to a loss in identification efficiency of boosted prompt leptons when selecting
them based on this isolation variable. For example, in SL decays of H — WW™ in ttH events,
the lepton from one W boson would be rejected 10% of the time because it happens to
be closer than R, to one of the quarks from the other W boson. Furthermore, a larger
isolation cone picks up more energy from PU, which can cause genuine prompt leptons
to be vetoed if the contamination from PU in a given event happens to be larger than
expected. The efficiency loss can be easily recovered by replacing the static lepton isolation
cone of size R, with a dynamically changing cone of size R(¢) in the definition of standard
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PF isolation. The dynamically changing cone shrinks with increasing lepton p; as follows:
R(¢) = min{max{10GeV/p;(¥¢),0.05},0.2}.

The EAs in Eq. (4.4) should also be multiplied by a factor of (R(E)/R[)z, since they were
originally measured for the fixed cone size. The resulting PF ,mini-isolation” variable, Igmini,
was first proposed in Ref. [310] and is also exploited in loose lepton selection. In particular,
PF mini-isolation of a loose lepton is required to be less than 40% of its py. The cut is
intentionally a bit conservative because a tighter cut would introduce a bias in nonprompt
background estimation as explained in Section 4.2.3. A lepton is considered to be more

isolated if its isolation variable has a small value.

4.2.2 Signal leptons

The identification of prompt leptons is further improved with a dedicated MVA [311, 312].
The BDT-based algorithm was trained on a variety of lepton variables exploiting their
kinematics (py, |n|), isolation (charged and neutral components of I;"") and impact
parameters (|d;;/|, |dZLV|, d" /c5), while also taking into account their basic ID criteria
(segment compatibility for muons, CMS e /y POG ID for electrons) as well as the properties
of nearby jets that are associated with the leptons. Jets with p; > 15 GeV are matched to
leptons based on the condition that the lepton must be a constituent of the jet.

A total of four training variables are extracted from the jets that are associated with
each lepton. First is the number of charged jet constituents that originate from the LV.
In principle, there should be no tracks from the LV nearing a prompt lepton, while there
can be multiple such tracks in the vicinity of a nonprompt lepton if the lepton comes from
a hadron decay. The second variable is the Deeplet b tagging score, which tends to be
higher for nonprompt leptons that originate from b hadron decays compared to other
leptons. The third training variable is lepton-to-jet p; ratio, p?t'o = p/'T/p’T, which should
be close to unity for prompt leptons and less than one for nonprompt leptons that originate
from hadron decays. If the lepton has no jets associated with it, then the jet p; in the
denominator is replaced by the sum of lepton p; and its standard PF isolation that was
computed for an enlarged lepton cone size of 0.4 to match the cone size of AK4 jets. The
fourth and final training variable is the relative jet-to-lepton py, which corresponds to the
magnitude of the lepton momentum projection onto a plane that is aligned perpendicular
to lepton-subtracted jet momentum:

rel P (P;—Pr)
Pr =P "
’ b, — P/l

(P/ —P)-

Figure 4.3 specifically illustrates how p?' is constructed. Its magnitude, p?', can be
expressed more concisely as [p; X p/|/|p,; — p¢|- The observable helps to separate prompt
leptons that are accidentally clustered into jets and thus take a random orientation within
the jet from nonprompt leptons that typically fly in the same direction as the hadronic jet
itself. For this reason, p;?I should, on average, be smaller for nonprompt leptons than for
prompt leptons. A value of zero is used for the track multiplicity, p/}/p/T and prTe' variables
in the prompt lepton MVA if no matching jets are found to the lepton.

The prompt lepton MVA was trained on electrons and muons separately. The training
was further split by detector conditions, with one training assuming the detector conditions
before the Phase 1 upgrade and another training after the upgrade. As expected, the latter
outperforms the former because of the pixel detector that was swapped out for a better
one during the upgrade. Prompt (signal) leptons were sourced from a simulated ttH sample
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and nonprompt (background) leptons from a SL tt+jets sample. The background sample
provides a mixture of light and heavy flavored jets similar to the nonprompt background
composition of ttH multilepton analysis. The trained model is more successful at identifying
prompt muons and rejecting nonprompt electrons than rejecting nonprompt muons or
identifying prompt electrons. A DNN-based approach was attempted to replace the BDTs,
but it did not lead to any significant gains in performance.

Figure 4.3: Visualization of lepton (red) and its associated jet (black) momenta. The relative lepton-
to-jet py variable (green) is constructed by projecting lepton momentum onto a plane that is perpen-
dicular to the lepton-subtracted jet momentum (blue).

The output of prompt lepton MVA is a floating point number between —1 and +1, with
the former labeling nonprompt leptons and the latter prompt leptons in the training. A high
prompt lepton MVA score hence indicates that a given input lepton is more compatible
with prompt leptons than it is with nonprompt leptons. Independent cuts on prompt muon
and electron MVA scores were first developed for the ttH analysis with the purpose of
selecting final state (signal) leptons in the SR. The optimization was based on expected
upper limits in the 2¢SS channel, which drives the overall performance of the analysis due
to its superior event statistics compared to other channels, since it requires the presence
of just two leptons with same sign (SS) charges in the final state. Assuming baseline lepton
selection, the extracted WPs enable to correctly identify about 90% of prompt muons
and 60% of prompt electrons at a misidentification rate of roughly 3% per nonprompt
lepton. The optimization was repeated for the HH analysis, which is more limited by
signal statistics than the ttH analysis. The resulting looser WPs provide a relative 15-
60% increase in ID efficiency of prompt leptons. Most of these gains can be attributed
to low-p; electrons, which are recovered by the relaxed cuts on prompt lepton MVA
score. The prompt lepton MVA has been extensively utilized by other CMS analyses,
including the searches for tttt [313], ttW [314], H — WW™ [315], WW double parton
scattering (DPS) [316], supersymmetric signals [317] and HH — bbWW?* [7], but also in a
separate followup study of CP phase effects in top Yukawa interactions in ttH multilepton
channels [318] and in top quark EFT studies [319].

Leptons that are selected in the final state of some SR must satisfy the tight lepton
selection criteria. This entails picking only those loose leptons that pass the appropriate
prompt lepton MVA WP. The requirement is complemented by other quality cuts of tight
lepton selection, which further increase the chances of choosing genuine prompt leptons.
The extra conditions require the Deeplet score of the jet that is associated with a tight
lepton to not exceed the medium b tagging WP, which helps to suppress nonprompt
leptons that come from b hadron decays. The CMS Muon POG ID threshold is raised from
loose to medium WP specifically for tight muons. Tight electrons, on the other hand, are
required to not originate from a photon conversion nor have missing hits in any of the
pixel layers. In 2¢SS channels with up to one extra 7, in the final state, the tight leptons
must also pass the tight charge condition, which has the effect of reducing prompt lepton
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ID efficiency by a few percent. The tight charge condition helps to especially suppress
processes like DL tt+jets, which is the main source of backgrounds where the charge of one
of the leptons is incorrectly measured. There are two additional requirements imposed
on tight leptons, with one concerning the so-called cone-p; variable and the other HLT
emulation cuts on electrons, both of which are explained in the next section.

4.2.3 Fakeable leptons

No matter how effective the tight lepton selection requirements are at filtering out prompt
leptons, some nonprompt leptons or jets might still ,fake” as prompt leptons and pass
the tight cuts due to random fluctuations in the hadronization and decay processes. The
probability for nonprompt leptons or jets to contaminate the SR increases with the cross
section of the process that produced them in the first place. Common processes that
fit this description are QCD multijet, tt+jets and DY, since they generally do not feature
the required number of prompt leptons in final state but have many orders of magnitude
higher production cross section than the signal process. However, in order to maintain
sufficiently low statistical uncertainties on the predicted yields in the SR, one would need to
generate at least ten times as many MC events than what would be expected from the data
for the same process. It follows that modeling the ,fake” contributions due to nonprompt
leptons or jets in the SR with MC simulation is either computationally prohibitive or does
not yield reliable results. Fake backgrounds are for this reason estimated with data-driven
techniques like the ABCD method or the fake factor (FF) method, which extract the fake
background directly from the data.

The strategy that is chosen for modeling fake backgrounds in the current work is based
on the FF method. It is formally introduced in Section 5.3.1, but for the present discussion it
is sufficient to acknowledge that much of the efforts in making this method viable concern
the probabilities, also known as fake rates (FRs), for nonprompt leptons to pass the tight
selection criteria. This definition implies that the FRs are estimated from a more inclusive
class of leptons than the tight lepton collection. This wider class of leptons cannot consist
of just loose leptons for reasons that are explained shortly. Thus, yet another set of
requirements is needed in order to specify the inclusive lepton collection, hereby referred
to as ,fakeable” leptons.

In a nutshell, the FF method works by collecting data events to a fake application region
(AR), from which the events are extrapolated to the SR as fake background by appropriately
reweighting them using fake factors — hence the name of the method. The fake AR is
constructed the same way as the SR, but demanding all final state leptons to pass looser
fakeable selection instead of the tight cuts. Orthogonality between the SR and fake AR is
achieved by requiring that at least one lepton in the fake AR fails the tight cuts. A FF of the
form

P

1-f;

is attributed to each selected lepton i based on its properties, but only in case it fails the

tight cuts in the fake AR. The numerator of Eq. (4.5) refers to the probability for a fakeable

lepton to pass the tight cuts, from which it follows that the denominator corresponds to

the probability for a fakeable lepton to fail the tight cuts. Fake background estimate in the

SR is eventually obtained by assigning a product of FFs to each data event in the fake AR.
Conceptual illustration of the procedure is shown in Fig. 4.4.

There are four main principles that one should follow when deciding on the choice

of cuts in fakeable lepton selection. First, none of the leptons that pass the tight criteria

should fail the fakeable selection requirements. This condition ensures that the FRs remain

(4.5)
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well-defined.

_|

subleading

-n

leading

Figure 4.4: Mechanics of the FF method demonstrated on single lepton (left), dilepton (middle) and
triple lepton (right) final states. All fakeable leptons that pass the tight cuts (,T") contribute to the SR
(highlighted with a blue hatched pattern). However, if any of the fakeable leptons fail the tight cuts
(,F”), then they enter the fake AR (shaded in solid yellow) instead. Extrapolation of an event from
the fake AR to the SR is indicated with a curved arrow, which is accompanied by a corresponding FF
of the form F; = f;/(1 — f;), where f; refers to the FR of some lepton i that failed the tight cuts. If
more than one lepton fails the tight cuts, then the final event weight is given by the product of the
corresponding FFs. An extra minus sign is assigned to the event weight if an even number of fakeable
leptons fail the tight cuts, which prevents the fake background to be overestimated in the SR.

Second, in order for the FF method to work, the resulting FRs need to be lower than the
efficiency for fakeable prompt leptons to pass the tight cuts. In addition, the fake AR should
feature a higher number of events with nonprompt leptons than with prompt leptons. This
requirement alone can be easily fulfilled by taking the tight criteria as baseline for the fake-
able selection and removing the cut on prompt lepton MVA score. Figure 4.5 demonstrates
how prompt ID efficiencies and FRs can be deduced from the cross-contamination of events
with prompt and nonprompt leptons in the fake AR and the SR. The phase space spanned
by the fake AR can be easily expanded by relaxing other cuts in tight lepton selection.

33 3 _ _ _

X | £—+ SR =EH+B prompt = f+
i f= & fake AR =E+8  nonprompt = B+
: B +BR

Figure 4.5: Venn diagram showing how events with prompt (dots) and nonprompt (hatched area)
in single lepton final states could populate the fake AR (pink) and the SR (green), and how the
corresponding prompt ID efficiencies (€) and FRs (f) are inferred from those event counts.

Third, the fakeable cuts need to be loose enough such that the unweighted number
of events in the fake AR would be higher than the effective number of fake background
events in the SR, in order to avoid inflating statistical uncertainties on the fake background
when extrapolating to the SR. It implies that the weights assigned to data events in the
fake AR should average to less than 1, from which, in light of Eq. (4.5), it follows that the
FRs should not be higher than 50%.

The fourth and final condition to follow when developing the fakeable criteria is the
universality of FRs, which postulates that the FF method should produce an unbiased
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estimate of the fake background regardless of the origin of nonprompt leptons. The
requirement would allow the use of the same FRs in every analysis channel, as long as
the fakeable and tight lepton definitions do not change throughout the analysis. This is
accomplished by fine-tuning the fakeable selection such that the FRs extracted for processes
dominated by heavy quarks like tt+jets are similar to FRs measured for backgrounds that
feature a higher fraction of light quarks and gluons such as QCD multijet.

Natural contenders for variables that could parametrize the FRs would be the flavor,
reconstructed p; and |n| of nonprompt leptons. However, studies on simulated MC events
leading up to the publication of Ref. [320] revealed that FRs of muons from b hadron
decays can be many factors higher in QCD events than in tt+jets events when measuring
them in bins of reconstructed lepton p;. The reason being that leptons from QCD multijet
events tend to be more isolated and hence pass the tight cuts more frequently than leptons
found in tt+jets events within the same p; range. More isolated leptons are more likely
to pass the prompt MVA WP because the discriminant has been trained on isolation
variables. This discrepancy in FRs is closed significantly at the MC generator level when
parametrizing them by the p; of the mother parton that produced the nonprompt lepton.
Measuring the FRs as a function of mother parton p; mitigates background-specific biases
and suppresses random fluctuations that are associated with the hadronization and decay
processes, which in turn brings nonprompt leptons of different origin to a similar footing.
Given that partons are obviously not available at the reconstruction level, jets that are
associated with nonprompt leptons are then used as a proxy to mother partons. In case
a lepton has no jets associated with it, its mother parton p; is instead approximated by
the sum of reconstructed lepton p; and standard PF isolation. The isolation variable is
computed for an enlarged cone size of 0.4, which intends to mimic the cone size of AK4
jets.

It is important to recognize that these biases would not only affect the FR measurement,
but also the discrimination of fake background in the SR. This has motivated the notion of
»cone-corrected” lepton py, or cone-py in short, which is defined in the following way:

(4.6)

cone-po — b x 1 if the lepton passes prompt lepton MVA WP,
pr=>pr 0.9/pF°  otherwise.

Cone-py always resolves to reconstructed p; for tight leptons as expected from prompt
leptons, whereas for fake and nonprompt leptons the cone-py variable typically exceeds
the reconstructed p; because the former carries extra hadronic energy from its mother
parton. The purpose of factor 0.9 in Eq. (4.6) is to make the transition in average cone-pr
distribution as a function of prompt lepton MVA score smooth at around the WP. All
observables that are utilized in signal extraction should be derived from cone-p; instead
of p[T, to avoid biases that are associated with the discrimination of nonprompt leptons
and fakes against prompt leptons in the SR, which in turn has demonstrably known to
cause tension between data and prediction. Likewise, all fakeable leptons are assumed
to be ordered by their cone-py, unless indicated otherwise, to prevent biases that arise
from selecting final state leptons based on their péT. Leading, subleading, third and fourth
leptons are hereby referred to as such based on their ranking in cone-py.

Residual flavor dependencies in FRs would still remain even when parametrizing them
by cone-pr. These effects can be reduced by adjusting other cuts with respect to tight
leptons in the fakeable lepton definition. The relative abundance of light and heavy flavor
fakes can be modulated by tightening or loosening the cuts on the DeepJet score of the jet
that is associated with the fakeable lepton, which primarily affects leptons coming from a
heavy quark decays but not so much the prompt leptons or those nonprompt leptons that
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originate from light jets. Another powerful variable for regulating the light and heavy flavor
content in fakes is the CMS e /y POG ID, which is more successful at discarding light jets
that fake as electrons than it is at rejecting genuine nonprompt electrons from b hadron
decays in favor of prompt electrons.

Cone-py of fakeable and tight leptons has to exceed 10 GeV, which is chosen to be
at least 50% higher than the equivalent threshold on reconstructed p; of loose leptons.
The issue is that the FR measurement is performed in bins of cone-p; rather than in
bins of reconstructed p; of the lepton, whereas the cut imposed on reconstructed p,
ensures that the lepton has the full potential to fire the trigger. From the definition of
cone-pr given by Eq. (4.6), a too low cut on cone-p; would place an implicit condition
on the isolation of nonprompt leptons for them to pass the p; threshold of the trigger.
This would give nonprompt leptons from QCD multijet events a higher chance to pass the
tight selection and therefore artificially increase the fake background yields in the SR by
inflating the FRs. The complication is avoided by raising the cuts on cone-p; to a level
where the implicit requirements on lepton isolation are no longer relevant. A related cut is
imposed on p?t'o of fakeable leptons that do not pass the prompt lepton MVA WP. The
selection criteria helps to improve the balance between light and heavy flavor fakes but at
the same time creates implicit conditions on the isolation of nonprompt leptons. Assuming
an isolation cut of the form 1/175‘3‘“O —1 < C where C refers to some constant, it follows
that a nonprompt lepton passes the p; threshold of the trigger if its cone-p; exceeds
0.9- (C+1) times the reconstructed py, as otherwise it would be implicitly affected by
the isolation cut.

Extra care is needed to make sure that the measurement region (MR)16 where the FRs
are extracted does not introduce any additional biases. This entails setting the thresholds
in fakeable lepton selection such that the nonprompt lepton content and the kinematic
profile in the MR would resemble the composition of the fake AR as much as possible.
To this end, fakeable and tight electrons are required to satisfy at least as tight cuts on
Gf,ﬁﬁ, H/E and 1/E¢. — 1/p observables as implemented in single electron HLT. Those
particular variables are used in the training of CMS e/y POG ID, which itself is used as
input to the prompt lepton MVA. It follows that the probability for electrons to pass the
prompt lepton MVA WP correlates strongly with the probability for them to satisfy the
trigger cuts. However, FRs should not depend on whether leptons pass or fail the trigger
requirements. This is because the leptons that are selected in the MR must fire the trigger,
whereas events selected in the fake AR may include multiple leptons, but only one of those
leptons needs to fire the trigger. This sort of bias is avoided by mimicking the trigger-level
cuts in fakeable and tight electron selection.

Fakeable selection criteria was devised for ttH and HH multilepton analyses by fol-
lowing the aforementioned guidelines and principles. As later presented in Section 5.3.2,
sufficiently low FRs of less than 30% were achieved for the electrons and muons across
all measurement bins. This was complemented by a good compatibility in the extracted
FRs between tt+jets and QCD multijet backgrounds. The resulting muon and electron
selection requirements, including those of loose and tight leptons, are all summarized in
Table 4.2. The fakeable selection was fine-tuned separately for the HH analysis because
prompt lepton MVA WP was relaxed there with respect to the ttH analysis. On top of
that, the HH multilepton signal does not feature any b quarks in the final state, which
is why a b jet veto is employed when selecting HH multilepton events. As a result, the
fake background composition is skewed more towards light flavors in the HH multilepton

16 Object and even selection requirements of the MR are elaborated in Section 5.3.2. In literature,
such as in Ref. [321], it is sometimes referred to as ,determination region”.
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analysis compared to the ttH multilepton analysis.

Observable Loose Fakeable Tight
Pr > 5GeV >10GeV’ —
7| <24 — —
| <0.5mm — —

o | ld <lmm — —

§ d"Y/GjV <8 — —

2| ™ /pr <04 — —
CMS Muon POG ID > loose WP — > medium WP
Deeplet score of nearby jet X < interpolated wp! < medium WP
1/pte g X <0.5™or0.8" X
Prompt lepton MVA score X — >0.85F or 0.5°
pr >7GeV >10GeV’ —
In| <25 — —
| <0.5mm “ —
\dﬁ&| < Imm — —
atond <8 — —

@ e <04 — —

g | omin X <0.011/0.030in EB / EE -

ui'j) H/E X <0.1 —
1/Esc—1/p X > —0.04 “
Conversion rejection X v —
# missing hits in tracker <1 0 —
CMS e/ POG ID >loose WP > WP-80'" or wp-90° > loose WP
Deeplet score of nearby jet X < medium® or tightJr§ WP < medium WP
1/pRte 1 X <0.7" X
Prompt lepton MVA score X — > 0.8 0r0.3%

: Applied to cone-p;.
f Required only if it does not pass the prompt lepton MVA WP,
otherwise the corresponding criterion from tight lepton selection is imposed.

* Employed in the ttH analysis.

s Employed in the HH analysis.
Table 4.2: Tiered selection criteria for muons (top section) and electrons (bottom section). Tick (cross)
mark indicates that the cut is (not) applied. Left arrow (<) means that the cut from the previous tier
is imposed. The sliding cut on Deeplet score of the nearby jet that is associated with a fakeable muon
is defined as linear interpolation from medium WP at cone-py of 20 GeV to loose WP at cone-p of
45GeV.

Tight selection criteria without the prompt lepton MVA cut serves as a good starting
point for defining the fakeable selection criteria. The extra requirement that was relaxed
for fakeable muons with respect to tight selection was the cut on CMS Muon POG ID, which
was loosened from medium to loose WP. As for electrons, the only condition that was
relaxed with respect to tight selection, besides the prompt lepton MVA requirement, was
the upper cut on the Deeplet score in the HH analysis. The cut was loosened from medium
to tight WP for jets that are associated with electrons. Some cuts can be tightened in
fakeable selection to have a better control over the closure between light and heavy flavors
in the MR, as long as they do not cause tight leptons to fail the fakeable selection. This
condition is respected if more restrictive cuts are applied only to those fakeable leptons
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that do not pass the prompt lepton MVAWP. As detailed in Table 4.2, this tactic is employed
to impose tighter cuts on p?t"’ of both electrons and muons, on CMS e /y POG ID for

electrons, and on DeepJet score of jets that are associated with muons.

When implementing a SR, it is important to remember that SRs of different channels
as well as the fake AR and SR of the same channel need to be kept separate. Overlap
between the fake AR of one channel and analysis regions of some other channels is allowed,
because unweighted data events from a fake AR do not directly enter the signal extraction.
Besides, extrapolation of the same event from separate fake ARs to their respective SRs
uses different FFs, which has the effect of decorrelating the fake background estimate
between the SRs.

The approach that is chosen to define the analysis regions here starts by requesting
at least N fakeable leptons from an event, where N defines the lepton multiplicity of the
channel. If all leptons in this collection pass the tight cuts, then the event belongs to
the SR, otherwise the event contributes to the fake AR of the same channel. Obviously,
if the event does not have enough fakeable leptons, then it does not contribute to the
channel at all. In case there are more than N fakeable leptons in the event, then only the
leading N are kept and the rest discarded. Overlap with another SR is resolved by vetoing
those events that feature more than N tight leptons. In contrast to the counting method,
whereby the designated channel is determined by the multiplicity of fakeable and tight
leptons, the presented approach maximizes the utilization of available data. For example,
if an event has three fakeable leptons but only the subleading lepton passes the tight cuts,
then it would contribute to the fake ARs of dilepton and trilepton channels. The leading N
fakeable leptons are also flavor-matched to trigger legs, as described in Section 3.2.4.

4.2.4 1, candidates

At the baseline level, 7, are required to satisfy p; > 20GeV, which corresponds to the
lowest pr threshold of the triggers listed in Table 3.2. In order to attain maximum identifi-
cation efficiency, loose 7, are additionally expected to remain well within the geometric
acceptance of the tracker by demanding that |n| < 2.3. Contamination from PU is sup-
pressed with condition |dZLV\ < 2mm. The only decay modes accepted here are 1-prong
with up to two neutral pions and 3-prong with up to one neutral pion. A 7y, is disregarded
if it happens to be closer than AR = 0.3 to a loose lepton. All selected 7, must pass the
loosest WPs of every DeepTau ID discriminant.

Final state 7, in the SRs are required to pass a tighter WP of DjTe*{, which ranges from
VLoose to VTight depending on the channel. In case of HH multilepton analysis, Medium
WP is used across all channels for selecting a tight 7;,. Optimal WPs were obtained for
each channel separately based on whichever produced the lowest upper limits in a given
channel. Just like leptons, not every 7, that is selected in the SR actually corresponds to
the genuine particle that it is assumed as. As evidenced by Table 4.1, 7, could be faked by
jets or, to a lesser extent, by electrons. However, most leptons that could be misidentified
as 7y, are already eliminated in the cleaning step, which leaves jets as the major source of
7}, fakes. This is also the reason why only Dfe‘} was leveraged to refine 7, definition for the
SRs.

A strategy is needed for estimating the additional background that is induced by fake
T}, in the SR. Fortunately, the FF method can be easily extended such that 7, would be
handled on the same footing as leptons. This motivates the introduction of fakeable 7,
collection, which is defined by selecting those loose 7, that pass VVLoose WP of Djre*{,
thus ensuring that fakeable 7, form a superset of tight 7, in every analysis channel. Only
the leading 7}, are kept to fulfill the multiplicity requirement of a given channel. Events
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featuring a sufficient number of fakeable 7, would contribute to the SR in case all those
T}, also satisfy the channel-specific tight cuts. Otherwise, the event is added to the fake AR
of the channel.

Separate FRs are needed to quantify the probability for jets that fake as loose 7, and
pass the VVLoose WP of Dfe‘{ to pass tighter WPs of the discriminant. The jet-to-7,, FRs are
parametrized by the p7, || and decay mode of the reconstructed 7, . Flavor dependency
of the FRs, which was extensively studied in Ref. [321], as well as different trigger conditions
of the SR inflating the fake background yields are addressed by measuring dedicated FRs
for each individual case. In particular, the FRs for the ttH analysis are extracted from a tt
CR dominated by heavy flavor fakes, whereas the FRs for the HH analysis are obtained
from a DY CR, which is mostly populated by light flavor fakes. Residual biases in the origin
of fakes are taken as a source of systematic uncertainties. As for the triggers, the FRs are
measured for jets passing or failing the double-7, trigger or the 7, leg of lepton-plus-7,,
cross-trigger, as well as for the case where no trigger conditions are applied. Further details
of the FR measurement procedure are provided in Section 5.3.3.

4.2.5 Jets

AK4 jets are selected by requiring that their p; > 25 GeV and that they satisfy the loosest
WP of PF jet ID. Jets are considered as ,,central” if they are confined to the acceptance
region of |n| < 2.4, or as ,forward” in case they are reconstructed in the outer region
spanning 2.4 < |n| < 5. Forward jets are characteristic not only to VBF production but also
to the topology of tH signal via the r-channel. Those jets that have a fakeable lepton as its
constituent are discarded, as well as jets that overlap with a fakeable 7, within AR = 0.4.
The jets are cleaned against all leptons and 7,, that pass the fakeable cuts, and not against
the leading leptons and 7, that are picked to fulfill the multiplicity requirement of a given
channel. Fakeable leptons are used because cleaning against loose leptons would remove
too many genuine jets that fake as leptons, and cleaning against tight leptons would lead
to different jet multiplicity distributions between fake AR and SR. Noisy jets that create a
massive tail in MET as described in Section 4.1.5 are also removed.

Events containing a pair of resolved b jets are identified with the requirement that the
events have at least two central jets, both of which are required to pass the loose WP or
at least one of which is required to pass the medium WP of Deeplet discriminant. The
reason for accepting events with just one b jet passing the medium WP is to account for
the possibility that one b jet from the pair might fall outside of geometrical acceptance,
may be cleaned with respect to leptons or 7, candidates, merged with another jets by the
reconstruction algorithm, or just fail the loose WP of the b tagging algorithm. To recover
such events, one less b jet is requested, but the second jet now has to pass a tighter
(medium) WP to reject backgrounds with light quark or gluon jets that fake as b jets. This
criterion is employed in the ttH analysis but inverted into a b jet veto in HH multilepton
analysis, because no b quarks are expected from the signal. The b jet veto entails rejecting
those events that feature more than one b jet satisfying the loose WP or any b jets passing
the medium WP. Probability for two light quark or gluon jets to pass the loose WP is about
the same as the probability for just one light quark or gluon jets to satisfy the medium WP,
Central jets failing the loose WP of Deeplet b tagging discriminant together with forward
jets form a light jet collection, which is particularly useful in distinguishing tH events from
ttH events.

AK8 jets that are reconstructed without loose leptons are employed only in HH —
multilepton analysis for the purpose of capturing boosted SL H — WW* decays. It allows
the recovery of a signal that would otherwise be lost through the cleaning against fakeable
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leptons. This scenario becomes especially relevant in resonant searches where both Higgs
bosons gain high momentum from an unknown particle, which in turn boost the W bosons.
AKS8 jets are selected by imposing that their p; exceeds at least 100 GeV and that they
pass the loosest WP of PF jet ID. The selected AK8 jets are expected to be more compatible
with double-prong substructure than with single-prong substructure, which is realized by
asserting that their corresponding N-subjettiness ratio, 7,;, does not surpass a value of
0.75 [293]. Only those central AK8 jets are considered that have two subjets each with
pr > 20GeV. The leading AK8 jets that happen to be closer than AR = 1.2 to a fakeable
or tight lepton, depending on the analysis region, are chosen to represent hadronic decay
products of a boosted W boson. Up to two such candidates are accepted. The rest are
discarded in case there are more.
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5 Signal and background estimation

The signal processes are always modeled with MC simulation. Background processes, on
the other hand, can be estimated with MC samples or extracted directly from the data by
appropriately reweighting the recorded events. One needs to account for potential shape
mismodeling in the simulated samples and also correct for the differences in selection
efficiency between the data and MC simulation by applying appropriate scale factors (SFs)
to the selected MC events. Section 5.1 gives a complete overview of the MC samples used in
this work. This is followed by Section 5.2, which describes the corrections that are applied
to the simulation in order to improve its agreement with data prior to the signal extraction.
The discussion continues with Section 5.3, which explains the data-driven techniques
for estimating backgrounds that arise from misidentifying jets as prompt leptons or ;.
Finally, Section 5.4 gives an overview of the methods that are employed in determining
backgrounds that are caused by incorrectly measuring the electron charge.

5.1 Monte Carlo simulation

The production of MC samples in the CMS collaboration consists of several steps. First,
MC generators produce a set of HS events in a given production and decay channel of the
process. The parton-level objects that are returned by the MC generators are deemed
unphysical because they have not undergone the showering step, yet. The MC samples
used in this thesis are generated at LO and at NLO in pQCD with MadGraph5_aMCatNLO [87,
88], and at NLO in pQCD with POWHEG [89-91]. A handful of samples are generated with
MCFM at LO [322-324]. Heavy resonances generated with MadGraph5_aMCatNLO at
NLO are subsequently decayed with MadSpin [325]. The simulated decays of the Higgs
boson into a pair of vector bosons are delegated to the JHU generator in single Higgs
production events [326-329]. In other processes, the decays of the Higgs boson as well as
the decays of 7 lepton into hadrons via W boson are modeled by Pythia [84].

The second step of MC sample production is the modeling of PS and UE, which is also
executed by Pythia. The resulting particles returned by Pythia are commonly referred
to as generator-level particles and the higher-level information deduced from them as
»MC truth”. Their interactions with the CMS detector material and trigger response are
simulated using Geant4 [330] in the third step. At this stage, minimum bias events are
randomly mixed into the simulation such that the resulting number of PU interactions
of the whole MC sample follows the profile inferred from data [331]. The minimum bias
overlay samples are generated with Pythia to contain pure PU events, which are common to
every MC production campaign. Just like the data, the resulting simulated events undergo
digitization, reconstruction and identification stages in the final step. Separate MC samples
are produced for each of the three data-taking years, in order to account for the changing
detector and trigger conditions between the years.

The results are bundled into ROOT-based [332] Analysis Object Data (AOD) format,
which is oftentimes downsized into MiniAOD format by reducing and compressing its event
and particle content by a factor of 10 [333]. However, it would still require CMSSW for
reading, which puts unnecessary constraints in developing the analysis software. For these
reasons, many analysis groups converted the MiniAOD files into a much simpler columnar
storage that can be processed with just plain ROOT software. In order to reduce redundant
expenditure of the computing resources and human time on creating and maintaining such
data formats, which in practice had very similar content regardless, a general yet refined
lightweight NanoAOD tier was developed [6, 334]. It would satisfy the needs of a typical
physics analysis and, as a bonus, increase the consistency of analysis results, which further
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simplifies combinations thereof. Packaging hundreds of billions of data and simulated MC
events into these formats requires millions of CPU-hours of computing and petabytes of
disk space for storing them. Running such intense computing tasks is only feasible thanks to
the Worldwide LHC Computing Grid (WLCG), which is a network of hundreds of computing
centers that facilitate these operations [335]. The data and MC simulation utilized in this
work are based on the Nano AOD data tier with slight modifications to accommodate
lepton-subtracted AK8 jets, which are not present in the official version of the format. The
NanoAOD files are produced on the grid, which is accessed through CRAB interface [336].

The MC samples that span the full kinematic range of the process (up to fiducial cuts)
are commonly referred to as inclusive samples. If the simulated process has a huge cross
section, like it is the case with single W+jets production, it is sometimes desirable to
enhance the statistics of the process and thereby reduce its statistical uncertainties in the
phase space region that is more relevant to the analysis. For this reason, exclusive MC
samples are produced in mutually disjoint slices of the inclusive phase space. Multiple
MC samples covering the same phase space can be merged or ,stitched” together in an
unbiased way, provided that the input samples are produced with consistent generator
settings [3].

The full list of MC simulations employed in this work are shown in Tables 5.1 and 5.2,
the first of which details single or double Higgs boson production processes, while the
second lists the background processes. Most of the MC samples were provided centrally by
the relevant subject experts in the CMS collaboration, but a handful of MC samples were
produced privately following the same setup as the central production. Special attention
was given in ensuring that the generated events as well as the mixed minimum bias events
remain statistically independent across the whole MC sample.

Process  Decay modes Generator, order in pQCD

ggF H H— t1,0u,2Z(— 4£,202q), POWHEG, NLO [337]
WW (— ¢v2q,202V)

VBF H H—tt,upu,72Z — 44, POWHEG, NLO [338]
WW (— ¢v2q,202v)

VH H A bb MG5@NLO, NLO

ZH H— bB,Z —20;H— 17, WW POWHEG, NLO [339]

WH H— bB,W — LV POWHEG, NLO [339]

ttH All MG5@NLO, NLO

tHg+ Al MG5@NLO, LO®

tHW All MG5@NLO, LO

ttVH All MG5@NLO, LO

ggFHH  HH — 4V,2V27,47,2b27 POWHEG, NLO [197-199]"; MG5@NLO, LO'®

VBFHH  HH — 4V,2V27,47,2b27 MG5@NLO LO*®

" Nonresonant HH production for &, € {0, 1,2.45,5}.

t Resonant and nonresonant HH production for JHEPO4 EFT BMs.

* Nonresonant HH production for the coupling scenarios listed in Fig. 2.28.
Table 5.1: List of MC samples for single and double Higgs boson production processes that are
generated for estimating signal and background contributions. The corresponding cross sections with
appropriate uncertainties are detailed in Tables 2.6 and 2.9 and relevant BRs in Tables 2.3 and 2.5.
The abbreviation ,MG5@NLO” stands for MadGraph5_aMCatNLO. Processes that have (not) been
marked with the ,§” sign are produced in 4FS (5FS). Suffix ,,+j” in the names of LO processes indicates
that the extra light quark and gluon jets are included in the ME.
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Process

Decay modes /

Generator,

o [pb]; order

[production details] final states order in pQCD (EW) in pQCD(+EW)
W v MG5@NLO, LO 61500; NNLO™
> {z /7 4+ 110 < my < 50GeV] €6 MG5@NLO, LO 18600; NLO® o
[my > 50GeV] o MG5@NLO, LO or NLO 6080, NNLO (NLO)
tt Al POWHEG, NLO [340] 832; NNLO™
g § (tort[tw] Al POWHEG, NLO [341] 71.7; NLO™
P (1] Al POWHEG, NLO [342]° 136 or 81; NLO™
23 [s] bbev MG5@NLO, NLO® 6.35 or 3.97; NLO™"
<8 [twee Al MG5@NLO, LO 1.1x 1072; L0
ttw B W — fv MG5@NLO, NLO (NLO)  0.650; NLO (NLO) [50, 343]
s |- } ttw(w) 3.0
2 ttww Al MG5@NLO, LO 6.98 x 107%; LO
ti(z/y") =ttz 7y =0, vv MG5@NLO, NLO 0.273; NLO (NLO) [50]")
WW [DPS] 202v Pythia, LO 0.223; LO®)
WEwWE4] 202v MG5@NLO, LO 4.93 x 107%; L0¥
5 WEWT] 202v, tv2q POWHEG, NLO [344, 345] 119; NNLO [346]
3 |wz/y)=wz 30y, MG5@NLO, NLO 4.92; NNLO [347]
5 202q, 0v2q MG5@NLO, NLO 5.60, 10.7; NLO®
E /v")(Z/Y") ad] 40,202v, POWHEG, NLO [344, 345]  1.38, 0.620; NNLO [348]"
> =77 202q MG5@NLO, NLO 6.07; NNLO [348]"
lgg] 4¢, MCFM, LO [349] 2.70 x 10~; NLO [350]®
2020’ MCFM, LO [349] 5.40 x 10~%; NLO [350]®
Lo (WWW All MG5@NLO, NLO® 0.209, NLO®
23 |wwz Al MG5@NLO, NLO® 0.168, NLO®
2 g \wzz All MG5@NLO, NLO 570 x 1072, NLO®)
777 Al MG5@NLO, NLO 1.47 x 102, NLO®
Wy W =ty MG5@NLO, NLO® 192, NLO®
= /vy Z)y = MG5@NLO, NLO 55.6, NLOS
£ tort)y Al MG5@NLO, NLO 1.02, NLO
tty All MG5@NLO, NLO 4.22,NLO®
Wy W = (v,Z —qq MG5@NLO, NLO® 434 %1072, NLO®
v (tortb(z/y") )y = MG5@NLO, NLO® 7.36 x 1072, NLO®
s § tEtt Al MG5@NLO, NLO 8.21 x 1073, NLO®
3 B{ (torbitiw Al MG5@NLO, LO 732%10, 10"
S & [ttwz All MG5@NLO, LO 3.89%x 1072, L%
ttzz All MG5@NLO, LO 1.98 x 103, LO®

(H) Computed with HatHor program [353, 354].
) Estimated directly from simulated MC samples.

) Computed with FEWZ program [351].

m Computed with Top++ program [352].
Table 5.2: List of MC samples that are generated for the purpose of estimating contributions from
background processes and for developing systematic uncertainties on data-driven background yields.
Cross sections & correspond to /s = 13 TeV at the LHC. If the cross section value is accompanied by
asterisk (*), then the inclusive production cross section is quoted instead. The symbol ¢ stands for e,
U or T in the above. MC generator MadGraph5_aMCatNLO is abbreviated as ,MG5@NLO” in the
table. Processes that have (not) been marked with the ,,§” sign are produced in 4FS (5FS). The cross
section of processes with single top quark or anti-quark are summed if they contribute equally to
the production. The relevant BRs can be found in Table 2.3. Suffix ,,+j” in the names of LO processes
indicates that the extra light quark and gluon jets are included in the ME.

Simulated ttW sample was centrally produced up to NLO in pQCD, which covered
diagrams of order (0552055\,\,)]/2 and (asg’aEW)l/z. In order to improve the modeling of the
ttW process in the ttH multilepton analysis, a second MC sample was produced up to
NLO in EW, thus including diagrams of order (ozéw)]/2 and (asagw)l/z. The EW corrections
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of order (Ozsocg\,\,)l/2 were found to increase ttW production cross section by ~ 10% with
respect to the recommended value of 601fb in Ref. [50], which is consistent with the
results of Ref. [343]. Although the change in the normalization improved the agreement
with the SM expectation significantly, the corresponding impact on the shape of the final
distributions that entered the signal extraction was rather mild. After the publication of ttH
multilepton analysis [1] it was found that additional corrections in the order of (OtgtocE\,\,)l/z
and (cxg ozEW)]/2 increase the estimated cross section by another 5% [355].

Since all analysis channels considered in this work require the presence of genuine e,
u or 7, in the final state, only those background processes are considered that produce
the said particles. Such contributions can either be prompt if all selected e, i and 7, are
originating from H, W, Z or 7 decays, or so-called conversions, if the selected electrons
are due to a photon converting into an electron-positron pair in the detector material.
Thus, the background processes include the production of vector bosons and top quarks
with extra jets: W and Z/y" (DY) production; single (t or t) and pair (tt) production of top
quarks, including its associated production with vector bosons (ttV); diboson (VV) and
triboson (VVV) production; processes with an extra on-shell photon at the ME level, which
are used in estimating the y conversion background; and other ,rare” backgrounds that
have a comparable cross section to the signal processes.

The designation of selected MC events to different types of contributions in a given
analysis region is based on matching of the reconstructed u, e and 7,, in this order, to
generator-level objects. The matching procedure has to be run explicitly, because the origin
of reconstructed objects is lost after the detector simulation step. First, reconstructed
muons are matched to generator-level prompt muons if their angular separation is less
than 0.3, and if generator-level and reconstruction-level objects have transverse momen-
tum p%" and p7 such that p" /2 < p*® < 3p8™" /2. The same conditions apply to
reconstructed electrons when they are matched to generator-level prompt electrons, but
also in the subsequent step of matching reconstructed electrons to generator-level on-shell
photons. It has been verified that these conditions are sufficient in identifying y — e e’
conversions, where one of the leptons carries most of the energy from its parent photon,
since the leading lepton would be more likely to pass the reconstruction and identification
criteria. Reconstructed 7, are matched to generator-level prompt muons and prompt
electrons under the same criteria, but when eventually matching them to generator-level
prompt 7 leptons, the condition on transverse momentum is relaxed to p7° < 2p5", in
order to account for the energy loss due to neutrinos. If there are multiple generator-level
objects that satisfy the matching criteria, then the generator-level object that has the
highest transverse momentum is chosen as the match. This is because every particle
collection in this procedure is sorted in descending order of transverse momentum, thus
ensuring that the particles with higher transverse momentum also have a higher priority.
The same generator-level particle cannot be matched to two different reconstruction-level
objects. Generator-level electrons and muons that are considered in the matching need to
be stable.

MC events are identified as prompt if all i, e and 7, in the final state are matched
to prompt u or e or, in the case of 7, also to a prompt 7 lepton at the generator level.
These events would be considered as genuine signal events if they are from the signal MC
samples, or as ,irreducible” background if they are from the background MC samples. One
can also consider charge flip background, which is quantified by selecting those events
where all reconstructed objects have been successfully matched to generator-level objects,
but one of the reconstructed objects has an opposite sign compared to its generator-level
match. If it turns out that the reconstructed electron does not have a prompt match at
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the generator-level, but is matched to an on-shell photon at the generator level, then
such MC events would be considered as ,conversions”. Finally, if any of the reconstructed
objects fail to be matched to a generator-level object as described thus far, then this
event would be considered as ,fake”. In these events, the reconstructed i, e or 7, that
passed the event selection cuts are actually jets that have been misidentified as such.
The decision process of how the MC events are distinguished based on generator-level
matching is shown in Fig. 5.1. The actual share of fake and charge flip backgrounds in
the SR is considered ,reducible” and is estimated with data-driven techniques, which are
discussed in Sections 5.3 and 5.4, respectively. The fake and charge flip backgrounds that
are estimated from the MC simulation serve as a cross check or are employed in deriving
systematic uncertainties for the equivalent data-driven backgrounds.

No Are all reconstructed u, e, Th Yes

< matched to prompt and stable u or e »

(or to prompt T lepton in case of 1)
at the generator level?

Estimate
Y conversion
background?

Estimate
charge flip
background?

Are any of the reconstructed
e matched to an on-shell y
at the generator level?

Do any of the reconstructed objects
have an opposite charge compared to
its generator-level match?

Fake
event

Conversion
event

Prompt
event

Figure 5.1: The decision process for categorizing the MC events based on generator-level matching.

The MC samples are generally used to estimate signal and background contributionsin a
given analysis region, while systematic shape uncertainties are estimated by appropriately
reweighting the same selected events. For instance, there are dedicated event weights for
evaluating the effects of shifting QCD scale in the ME or in the PS. However, in some cases
special MC samples are needed in order to assess the effects of shifting other parameters
in the MC simulation. One such parameter is the recoiling scheme implemented in Pythia,
which is especially relevant to VBF production processes [356]. In particular, an incoming
parton is directly color-connected to an outgoing parton in VBF processes, but Pythia
does not take this into consideration by default when showering the events. This causes
harder and more central radiation than expected in the simulation of VBF processes [357].
The corresponding effects on dijet variables can be mitigated by switching to a different
recoiling scheme in Pythia. In order to quantify the effect of the recoiling scheme, two VBF
HH samples are generated and analyzed for 2017 and 2018 data-taking period with this
option enabled, one for the SM coupling scenario and the other for the scenario where
Koy = 2 instead. The effect of the recoiling scheme on the signal normalization is quantified
based on the comparison of nominal event yields in individual HH analysis channels.

There can be a sizable overlap between the phase spaces of processes that feature an
on-shell photon at the ME level (X+y) and the equivalent processes without such photon
(X+jets). The overlap arises from ISR and FSR photons that appear in both processes. It
is resolved by keeping (rejecting) events from X+y (X+jets) MC samples if they contain
a generator-level photon with p; > 20GeV and |n| < 2.5 that is isolated from partonic
leptons up to radial distance of 0.06 and does not originate from hadronic decays. These
requirements are slightly tighter than the fiducial cuts applied to the photons at the partonic
level when X+Y events are generated, in order to account for the additional smearing in the
showering step. The events from X+y MC samples contribute primarily to the y conversion

16



background.
Theoretical uncertainties on the cross section are attributed to the following processes
that contribute to irreducible backgrounds:

o £4.2%(PDF & ag) " 34% (QCD scale) 33% (m, ) on t+jets [353, 354];

(
o £2.0%(PDF) +2.7%(as) |72 (QCD scale) '3 3¢, (EW) on ttw [50];
o +3.0%(PDF) ;0% (QCD scale) on ttWW [50];

o +2.8%(PDF) +2.8% (as) )95 (QCD scale) "9, (EW) on ttZ [50];

e +7% on WZ to account for the differences between multiple MC generators, and
for choice of QCD scale as well as PDFs [358];

e 1+3% on quark-initiated and +£20% on gluon-initiated ZZ production to account for
the differences between multiple MC generators, and for choice of QCD scale as
well as PDFs [359].

e +0.2%(PDF) +2%(QCD scale) on DY [351].

Background yields estimated from y conversion are assigned a generous 30% normalization
uncertainty. Other rare background processes that contribute to irreducible yields are
given a conservative 50% normalization uncertainty. Uncertainties of the same origin are
correlated between the analysis channels, data-taking years and processes that belong to
the same background category.

5.2 Data-to-Monte Carlo corrections

As evidenced by Tables 5.1 and 5.2, each MC sample is normalized to the most accurate
estimate of its corresponding cross section that is known at the time, even if the MC sample
itself was not generated at that accuracy. In order to actually normalize the MC samples to
desired cross section and branching ratio, every simulated event is given a weight of

_ OXBRXL gen

- N gen Wi,
Zj:le

(5.1)

Wi

where ngen corresponds to the weight that is assigned to each event by the MC generator.

As a rule of thumb, the generator-level weights are usually positive integers if they were
produced at LO. However, they can also be floating point numbers or negative numbers if
the MC events were generated at NLO either with POWHEG or with MG5@NLO, respectively.
Negative generator-level weights compensate for the excess of events with extra jets that
arise from the PS simulation. The sum of event weights w; across all N simulated events
corresponds to the total number of events of the process that are expected to be found
from data if the data amounts to integrated luminosity of L. Shifts in QCD or PS scale as
described in Section 2.2.1 are automatically propagated through wf?'e" by the MC generator.
Variations of those scales intend to affect only the shape of kinematic distributions and not
the normalization of the MC samples. In general this does not hold true if analysis cuts are
applied, because the variation of energy scales through the event weights would induce
an effective migration of events in and out of acceptance, which is reflected by residual
changes in the event yields that appear on top of the shape modulation.

Although MC generation, showering and subsequent simulation of the detector re-
sponse all do a great job of creating a fairly accurate representation of the data, the
simulated processes do not always model the data perfectly. This can happen for a variety
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of reasons, such as imprecise or partial understanding of the phenomenology that under-
lies the simulated processes, as well as unexpected changes in the detector during the
data-taking, which affect the recorded data but are not accounted for by the simulation.
Assuming that each of those factors that cause a discrepancy between the data and MC are
independent from each other, every gap that appears in distributions of certain observables
can be closed with a unique data-to-MC SF, which is applied to every simulated event
prior to any event selection. In practice this amounts to multiplying the generator-level
weights with SFs in both the numerator and denominator of Eq. (5.1), such that the overall
normalization of the generated samples remains the same.

Even if the data and MC events agree inclusively, analysis cuts may still induce sizable
differences in event yields and shapes of kinematic distributions. This can happen because
the efficiency for selecting data events can be different from the efficiency for selecting MC
events. Every object- or event-level requirement should be treated as a potential source of
such discrepancy, which should be corrected with the corresponding ratio of efficiencies in
data relative to MC. Otherwise it would lead to residual disagreement between the data
and simulation, which eventually would bias the signal extraction. It follows from the same
argument that the SFs should be extracted from special CRs that are depleted of signal
events. It is assumed that the selection efficiency of one cut does not correlate with the
selection efficiency of the other cut, meaning that the corresponding SFs can be applied
to the selected events independently from each other in order to close the data-to-MC
discrepancy induced by both cuts.

A few known standard ways are known for extracting the SFs. One approach is to
directly compare data to simulation in bins of some variable that parametrizes the SF,
and choose this ratio of event yields to be the SF. The comparison could be performed at
inclusive level or in a CR enriched with a background process, for which the corrections
are derived. In case the extracted bin-by-bin ratios display a certain trend, it is justified
to just fit these ratios against a carefully chosen analytic function to suppress statistical
fluctuations.

Another common approach is the tag & probe (TnP) method [360], which is especially
fitting for extracting reconstruction and ID efficiencies of individual physics objects. The
core idea behind the TnP method is to reconstruct the Z boson mass peak (or J/y mass
peak for low-p; objects) in DY CR from the invariant masses of muon, electron or 7, pairs.
One object from the pair is called a ,tag” and the other object a ,probe”. The tag object is
required to satisfy very tight cuts, which guarantee that it is of high quality, while the probe
object is selected based on very loose selection criteria so as to not bias the efficiency
measurement. Events that are selected to the DY CR are then divided to ,pass” and ,fail”
regions depending on whether the selected probes satisfy the criterion for which the
efficiencies are measured. Additional event selection cuts may be employed to enhance
the purity of DY events in both regions. The true event yields under the resonant peaks are
extracted from the normalization of a Voigt17 that is simultaneously fitted to invariant mass
distributions found in both regions. The falling rate of background events is modeled with
a custom exponential decay function in the fit. Event yields could be obtained by directly
counting the events passing some mass window cuts without running any fits if the purity
of DY events is high, which can be the case if the requirements on the probe object are
sufficiently tight. The selection efficiency that is induced by the cut on the probe object
is calculated from the number of events obtained in the pass region relative to the total
event yields in pass and fail regions. These efficiencies are extracted from data and MC

7 Itisa probability distribution that is obtained from the convolution of Gaussian and Lorentzian
profiles. Alternatively, one could also use the Crystal Ball function to model the resonant peak [361].
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simulation separately. The efficiency ratio in data to MC simulation would correspond to
the sought-after data-to-MC SF. The pass and fail regions can be subdivided into multiple
bins based on kinematic properties of the probe if the goal is to parametrize the SFs by
those variables. The TnP method can be modified for the purpose of measuring b tagging
efficiencies by simply cutting and counting events in tt or DY CR with ey or SFOS lepton
pairs in final state, and requiring the presence of two jets, one of which is a tag that passes
or fails a b tagging requirement and the other is a probe that is used for the efficiency
measurement.

The rest of this section is dedicated to the description of data-to-MC SFs that are utilized
in the presented analyses. They are all summarized in Table 5.3, which lists the reason for
applying the SFs, when they are applied, how they are extracted and parametrized. The
following paragraphs cover each SF in detail.

Source Cut-induced  Extraction method  Parametrization

PU No Bin-by-bin ratio True (Upy)

Trigger Yes Tag & probe, Flavor, multiplicity, (cone-)pz, 1|
orthogonal triggers

¢/t ID Yes Tag & probe, Flavor, (cone-)pr, 1|
bin-by-bin ratio

b tagging Yes Tag & probe pr, ||, true flavor

L1 ECAL prefiring  No Bin-by-bin ratio Jet and photon pr, n

MET modulation ~ No Linear fit Number of PVs

DY normalization No Bin-by-bin ratio Jet and b jet multiplicity

Top quark p7 No Analytic fit Generator-level top quark pr

Table 5.3: List of data-to-MC SFs that are applied in the presented analyses. Although not explicitly
mentioned, the SFs are also extracted for each data-taking year separately.

The average number of PU interactions, (up), that is added to simulated HS events
does not quite match with the amount of PU that is present in data. This is because the PU
profile that is chosen prior to the production of MC samples does not account for the actual
day-to-day detector conditions, which eventually affect the luminosity measurement. The
gap with respect to data is closed by reweighting the MC events as a function of the true
mean of the Poisson distribution from which the number of PVs are sampled for a given BX
during the PU simulation. PU profiles in data are determined from Eq. (3.2) for every BX
and luminosity section after all data has been recorded, certified and properly calibrated.
They can be found in Fig. 3.2. Imprecise knowledge of oy,5 constitutes a dominant source
of uncertainty in the PU reweighting procedure. Its effects are propagated to the SFs by
varying oy up and down within its uncertainty, which shifts (ip,) in data towards higher
or lower values, respectively. Uncertainties that are associated with luminosity calibration
are ignored, since those are already propagated through the normalization of MC samples.

Differences in trigger efficiencies between data and MC simulation are compensated
with dedicated SFs. They are measured separately for single lepton triggers, and for individ-
ual legs of lepton-plus-7y, cross-triggers and double-7,, triggers with the TnP technique as a
function of lepton or 7, p; and |n|. The same method could be utilized to determine the
SFs for double and triple lepton triggers, but it becomes considerably complicated because
the efficiencies would have to be extracted for every trigger path separately. For this reason
an alternative approach called orthogonal trigger method is employed, which defines an
unbiased sample of events from those that fired a MET-based trigger. Lepton trigger
efficiencies correspond to the fraction of events from the unbiased event sample that also
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fired the lepton triggers. MET-based trigger was chosen to define the unbiased sample of
events since the correlations between MET-based triggers and lepton triggers have been
found to be negligible, on the level of less than 1%. Orthogonal trigger method is used to
determine SFs for a combination of single and double lepton triggersin ee, ey and pp
final states with OS charges to enhance the event statistics, and for a combination of single,
double and triple lepton triggers in triple lepton final states. The SFs are parametrized as a
function of leading or subleading lepton cone-p; depending on whichever lepton exhibits
stronger correlations. Uncertainties on the SFs are determined by comparing the event
yields in the SRs of 2¢SS and 3¢ channels in the ttH analysis with and without the trigger
SFs applied, which yielded a difference of just 1-2%.

Trigger SFs measured in dilepton (trilepton) final states are applied in channels that
require the events to fire single or double (or triple) lepton trigger paths. Event-level trigger
SF in the 0¢ 4 27, channel of the ttH analysis is estimated as the product of efficiencies
found in data for both 7, candidates to fire the trigger divided by the same product of
efficiencies found in MC simulation. Complications arise when selecting events using
lepton-plus-7}, cross-trigger (,X"), which are always used in conjunction with single lepton
triggers (,L”). As seen from Table 3.2, p; cut of the lepton leg in lepton-plus-7, cross-
triggers is lower than the py cut in single lepton triggers, which means that the probability
for a lepton to fire the lepton leg of the cross-trigger, €y, is consistently higher than the
probability that the lepton also fires the single lepton trigger, €,. The probability that
an i-th 7, candidate fired the 7, leg of the cross-trigger is given by efficiency €;, and so
the probability that the candidate did not fire the trigger is simply equal to (1 — &;). The
probability that any of the n candidates fired the cross-trigger, €;, corresponds to the
complementary probability that none of them fired:

n

e=1-JJ(1-€b).
i=1
Because of the correlations between lepton leg of the cross-trigger and single lepton
trigger, one needs to consider three possible scenarios when estimating their combined
trigger efficiencies:

g (1—¢g;) iffired L but notX,
e=1 (ex — g )e, iffiredXbutnotlL, (5.2)
Ex&; if fired both X and L.

Although in principle ey > &, both of those efficiencies are extracted from separate CRs,

which might create a situation where this condition does not hold true anymore because
of statistical fluctuations in the measurement. To account for this, the products &; €, and
ex &; are replaced by &, min(g;, €y) in the first and third line of Eq. (5.2). The event-level
trigger SF is given by the ratio of combined efficiencies in data and MC simulation, which
are required to be strictly positive. Another issue arises when imposing double-7, trigger
(,D”) conditions in a channel that requests more than two 7, candidates in the final state,
since any pair of the n candidates could fire the trigger. The probability for this to happen
amounts to

n it e
/ & if fired D,
! ;il{1—sg’ if did not fire D,

where €.’ is the efficiency for the i-th T, candidate to fire the double-7,, trigger. The
sum runs over all possible Y _, (’,Z) = (2" —n—1) combinations one can arrange the 7,
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candidates such that they fire the double-t,, trigger. The aforementioned issues become
amplified in the 1437, channel of the HH analysis, since the event selection requirements
impose that at least one of the single lepton triggers, lepton-plus-t, cross-triggers or
double-7, must have fired, or the event would be rejected. There are no ambiguities when
estimating the probability that the sole lepton fired any of those triggers:

min(g;, &) if fired both X and L,
P & — & if fired L but not X,
L= & — € if fired X but not L,

1 —min(g;, &) if fired neither X nor L.

One can similarly define sgx, which represents the probability that i-th leading 7}, is
responsible for the realized states of double-7, trigger and lepton-plus-7,, cross-trigger.
Event-level trigger efficiency is obtained by summing over all 7 (4) unique configurations
that the three 7, candidates could have fired the lepton-plus-7, (double-7,) trigger, or
just one possible configuration if none of the 7, triggers fired:

3
=Y ex[]eox-
LX,D  i=1
As per usual, event-level trigger SF are derived from the ratio of combined efficiencies
between data and MC simulation.

Reconstruction and identification efficiencies of muons, electrons and 7, have also
been found to differ between data and MC simulation. Lepton ID efficiencies are obtained
with the TnP technique, while 7, ID efficiencies are determined with an analogous method
as explained in Ref. [301]. The efficiencies for electrons and muons are factorized into
two components: efficiency for the lepton to pass loose selection criteria, and efficiency
for the loose lepton to pass the tight selection criteria. The former is assigned to leptons
passing the loose requirements, whereas the latter is applied only to tight leptons. The
uncertainties on loose-to-tight lepton ID SFs are extracted from the TnP fit. Final event-level
SF is obtained from the product of SFs that were assigned to all leptons that were chosen to
the final state of a given analysis channel. Lepton efficiencies are parametrized by lepton pr
and |n|, while 7, ID efficiencies are parametrized by p; of the 7, candidate and DeepTau
ID WP that the 7,, was required to satisfy. Separate corrections are measured for electrons
and muons that satisfy the tight charge requirement. The lepton and 7, ID SFs are assigned
to every prompt lepton or 7, that are selected to the final state of a given analysis channel.
The uncertainties on tight lepton ID SFs are derived from nominal data-to-MC differences in
tt — ep CR as a function of lepton flavor, p; and |1| to account for potential differences in
event topology between the DY events, which are used as reference for the measurement,
and ttH signal events, which are enriched with top quark pairs. Total uncertainties on
the lepton and 7, ID amount to 1-5% and 5-10%, respectively. An additional corrective
SF is applied to tight leptons in the HH analysis to account for the fact that the tight
lepton definition was relaxed with respect to the ttH analysis. No dedicated measurement
was performed for the relaxed definition of tight leptons. Instead, the corrections were
extracted from data-to-MC ratios that were found for relaxed and original lepton definition
in WZ CR with 37 in final states. The correction is applied with 100% relative uncertainty,
meaning that the ,up” variation corresponds to double application of the SF, while the
»~down” variation means that no corrections are applied.

The 7, reconstruction and ID efficiencies has been found to disagree between the data
and simulation. This discrepancy is quantified with DY event in bins of p; and || of the T,
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candidate, and in bins of DeepTau ID WP that is employed in 7, selection. Uncertainties
on the extracted SFs are statistically dominated and typically amount to 5-10%. Instead
of dismissing those 7, that originate from the misidentification of electrons and muons,
and thereby lose sensitivity to the signal in the process, they are still considered as signal
T}, in the presented analyses. The fact that some of the selected 7, can be lepton fakes is
compensated with additional lepton-to-t;, fake rates, which are extracted from DY events
just like the 7, ID SFs.

The probability for jets to pass the b tagging WP of DeeplJet ID can be different between
the data and simulation depending on the p, |n| and the actual flavor of the jet. These
differences are amended with dedicated SFs, which are extracted with the TnP method
from a CR enriched with DL tt events or with DY events depending on whether the SFs are
measured for heavy or light jets, as described in Ref. [295]. Contamination from light jets to
tt CR, from b jets to DY CR, and from c jets to both regions, as well as uncorrelated linear
and quadratic trends of statistical uncertainties from light and heavy contributions are
taken as sources of systematic uncertainties. They typically amount to less than 5%, except
for the uncertainties that are associated with the presence of c jets, which can be as high as
20%. The b tagging SFs are also fully correlated with the JES and JER uncertainties. In offline
analysis, the b tagging SFs are applied to every central jet that is available after the cleaning
based on their reconstructed p; and 17|, and on the flavor of the generator-level jet that is
matched to the reconstructed jet. The event-level SF is obtained from the product of those
b tagging SFs. The purpose of this method is to correct the shape of b jet discriminant in
MC events but not the yields. To make sure that this really is the case, a normalization
factor is obtained for each MC sample prior to any event selection as a function of jet
multiplicity. The normalization factor is derived from the ratio of inclusive event yields
without any b tagging SFs applied to inclusive event yields with the b tagging SFs applied.

In 2016 and 2017 data-taking years, a gradual time shift in ECAL readout was observed,
which caused the L1 TPsin 2 < || < 3 to be associated with the previous BX [362]. The
CMS trigger rules forbid selecting two consecutive BXs in a row after accepting the event,
meaning that the event from the previous BX would be kept because it was accepted by
the L1 trigger, but the event from current BX that actually produced the trigger signature
would be completely lost. The so-called ,prefiring” phenomenon affected about 1-2% of
data events but not the MC simulation. The simulated samples had to be corrected, which
is accomplished by assigning a prefiring probability to every isolated jet and photon in the
event based on their p; and 7). The final event weight corresponds to the probability for
the event to not prefire, which in terms of prefiring probabilities plpre(pT, 1) amounts to

H(l *Pére(l’rﬂl)),

i

where the product extends over all isolated jets and photons that were reconstructed
within 2 < |n| < 3. A 20% uncertainty is attributed to individual probabilities, which pri-
marily reflects the nonclosure between different PDs from which the prefiring probabilities
were extracted. The said uncertainty is propagated to the SFs by shifting the probabilities
simultaneously up or down by 20%, and reevaluating the probability for the event to not
prefire. The problem with gradual time shifts in the ECAL was spotted and promptly fixed
in the earliest stages of data-taking in 2018. )
Inhomogeneities in detector response have lead to apparent modulation of ¢;"°, the
distribution of which resembles a sinusoidal curve that has a period of 27. The amplitude
of these modulations scale approximately linearly with the number of reconstructed PVs,
but the exact linear coefficients vary depending on the data acquisition era. Given that
these artifacts do not show up in the simulation, a set of corrections were derived from
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the linear relationship that helped to reduce the modulation amplitude in data events. In
practice, this is accomplished by recalculating MET by shifting its x and y components as a
linear function of PV multiplicity.

The DY process producing a T lepton pair has considerable irreducible contributions
to the SRs of 0/ + 27, and 1¢ + 17, channels in the ttH analysis. The modeling of extra
b jets in simulated DY events has been found to significantly deviate from the data, causing
differences of up to 40% in some sparsely populated phase space regions. In order to
correct for this discrepancy, a dedicated DY CR was devised orthogonal to the SRs by
considering only dielectron and dimuon final states, from which the data-to-MC SRs
were extracted. The SFs were estimated in the following bins of b tagged jet multiplicity.
The measurement was performed in dielectron and dimuon final states separately. The
difference in SFs between the two measurements is propagated as uncertainty to the SFs
measured in dimuon final states, which range from a few percent at low b jet multiplicity
to 15% at high b jet multiplicity. The SFs that were extracted from dimuon final states are
applied because of its superior event statistics compared to the measurement in dielectron
final states. The results are given in Table 5.4.

Another irreducible background that contributes to the SRs of 0/ + 27, and 1/+ 17,
channels in the ttH analysis are the tt events. The issue with this particular background is
that the p; spectrum of a top quark has been observed to be harder in simulation than in
data. This discrepancy is corrected with an exponential decay function, which takes the py
of the generator-level top quark as input. The function is fitted to the ratio of differential tt
cross section computed at NNLO in pQCD and at NLO in EW [363] to the p; spectra found
in the simulated MC samples for top quark p; of up to 3 TeV. The SFs are evaluated in tt
events by taking the geometric average of the SFs obtained for top and anti-top quarks
separately. They correct only for the shape in the simulated events, meaning that the
inclusive tt event yields remain unaffected by these corrections. However, irreducible tt
yields are expected to decrease because pushing the tt events towards a softer spectrum
means that fewer events would pass the event selection cuts compared to the case where
no such reweighting is performed. The SF is applied with 100% relative uncertainty.

# b tagged jets
Medium WP >2 =1 =1 =0
Loose WP >2 >2 =1 >2
_ 2016 0.87+0.14 1.06+0.06 1.10£0.05 1.034+0.02
g 2017 1.45+0.08 1.36+0.04 1.43+0.03 1.30+0.03
2018 1.33+0.14 1.44+0.04 1.50+0.05 1.42+0.02

Table 5.4: Multiplicative corrections to DY normalization in bins of b tagged jet multiplicity of jets
passing the DeepJet ID WPs in each data-taking year separately. The corrections were extracted from
DY CR in dimuon final states. The total uncertainty on each SF has two components: the statistical
uncertainty on the nominal corrections, and the absolute difference with respect to the nominal
corrections that are extracted from the same CR but for dielectron final states. The two uncertainties
are added in quadrature.

5.3 Fake background estimation

The present section is dedicated to fake background estimation, which was first discussed
in the context of lepton selection in Section 4.2.3. More specifically, Section 5.3.1 explains
how the fake factor method is derived and reiterates how exactly the extrapolation of the
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fake background to the SR is performed. This is followed by Sections 5.3.2 and 5.3.3, which
describe how the fake rates of prompt leptons and 7, are determined. The discussion
concludes with Section 5.3.4, which details the derivation and application of nonclosure
uncertainties on the fake background.

5.3.1 Fake factor method

The main issue with estimating backgrounds that arise from misidentifying nonprompt
leptons (or jets) as prompt leptons or 7, is that the only processes that could possibly
create such contributions to the SR in substantial amounts all have huge cross sections.
It is impractical to model these contributions with MC simulation, because it would take
an enormous amount of computing power to generate enough events that could possibly
populate the SR in sufficient numbers. A common technique to get around this problem is
to create sidebands depleted of signal around the SR by inverting cuts in object or event
selection, collect data events to the sidebands, and extrapolate these data events to the
SR by assigning some weights to them. This is the main premise of many data-driven
techniques, including the FF method discussed here.

To see how the FF method works, it is practical to first focus on just single lepton final
states in the following. Thus, in this case events are accepted to the SR only if they feature
exactly one lepton that passes the tight cuts. A total of N, events would be selected by
this condition, of which N, events would come from genuine prompt leptons and the
rest, N, events, from nonprompt leptons that are misidentified as prompt leptons. The
SR can be expanded by requiring the singular lepton to instead pass fakeable cuts, which
are looser than those imposed in the SR. These conditions now accept a total of N; events
with a prompt lepton in final state and another N, events, where the selected lepton is
actually a nonprompt lepton. A sideband, also known as fake AR, is formed from events,
where the selected lepton passes the fakeable cuts but not the tight criteria. There are a
total of N events in that sideband, from which Ny|; events are from prompt leptons and
the remaining Ny events from nonprompt leptons. In the context of Fig. 4.5, the hatched
area represents N, dotted area N, red area Np and green area Nf.

With this setup it is now possible to introduce the concepts of prompt ID efficiency
and FR. An ID efficiency corresponds to the probability for fakeable prompt leptons to
pass the tight cuts (¢ = Np“/Nl), whereas a FR refers to the probability for nonprompt
leptons that pass the fal@able cuts to also pass the tight cuts (f = Np\o/No)- Reciprocals
of these, € =1—¢and f = 1— f, would then correspond to respective probabilities of
prompt and nonprompt leptons that pass the fakeable selection to eventually fail the tight
requirements. The event yields in the SR and in the fake AR can be related to the event
yields that arise from prompt and nonprompt leptons as follows:

(%) - (i j:) (xé) ' (5.3)

The fake background can be estimated from the event yields in the fake AR and in the SR
if the prompt ID efficiencies and FRs are already known:

fake f =
N "=N, —&eN,=——(eN,—€N,). (5.4)
P P 1 ef — Sf( f p)
This approach is sometimes referred to as the matrix method in literature, because it
exploits the full matrix information that is available in Eq. (5.3).
Although the ID efficiencies and FRs were formally defined in terms of the yields found
in fake AR and SR, these probabilities could be extracted from a dedicated MR. Differences
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in flavor composition between the fake AR and the MR can be reduced by carefully fine-
tuning the fakeable selection criteria as well as the event selection requirements of the
MR. Alternatively, one could also extract these probabilities for individual backgrounds
and combine them based on the relative contribution of each background in the fake AR,
like it was done in Ref. [321].

The FF method simplifies the fake background estimation by making the following
assumptions: the efficiency for prompt fakeable leptons to pass the tight cuts should
exceed that of fakeable nonprompt leptons (¢ > f), which implies that ef > f. In
addition, the probability for prompt leptons to pass the tight cuts should be much higher
than the relative amount of events in the SR compared to the fake AR (¢ >N, /(N, +N/)),
from which it follows that the fake AR should be populated mostly with events where the
selected lepton is a nonprompt one. These assumptions turn Eqg. (5.4) into

fak
N€~N,—N; ~FNy, (5.5)

where a FF given by Eq. (4.5) was introduced. A clear advantage of the FF method is that it
does not require the precise knowledge of ID efficiencies. The same result can be obtained
by effectively setting € to unity in Eq. (5.3), and working out the difference between yields
in the SR and total contribution from prompt leptons. Moreover, unlike the full matrix
approach, the FF method does not require any explicit knowledge of the observed data
yields in the SR, but rather only the event yields that are found in the fake AR. As explained
in Section 6.1.4, revealing the data yields observed in the SR would conflict with the whole
concept of a blinded analysis, which has to be respected in practical implementation.

The matrix method can be extended to final states with two leptons under the premise
that the probability of one fakeable lepton to pass or fail the tight cuts is independent of
the other lepton. Assuming a certain order of the leptons, there are three types of events
that could possibly contribute to the fake AR: the first lepton passes but the second lepton
fails the tight cuts (pr), the first lepton fails but the second lepton passes the tight cuts
(pr), and both leptons fail the tight cuts (fo). Only the events where both leptons pass
the tight cuts (Npl,) are added to the SR. The selected events feature leptons that are both
prompt (N;;), one prompt and another nonprompt (N, and Ny;), and both nonprompt
(Nyo)- In analogy to Eq. (5.3), these event yields can be related to each other via a matrix
that is constructed from the ID efficiencies (g, and &,) and FRs (f; and f,) of the leading
and subleading lepton, respectively, in the following way:

Npp & &fr hi& fifz\ [Nn
Nop | _ [ 8182 &f2 fHi&2 fifa | [Nio
Npp g8 & f[i& [fifa] | Na
Nys & & fy [182 [fif2) N

The fake background yields are estimated from the event yields in SR (Npp) but excluding
the contribution from events where both leptons are prompt (€, &,N;;). The FF produces a
rather concise expression for the fake background yields by assuming 100% efficiency for
both prompt fakeable leptons to pass the tight cuts:

fake __ ~

In general, if the event selection requires exactly n leptons in the final state, then the
fake background can be estimated as
n
fake __
Nppop ~ Ny =[N, = ENp), (5.6)
SN~~~ i=1

n
=p
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which follows directly from the exponentiation of Eq. (5.5). Subindex i in Eq. (5.6) enumer-
ates the leptons. The product of event yields in this expression corresponds to a particular
final state. For example, N, = N, NgN,, stands for the number of events where the
first and third lepton pass the tight cuts but the second lepton does not. It is evident from
Eq. (5.6) that the FFs are associated only with the leptons that fail the tight cuts. Further-
more, the product of FFs carries an extra minus sign in events that feature an even number
of leptons failing the tight requirements. The presence of negative terms in Eq. (5.6) is one
of the major drawbacks of the FF method compared to the full matrix approach because
those terms are responsible for increasing relative statistical uncertainties on the estimated
fake background. Furthermore, in a very low statistics regime the estimated fake yields
might become negative, which either needs to be corrected to zero by hand or by rebinning
the final distributions that are exploited in the signal extraction.

In summary, the FF method works by first collecting data events to the fake AR. These
events are extrapolated to the SR as fake background by assigning a product of FFs to every
event,

(_1)k+1 ﬁF
1
i=1

which extends over all selected k leptons and 7, that fail the tight selection requirements.
The FFs are evaluated for each lepton and t,, separately based on their parameters. When
comparing data to simulated yields in the fake AR, as shown in Fig. 5.2, it becomes evident
that the reweighted data may include events where all selected leptons and 7, are in
fact prompt, thus resulting in slight overestimation of the fake background. This excess is
removed by reweighting those MC events in the fake AR by the FF method that contain
only prompt leptons and 7, in the final state, and then subtracting the resulting yields
from the extrapolated data. Systematic shifts in the MC prediction are not propagated to
the fake background because the contamination from events with prompt final states to
the fake AR generally amounts to less than 10%, the effect of which is further diminished
by the fake background yield relative to total background.

Do all £/7h pass the tight cuts?

Yes = SR : No = fake AR
Irreducible :
Yes bacl(<gro)und Prompt MC
MC .
Are all I/T,
true prompftl? """ Data 3 Data
N Reducible Nonprompt
o ake
background MmC
[
N
Reweighed

Figure 5.2: Distribution of data and MC events in the SR and fake AR based on the status of final
state objects. Reducible fake background approximates the contribution from nonprompt final states
to the SR. Data-driven fake background is obtained by reweighting data events and prompt MC
events in the fake AR by the FF method, and subtracting the latter from the former in order to not
overestimate prompt contributions to the SR.

5.3.2 Lepton fake rate measurement
The goal of lepton FR measurement is to quantify the probability for a singular nonprompt
lepton or a jet that passes the fakeable lepton requirements to also satisfy the tight cuts as
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a function of its cone-py, || and flavor. The FRs are extracted from a MR that is specifically
designed to capture QCD dijet events, where the two jets recoil each other at an angle
that shrinks with increasing momentum imbalance of incoming partons. One of those jets
is expected to produce a nonprompt lepton or to be misidentified as a jet, while the other
jet is supposed to be reconstructed as intended. Therefore, the cuts that are chosen for
selecting events in the MR require the presence of exactly one fakeable lepton and at least
one jet in the event, whereby the jet must be separated from the lepton by AR > 0.7 and
satisfy the requirements presented in Section 4.2.5.

The FR measurement is performed for electrons and muons separately in two pseu-
dorapidity bins. These are the barrel region, which goes up to |n| < 1.2 for muons and
[n| < 1.479 for electrons, and its complementary endcap region, which covers the phase
spaceupto|n| < 2.4 for muonsand || < 2.5 for electrons. The MRs are further segmented
by cone-py into multiple bins between 10 (15) and 100 GeV for muons (electrons). FRs mea-
sured in the highest cone-p; bin are assumed for leptons that have cone-py > 100 GeV.
Similarly, electron FRs measured in the lowest cone-p; bin are applied to those electrons
that have cone-p; < 15GeV. The binning in cone-p; was chosen to closely follow the
lowest py thresholds that are imposed on reconstructed lepton py at the trigger level.
Events are selected to exclusive ,pass” or ,fail” regions in the measurement depending on
whether the fakeable lepton meets the tight requirements.

The FR are measured separately for ttH and HH multilepton analyses since they employ
different lepton selection criteria. Likewise, the FRs measurement is repeated for each data-
taking year individually to account for the changing detector conditions. Dedicated FRs are
extracted for leptons that are required to satisfy the tight charge conditions, which are
enforced on both fakeable and tight leptons in the 2¢SS(+17,,) channels of both analyses.
These FRs are only used to estimate the fake background in those channels. Electron FRs
tend to be a few percent smaller under tight charge conditions, especially at low cone-py,
but are otherwise compatible within the uncertainties with the FRs derived for the nominal
selection. The effects of tight charge condition on muon FRs was found to be negligible.

In order for the selected fakeable lepton to be able to fire an HLT path, its reconstructed
pr must exceed the corresponding p threshold of the trigger. It is not possible to use single
lepton triggers that are applied at the analysis level for three reasons: the p; thresholds
of single lepton triggers are too high compared to the py thresholds imposed in fakeable
lepton selection; the triggers enforce implicit cuts on lepton isolation, which would inflate
the FRs and thus spoil the measurement; the FRs should be extracted for every combined
status of single, double and triple lepton triggers, but there are just too many to consider.
The solution to all of these problems is simple in principle — just use those triggers for the
measurement that do not enforce any isolation conditions and have p; thresholds low
enough to not bias the fakeable selection towards more isolated leptons. However, relaxing
the trigger requirements to such a high degree raises the data rates to unmanageable
levels, which necessitates the application of prescales. One would ideally use triggers
with the lowest prescale factors to maximize the statistical uncertainties on data. Hence,
instead of using just one trigger for this task, a mixture of triggers with increasingly higher
pr thresholds are employed, which allows a reduction of prescale factors at high cone-p,
bins. Mapping of prescaled HLT paths to cone-p; ranges in the measurement is provided
in Table 5.5. In addition to a loosely isolated lepton, some prescaled triggers used here
also require the presence of a jet that has py above a certain threshold. To replicate this
condition in the measurement, the selected recoil jet must also pass the same p; threshold
of the trigger. If no such jets are requested at the trigger level, then a minimum p; cut of
30GeV is implied instead.

127



Events can contribute to a certain cone-p; bin only if they have fired at least one of
the triggers that is associated with the bin. Prescaling is not applied to the MC simulation,
meaning that simulated events are never rejected if they fire a prescaled trigger. This is
obviously not the case for data, because only one collision event out of every f°® that fired
the prescaled trigger is actually recorded. When comparing MC samples to prescaled data
recorded by the same prescaled trigger, it follows that the simulation needs to be scaled
down by the prescale factor f*© in order to match the yields of the data. This example
can be extended to the case where the data was recorded by two triggers with distinct
prescale factors of f'® and f5'°. Assuming that both triggers are independent from each
other, there is also the possibility that the same event is accepted by both triggers. The
probability for this to happen amounts to 1/ /7" +1/f5 —1/(fT"f3"). This expression
can be generalized to any number of triggers by recognizing that the probability for at
least one trigger to keep an event is equivalent to the complementary probability of not
keeping the event by any of the triggers. Given that the probability for an event passing
the requirements of trigger i to then be discarded by prescaling at a rate of fipre equals to
(1—1/fP), which is independent of any other trigger, it follows that the probability for
keeping the event amounts to

1-JJ(—1/5"). (5.7)

1

MC samples are normalized to match the data yields recorded with prescaled triggers by
reweighting them according to Eq. (5.7), where the product extends over the triggers that
fired in a given event. It is assumed here that the residual data-to-MC SFs average to unity.

HLT paths [GeV]  fP©/10°  Cone-p; [GeV] Minimum jet p; [GeV]

pr(u) >3 4.8-22 10-32 40
pr(u)>8 7-16 15-45 X
pr(n)>17,20  0.07-13 32-100 X
pr(p) >27 0.22-0.48 45-100 X
pr(e)>8 5.1-11 15-45 30
pr(e)>17,23  0.57-15 25-100 30

Table 5.5: List of prescaled HLT paths employed in the FR measurement. First column details the
minimum reconstructed pr that is imposed to a lepton of particular flavor at the trigger level. The
second column shows corresponding prescale factors f°"® in multiples of thousand that were typically
applied over the three-year data-taking period. The third column provides a range in cone-p that
events firing the trigger can contribute to. The last column is reserved for specifying the minimum
pr threshold of an extra jet. A cross mark (X) is shown instead in case no jets are requested at the
trigger level.

FRs f; in some cone-pz, || and flavor bin i are computed as a ratio of events in the
pass region to the total number of events in pass and fail regions of that bin:

Npass

= e (5.8)
pass + Nfail

fi

MC-driven FRs are extracted for specific background by counting the yields in pass and

fail regions, in which the selected fakeable lepton is either matched to a generator-level
nonprompt lepton or a jet, or does not have any generator-level matches whatsoever. FRs
estimated specifically for the QCD background are obtained from simulated dijet QCD
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samples that were generated with Pythia at LO in pQCD. The samples are generated for
Pr > 15GeV, where py refers to the transverse momentum of outgoing partons in the
rest frame of the HS process. Special event selection requirements are enforced during the
production of QCD samples, right before the detector simulation step, with the intention
to enrich the samples with nonprompt muons (that have p; > 5GeV) and electrons (with
pr > 10GeV), including those from heavy quark decays. The generator-level filters do
not only help in cutting down on the size of QCD samples as well as saving time that
would otherwise be spent on the detector simulation, but to also reducing the statistical
uncertainties on the prediction by orders of magnitude. QCD-driven FRs are used in the
estimation of closure uncertainties by following the procedure described in Section 5.3.4.
tt-driven FRs are extracted from the same MC samples listed in Table 5.2, which are
also used for the purpose of estimating irreducible backgrounds in some ttH multilepton
analysis channels.

FRs that are actually used for the purpose of estimating the fake background are
extracted from data as follows. First, distributions in the observable

i (E*%) = /2 EF™ (1 — cos Ag) (59)

are extracted from data and prompt MC in pass and fail regions. Contamination from
processes featuring genuine prompt leptons, mostly from W+jets and SL tt+jets, are
subtracted from the data in both regions. The remaining event yields of ,data fakes” in the
fail region correspond to N in Eq. (5.8), whereas N, in the same expression is obtained
from the normalization of data fakes in the pass region, which together with the prompt
MC yields is inferred from a maximum likelihood (ML) fit'"® to the totality of data in the
pass region. However, the input shape of data fakes that enters the fit is actually taken
from the fail region, which is then scaled to the fake yields in the pass region before the
fit. This procedure gets around the problem that the shape as well as the pre-fit yields of
data fakes can be unreliable in the pass region, especially after the removal of prompt MC
events in that region. W+jets, DY and tt+jets processes are assigned a 30% normalization
uncertainty in the fit, and the remaining rare processes contributing to prompt MC are
given a 100% normalization uncertainty. Total variations of JES, JER and unclustered MET
are also propagated to the prompt backgrounds as shape uncertainties. On top of that,
statistical bin-by-bin uncertainties on the prompt backgrounds enter as separate nuisance
parameters in the fit. Examples of the mf}x distributions in pass and fail regions can be
found in Fig. 5.3.

Other subtraction schemes have also been tried to extract the FRs. In one of those
methods the normalization of QCD and prompt MC are fitted to data in both pass and
fail regions simultaneously, while also correlating the systematic uncertainties on MC
prediction between the two regions. Data-driven FRs are computed from data fake yields
by subtracting the post-fit yields of prompt MC from the data in pass and fail regions. The
FRs that are extracted with the alternative methods typically agree with nominal FRs within
the uncertainties.

The mf}x variable that was chosen for extracting Ny, has its origins in the classic
transverse mass definition given by Eq. (4.1). Because MET approximates the p; of an
unmeasured neutrino from a leptonic W boson decays rather well, the transverse mass
tends to peak broadly at around W boson mass for W+jets events. This is not the case
for QCD events, in which MET arises mostly from resolution effects due to lack of neutri-
nos. It follows that MET and, by extension, m; are both small, and their corresponding

'8 Details of the ML fitting procedure are provided in Section 6.1.
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distributions fall steeply in QCD events at far lower values than the W boson mass. Such
discrimination against QCD background is desired because it allows to constrain Ny, and
its uncertainties much better compared to the case where every bin in the fit is populated
by data fakes and prompt MC in constant proportions. Evidently, m correlates directly
with lepton pr, but indirectly with the FR. In order to not cause any potential biases in
the shape templates when extrapolating them from the fail region to the pass region, the
transverse mass definition is modified by fixing the lepton p; to a constant like it was done
in Eq. (5.9). The numerical value of pf}x is set to 35 GeV so that the peak would still occur at
around W mass for W+jets events, therefore still providing a good discrimination against
QCD events. Results of this measurement are summarized in Fig. 5.4.

Muon (barrel, 32 < cone-p_< 45 GeV) 59.7 fb (13 TeV) Muon (barrel, 32 < cone-p_< 45 GeV) 59.7 fb™ (13 TeV)
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Figure 5.3: Distributions in m';x for barrel muons with cone-pr between 32 and 45 GeV in the fail
region (a) and pass region (b), both based on data recorded in 2018. Distributions shown in the pass
region are obtained from ML fit to data. The label ,electroweak” refers to the sum of W+jets and DY
events, which are scaled by a common factor in the fit.

Contamination from conversions to the MR is compensated with an additional factor
that is assigned to the measured electron FRs. The multiplicative factor is obtained from a
ratio of QCD-driven FRs, where the numerator is inferred from nonprompt contributions,
and the denominator from an aggregated sum of nonprompt contributions and conversions.
This approach was chosen because the shape information of QCD conversions turned out
to be unreliable due to its poor event statistics, which is why the total yields in pass and
fail regions are used instead to scale down the electron FRs. Excluding conversions has an
effect of reducing the electron FRs by 10-20% compared to nominal FRs. These additional
corrections on electron FRs would not be needed, unless the conversion background had
not been estimated explicitly, since otherwise it would lead to an overestimation of the
fake background in the SR.

A closure test was performed in the 2¢SS channel of the ttH multilepton analysis by
comparing tt- and QCD-driven FRs of the leading fakeable nonprompt lepton that did
not pass the tight cuts. The tt-driven FRs turned out to be 30% higher for electrons and
10% higher for muons compared to QCD-driven FRs. This discrepancy was corrected
with 100% relative uncertainty in data- and QCD-driven FRs to match tt-driven FRs in the
ttH analysis since the latter were shown to close well with tt fakes in the SR. A similar
test was performed in the 3¢ channel of the HH multilepton analysis, showing a mild 7%
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discrepancy for muons and —5% for electron in QCD-driven FRs compared to tt-driven
FRs. Because the discrepancy was not as severe in the HH analysis as it was in the ttH
analysis, no extra corrections were applied to the FRs in the former case.

Statistical uncertainties on N, and post-fit uncertainties on N, are propagated to
the FRs as shown in Fig. 5.4. A systematic uncertainty is assigned to the fake background
by simultaneously varying the FRs up or down within their uncertainties. Two additional
uncertainties on the FRs are considered for the fake background, which are implemented
by varying the FRs up or down within their uncertainties at high or low cone-p; and |17| bins
separately in a seesaw-like manner, similarly to how closure uncertainties are propagated to
the data-driven fake background as shown in Fig. 5.8(b). These variations intend to model
relative increase or decrease of fakes over the full range of input parameters, without
changing the overall normalization of the fake background in the 2¢SS channel of ttH

multilepton analysis.
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Figure 5.4: Data-driven muon and electron FRs in barrel and endcap regions for the ttH and HH
multilepton analyses in each of the three data-taking years as a function of cone-pr.
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5.3.3 1, fake rate measurement

A jet-to-7,, FRis defined as the probability for a jet faking as fakeable 7, to also pass a
tighter WP of Dfel}, which ranges from VLoose to VTight in the ttH analysis or is set to
Medium as in the HH analysis. Events where the selected fakeable 7, passes the tight WP
of Dfel} would contribute to the , pass” region, while those events that fail this condition
are categorized to the ,fail” region. Just like lepton FRs given by Eq. (5.8), the fake 7/, rates
are determined from the number of events in the pass region to the sum of events in pass
and fail regions. Those regions are further segmented by p; and 1 of the 7, candidate
into barrel (1] < 1.479) and endcap (|n| > 1.479), and into py bins spanning 20-200 GeV.
Separate measurements are performed for each data-taking year. Given that the fake
background is mostly dominated by heavy flavors in the ttH analysis and light flavors in
the HH analysis, dedicated CRs are used to extract the FRs for both cases. These CRs are
populated mostly with one particular type of background events based on the multiplicity
and flavor of tight leptons in the final state. Any extra reconstructed 7, that may appear in
the final state are assumed to originate from genuine jets that are misidentified as 7.

FRs used for the ttH analysis are extracted from a CR enriched with DL tt+jets events,
in which one of the leptons is a tight electron and the other a tight muon with opposite
electric charge. The leading and subleading lepton p is required to exceed 25 and 15 GeV,
respectively. These p; thresholds are just high enough that electron-plus-muon cross-
triggers imposed in the event selection reach their maximum efficiency. In addition to
the cross-triggers, events are also selected to the CR if they fire any of those unprescaled
single lepton triggers that are listed in Table 3.2. The purity of tt+jets events in the CR
is further improved by requiring no less than two central jets in final state, of which at
least one jet passes the medium WP or at least two jets pass the loose WP of the DeepJet
b tagging discriminant. The selected events must feature at least one fakeable 7, that is
closer than AR = 0.3 to a central jet, whereby both the 7, and the jet are cleaned with
respect to fakeable electrons and muons before the pairing. The matching jet is required
to originate from a quark or a gluon jet in MC simulation. The same event contributes to
the measurement as many times as there are 7, candidates fulfilling this condition. This
workaround helps to reduce statistical uncertainties, which dominate the measurement.
Events featuring low mass meson resonances are rejected because they are poorly modeled
in the MC simulation.

The FRs that are measured for the HH analysis are extracted from a CR targeting DY
events in dimuon final state. The event selection requirements are identical to those of
tt+jets CR, except that the two selected leptons must be muons, the events must fire a
single or a double muon trigger, and the b jet selection criteria is inverted into a b jet veto.
Furthermore, the selected muon pair must have an invariant mass closer than 30 GeV from
the Z boson mass, or otherwise the event would be rejected.

Jets passing the 7, leg of a lepton-plus-7, cross-trigger or either leg of a double-7,
trigger listed in Table 3.2 are also more likely to pass the tighter WP of Dfe‘{. Such jets
would therefore have higher FRs compared to those that either fail the trigger conditions
or are not required to satisfy any trigger conditions whatsoever. This sort of bias, if left
unaddressed, would cause the fake background to be underestimated in channels where
events are selected based on the status of aforementioned triggers. For this reason, the
measurement is repeated another four times to account for the cases where the selected
T}, either fires or does not fire a lepton-plus-7, cross-trigger or a double-7,, trigger. This
is realized by searching for the trigger-level object of the corresponding HLT path that is
closer than AR = 0.05 to the reconstructed ;. If no such match is found, then the selected
T}, is said to not fire the trigger.
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Different jet-to-7,, FRs are used depending on which triggers are enforced in the event
selection and whether or not the selected 1, fired those triggers. In particular, if the
event selection requirements demand the presence of 7, in final state but do not employ
lepton-plus-7,, cross-triggers nor double-7, triggers in the event selection, then those
FRs are used in fake background estimation that were measured without any trigger
requirements on the selected 7. The same is also true for channels that employ these
triggers in combination with single lepton triggers that fired. However, if the single lepton
triggers did not fire in a given event, then it is checked whether or not the selected 7, fired
a lepton-plus-7,, cross-trigger. If none of the cross-trigger fired, then it is checked whether
or not the selected 7, fired a double-7,, trigger. This also applies to channels that use only
double-t, triggers in the event selection. The case where the selected 7, failed to fire a
given trigger is irrelevant in the application of FRs if the multiplicity of the final state 7,
matches to the number of 7, legs of the requested triggers. These principles provide an
algorithm for applying the jet-to-7, FRs as detailed in Table 5.6.

Channel  Without any requirements Lepton-plus-7, cross-trigger  Double-7, trigger

on the 7y, triggers Pass Fail Pass Fail

00+ 21, X X X v X

T U+t v v X X X
10421, v v v x X

o 0l+4r, P X X v v
T  1U+37, v v 4 v v

Table 5.6: Application of jet-to-T, FRs based on the triggering conditions of the selected t, in ttH (top
section) and HH (bottom section) analysis channels. A tick mark (/) indicates that the designated
FRs could be used in the analysis, whereas a cross mark (X) implies otherwise. All other analysis
channels that are not listed in the table but still require the presence of 7, in the final state apply the
FRs that were measured for T, without the imposition of any trigger conditions. Highest priority is
given to the FRs that are measured without any requirements on the 1 triggers, followed by those
imposed by the lepton-plus-t, cross-triggers and the double-t, triggers.

MC-driven FRs are derived from the event yields of simulated tt+jets and DY processes
in their respective CRs, whereby the selected 7, are required to not have any matches to
prompt muons, electrons or 7, at the generator level. Residual contributions from events
featuring a genuine prompt 7, are estimated from the simulation and removed from the
data based on the generator-level matching status of the reconstructed 7,,. Data-driven FRs
are not directly used to estimate the fake background because the extracted FRs fluctuate
a lot. Instead, a linear fit to the ratio of data-driven and MC-driven FRs is performed as a
function of p; of the 7, candidate, which intends to average out these fluctuations. SFs
predicted by the linear function are then applied on top of the MC-driven FRs to yield a
regressed version of data-driven FRs. Results of this measurement are displayed in Figs. 5.5
and 5.6.
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Coefficients ¢ = (cy, c])T of linear fit function ¢y + ¢; - py are assumed to follow a
two-dimensional normal distribution:

2 a
nicle, ) = DS (5.10)

where Dy, (¢) = \/(c —&)"x 7! (c — &) denotes the Mahalanobis distance [364] and & =

(29, ¢,)" stands for the best fit values that maximize 71(c). Covariance matrix X returned
by the fit may feature off-diagonal elements, which means that the uncertainties on slope
¢ and intercept ¢, correlate with each other. These correlations could be propagated to
the final ML fit that extracts the signal rate, but a more robust approach would be to just
decorrelate the uncertainties right from the beginning by diagonalizing the covariance
matrix: £ = VAV . Here A refers to a diagonal matrix that has the eigenvalues of X as
its elements, while matrix V has the eigenvectors of X in its columns. As illustrated by
Fig. 5.7(a), the eigenvectors v; = (v, v;; )T (withi=0, 1) point to the direction in parameter
space where the variations are independent from each other, while the corresponding
eigenvalues A; indicate the size of these variations at which D;,(¢) = 1. Provided that the
data-to-MC SFs are estimated from evaluating &, + ¢; - p7, the two uncorrelated variations
of the fit parameters enumerated by index i are propagated to the fake background via the
SFs as follows:

(Go£VA)+ (&1 £VAv) - pr.

An example of a linear fit with uncorrelated systematic shifts of the fit parameters can be
found in Fig. 5.7(b). The linear fit was performed using weighted least squares methods,
where the residual errors are weighted by squares of reciprocal error on the data points.
Residual flavor dependency in the FRs is quantified with a dedicated closure uncertainty,
which is described in the next section.

In normal circumstances, all leptons and 7,, that are selected to some SR are required
to be prompt in MC simulation, and any contributions from events featuring nonprompt
leptons or 7y, in the final state are estimated from the data with the FF method as explained
before. However, it was found that about a third of ttH signal would be lost in the SRs
of the 2¢SS+ 17, and 3¢ + 17, channels in the ttH analysis if the selected 7, is required
to be prompt in the simulation. This is because nearly half of the selected ttH events in
those two channels originate from H — WW™ decays. The issue is that half of those events
feature hadronic W boson decays, where one of the jets is erroneously misidentified as
T}, at a rate that is proportional to the FR. To recover the events that would otherwise be
lost by requiring all final state 7, to be matched to genuine 7, at the generator level, a
modified version of the FF method was devised for the 2¢SS+ 17, and 3¢+ 17, channels
of the ttH analysis, and for the 2¢SS+ < 17, channel of the HH analysis, in which the 7, is
required to be tight in both the SR as well as the fake AR, but no generator-level matching
conditions are imposed to the selected 7, in the simulation. Data-to-MC SF of the jet-to-7,
FRs are instead applied to fake 7, in both analysis regions. The FF method still applies
to final state leptons as usual. This strategy recovered 30% of signal sensitivity in both
channels.
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Figure 5.7: (a): Visualization of covariance matrix X that is estimated for parameters ¢ = (cg, | )T of
the fit. The ellipsoidal contour corresponds to the parameter values where D,;(c) = 1. Projections of
the ellipse in parameter space coincide with their uncertainties, which can also be expressed as square
root of the diagonal elements of X. Decorrelated variations of the best fit parameters are obtained
by projecting out either axis of the ellipse, or equivalently the components of either eigenvector of
the covariance matrix times the square root of the respective eigenvalue. (b): Data-to-MC SFs of
jet-to-t,, FRs for the Medium WP of Dfeht extracted from tt CR and parametrized by p; of the fake
T}, candidate based on data collected in 2017. The SFs (points) are regressed with a linear function,
which is plotted for the optimal choice of parameter values returned by the fit (red line), as well as
for decorrelated variations of said parameters (dashed lines). Vertical error bars represent statistical
uncertainties in data and MC added in quadrature.

5.3.4 Closure uncertainty

Uncertainties on the extracted FRs mostly reflect the fact that the event statistics was
rather limited in the measurement. These uncertainties are eventually propagated to the
fake background estimation via the FFs like discussed before. However, there may be
other nuances in the FR measurement and application that could potentially skew the
fake background estimation. One way this could happen is if the flavor composition and
kinematic profile of fakes between the fake AR and MR are different, since it would break
the universality property of FRs. Even if corrected for, residual differences could still arise in
the FRs depending on how partons color-connect with the rest of the event. For example,
b jets produced in ISR or FSR via gluon splitting tend to be more collinear and hence less
isolated than those originating from a HS event. It follows that the FRs could be influenced
by other factors not included in their parametrization, which would lead to larger errors
in fake background estimate and cause possibly stronger tension in the ML fit where the
signal rate is extracted.

It is impractical to identify and correct for every possible source of discrepancy in the
fake background estimate from the measurement side. Instead, it is assumed that the
presented approach offers the best description of the fake background, and any kind of
bias that could influence this prediction is modeled with a nuisance parameter that allows
minor adjustments in the shape and yield of the fake background during the signal extrac-
tion. These potential biases are modeled from the FR application side with a nonclosure
uncertainty, which is obtained from MC simulation as follows: Dedicated ,MC closure”
regions are constructed for some target lepton flavor by enforcing the same object and
event selection criteria as in the SR, but allowing the selected leptons or 7, with the target
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flavor to fail the tight cuts. For instance, in MC closure for electrons, the electrons that are
selected to the final state must pass the fakeable selection criteria but can fail the tight
selection, whereas the muons and 7, that are also selected to the final state must satisfy
the tight selection requirements. There can be up to three MC closure regions for every
target flavor: one for muons, another for electrons and a third one for 7, . Overlap with
the SR is avoided by vetoing those events that feature only tight objects in the final state,
except if all leptons or 7, with the target flavor are in fact prompt19. At least one of the
final state objects must be a fake for the event to be accepted to the MC closure region.
Table 5.7 demonstrates how simulated events contribute to analysis regions of a dilepton
channel based on the above description. The events that are selected to the MC closure
region are then reweighted according to the FF method, whereby QCD-driven FRs are
used for electrons and muons, and MC-driven FRs without the data-to-MC SFs for 7,,. The
output of signal extraction discriminant in MC closure is then compared to that of MC
fakes in the SR.

ee | FF FT TF T el | FF FT TF T
NN | MCe MCe MCe MCf, MCu NN — MCe MCu MCf
NP | MCe MCe MCe MCf MCu NP | — MCe MCu MCf MCu
PN | MCe MCe MCe MCf,MCu PN — MCe MCu  MCf, MCe
PP | pMC pMC pMC SR PP | pMC pMC pMC SR

Table 5.7: Categorization of simulated events with an electron pair (left) and electron-muon pair
(right) in final state to the SR, MC closure region for muons (MCu) or electrons (MCe), as prompt
MC (pMC) in the fake AR, or as MC fakes (MCf) in the SR of 2¢55(+17,,) analysis channel based on
whether the selected lepton is prompt (P) or nonprompt (N), and whether the selected lepton passes
the tight cuts (T) or fails them (F). For example, events with a prompt tight electron and a nonprompt
fakeable muon that fails the tight cuts contribute to MC closure region for muons. A dash (—) is used
if a given combination of leptons does not contribute to any of the aforementioned analysis regions.

Two uncertainties on data-driven fake background are derived from this comparison.
First is the normalization uncertainty, which is obtained from the ratio of yields in MC
fakes to MC closure. This ratio is then used to uniformly scale the data-driven background
yields but not by more than 100%. The second uncertainty is obtained from a linear fit to
bin-by-bin ratio of distributions in MC fakes to MC closure after they have been normalized
to the same integral. Average output score of the signal extraction discriminant is chosen
as inflection point in the fit. The slope returned by the fit is then used to modulate the
data-driven shape template by raising or lowering the tails of the distribution on either
side of the inflection point as shown in Fig. 5.8%°. These two uncertainties are extracted

'Y This special clause is necessary because the rate for prompt leptons or 7, to fail the tight cuts
is much lower than for them to pass those cuts. In other words, events that feature some prompt
leptons or 7, passing the tight cuts have higher yields compared to events where those leptons or
7}, fail the tight cuts, which is why the former case is not vetoed from the MC closure region, thus
allowing a more fair comparison of event yields to MC fakes in the SR.

D The shape modulations should technically be orthogonal over the full range of the signal ex-
traction discriminant to avoid spurious correlations between underlying parameters in the signal
extraction. It would leave shifted Legendre polynomials (Z,(x) = 1, P, (x) = 2x — 1) as the only option
for decomposing the shape modulations. However, rather than being distributed uniformly, the fake
background events tend to skew towards low values of the signal extraction discriminant, which is
why the intercept term of 12 in P, (x) is replaced by the average output score of MC fakes.
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for muons, electrons and 7, in each analysis channel and data-taking period separately,
and are thus treated fully uncorrelated.

Additional normalization uncertainty is assigned to the fake background that is fully
correlated across all analysis channels and data-taking years. The uncertainty amounts
to 50% in the ttH analysis channels that are dominated by 7, fakes (00 +27,, 1+ 17},
14427y, 200S + 11}, 204 27}), and 30% is given to the rest of the channels. In the
HH analysis, this uncertainty is split into two parts of 20%, with the first part being fully
correlated as before and the second part taken as fully uncorrelated.

In the fake AR of the 1£+ 37, channel in the HH analysis it was found that about
two-thirds of 7, fakes originate from DY events in dielectron final states, in which one
of the electrons was misidentified as 7}, and the remaining 7, were faked by jets. Those
fakes are suppressed by introducing a Z boson veto that rejects those electron and 7, pairs
with OS charges, in which the 7, either fails VLoose WP of D;"‘ or it falls into the ECAL
crack between EB and EE (1.460 < |n| < 1.588). The t,, track is extrapolated from the LV
to account for its longitudinal shift with respect to the origin of the coordinate system.
Lower threshold in Z boson mass window cut was also extended from 10 GeV to 20 GeV
to accept more electrons since their energy tends to be underestimated when faking a
T},. For similar reasons, the singular 7, in final states of the 3¢ + 17, channel in the HH
analysis is required to satisfy VVLoose WP of D:h, and not fall into the ECAL crack between
EB and EE. Since these extra conditions in 7, selection were not considered in the FR
measurement, an additional 30% normalization uncertainty is assigned to the data-driven
fake background in those two channels. The uncertainty is taken as fully correlated across
the channels and data-taking years.
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Figure 5.8: Distribution in the output of signal extraction discriminant for the 1£+ 21, channel in the
ttH analysis based on 2018 data comparing MC fakes to MC closure for Ty, (a), and data fakes to
its linear shape modulation (b). Vertical blue dashed line denotes the average output score of MC
fakes in both plots. Solid black line in the ratio plot of (a) was obtained from a linear regression to
the ratio of bin-by-bin yields in MC fakes to MC closure. The corresponding slope is then used to
linearly modulate the output distribution of data fakes as shown in (b). Normalization uncertainty is
extracted from the intercept of the solid black line in the ratio plot of (a) at a point where it crosses
the blue vertical dashed line. Statistical uncertainties on MC yields are incorporated to the linear fit
with weighted least squares method.
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5.4 Charge flip background estimation

The SS charge requirement that is imposed on the two selected prompt leptons in the
2SS and 2/¢SS + 17, channels intends to reject primarily DL tt events. Yet, some of those
background events may still seep into the SR if the charge of either prompt lepton is
mismeasured despite the tight charge condition, which is specifically utilized to counter
this very problem. Contributions from such ,charge flips” to the SR could be estimated
directly from the MC simulation, but similarly to fake background estimation the generated
samples do not contain enough events to reliably model this kind of background. Instead, a
data-driven method analogous to fake background estimation is used to predict the charge
flip background as detailed in the following.

The charge flip background is estimated from data events that are selected to flip AR,
which is an analysis region identical to the SR but instead of demanding the selected
leptons to have SS charges they are required to have OS charges. The chosen data events
are then extrapolated to the SR by reweighting them using charge flip probabilities. In
the 2¢SS channel, this amounts to the probability for one lepton to flip its charge plus the
probability for the other lepton to flip its charge. In the 2¢SS + 17, channel, however, there
is another requirement in the event selection by which the charge sum of the selected two
leptons and 7, must equal to £1. Only events that could still satisfy this cut yet feature a
lepton that has its charge incorrectly measured are those events where this lepton happens
to have the same charge as the selected 7. For this reason the charge flip probability is
evaluated on leptons that have the same charge as the 7. Contributions from nonprompt
leptons and conversions are subtracted from the extrapolated data after the reweighting,
which then yields the final estimate for charge flip background in the SR. Contamination
from nonprompt leptons to the flip AR are estimated from data with the FF method by
treating the flip AR as the SR in the extrapolation. Charge misidentification probabilities are
evaluated on electrons because they are found to be negligible for muons, in the order of
10°°. Likewise, there is no practical need for subtracting genuine SS events from the data
in flip AR because they are doubly-suppressed by the electron charge misidentification
probabilities. The OS charge requirement in Z boson veto is dropped if the two selected
leptons happen to be electrons. This is to avoid biases that arise between the SR and
corresponding flip AR, since otherwise the Z boson veto would not be as effective in the
former as it is in the latter.

Charge misidentification rates are measured for electrons and muons separately in
three bins of p; (10-25, 25-50 and > 50 GeV) and in two bins of | 17| (EB and EE), totalling
six bins per lepton flavor. The following focuses only on the electron flip rate measurement,
however, because the same measurement was repeated for muons based on 2016 data,
which revealed that the muon flip rate is effectively negligible, in the order of 10°° [365].
Electron charge misidentification rates are extracted from data by measuring the ratio of
DY event yields with two SS electrons in final states to the total number of DY events that
are selected in the same CR. The event selection criteria demand the presence of exactly
two tight electrons satisfying the tight charge condition. Events with tight muons passing
the tight charge requirement are vetoed. The measurement is performed for the ttH
and HH multilepton analyses separately because both employ different requirements for
selecting tight leptons. The purity of DY events in the CR is further improved by imposing
single or double electron trigger conditions, as well as a cut on the invariant mass of the
electron pair, which is required to be closer than 30 GeV to Z boson mass. In MC simulation,
the selected electrons also need to be matched to generator-level electrons, but their
charges do not necessarily have to agree with each other. This is obviously not the case
for electrons and muons that are selected to the SR of the 2/SS and 2¢SS + 17, channels.
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Events in DY CR are further split into SS or OS category based on the reconstructed charges
of the two electrons. The peak in dilepton invariant mass that is characteristic to Z boson
decay should appear in both categories if sufficient number of events make the event
selection cuts.

Since the goal is to extract charge flip rates for six kinematically distinct electrons,
there can be 36 different combinations of electron pairs that could be selected to the
DY CR. By making a fair assumption that it does not matter if it is leading or subleading
electron that has its charge flipped, the number of combinations is brought down to 21.
The ratio of event yields with SS electron pairs in final state to the total number of events,
r = Nss/(Nss + Nos ), is directly proportional to the sum of probabilities for either electron
to have its charge mismeasured. The case where both electrons might have their charges
mismeasured is expected to be very small and therefore ignored. The resulting system
of equations that relates event yield ratios to charge flip probabilities is overconstrained,
because there are 21 known variables (the event yield ratios) but only six unknowns (the
charge flip probabilities). The set of linear equations is solved for charge misidentification
rates using the method of weighted least squares.

Event yields Ngs and Ngg correspond to the normalization of DY events in SS and
OS category, respectively. They are extracted from a maximum likelihood fit of the MC
prediction, including backgrounds, to data in SS and OS categories simultaneously, thus
allowing to correlate systematic uncertainties between the two. Three nuisance parameters
enter the fit in addition to statistical bin-by-bin uncertainties and rate uncertainties on the
prediction, with two parameters modeling 1% and 2.5% uncertainty on electron energy
scale in EB and EE, respectively, and a third one varying electron energy resolution by 25%
from its nominal value, which is determined from absolute p; difference between the
reconstructed electron and its generator-level match. lllustrative post-fit plots obtained
for one particular combination of electron pairs out of 21 possible combinations can be
found in Fig. 5.9. Final results of these measurements are summarized in Table 5.8. The
measurement is repeated for every data-taking year to account for changes in detector
conditions. Charge flip rates tend to be higher in 2016 compared to following years, which
is expected because of superior performance of the new pixel detector that was installed
as part of Phase 1 upgrades. The same goes for charge flip rates in the HH analysis, because
leptons selected there need to pass a looser prompt lepton MVA WP than what is used in
the ttH analysis. The measured flip rates are compatible with the rates determined by the
CMS e/y POG [280].

Charge flip measurement and application was validated with the following closure
test: Simulated events with genuine OS lepton pairs are selected to the flip AR of the
2/SS channel and subsequently extrapolated to the SR the same way as data-driven flip
background is estimated. The resulting yields are compared to nominal yields of simulated
flip events in the SR, where at least one of the selected electrons is required to have a charge
opposite to its prompt generator-level match. Comparison of the two showed a difference
of up to 30%, which is taken as rate uncertainty on the data-driven flip background.
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Figure 5.9: Post-fit distributions in invariant dielectron mass reconstructed from measured SS (a) and
OS (b) pairs of electrons in DY CR based on data recorded in 2016. One of the electrons is reconstructed
within the acceptance of EB and has a py > 50 GeV, while the other electron is reconstructed outside
of this acceptance and has a p; between 25 and 50 GeV. The shaded band in both plots represents
statistical uncertainties on the MC prediction.

10< pp <25GeV  25< py <50GeV  py >50GeV

ttH HH ttH HH ttH  HH

2016 |n| < 1.479 0.56 1.27 0.09 0.25 015 026
1479< |n| <2.5 0.6l 1.88 1.02 3.22 1.62 345

2017 |n| < 1.479 0.12 0.31 0.05 0.04 0.10  0.11
1479<|n| <2.5 043 1.35 0.50 1.63 088 1.76

2018 |n| < 1.479 0.04 0.28 0.06 0.12 0.11  0.09
1479<|n| <25 036 0.90 0.51 1.30 097 158

Table 5.8: Measured electron charge flip rates (in units of per mille) as a function of py and || of
the electron, data-taking year and tight lepton definition.
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6 Signal extraction

Based on the predicted contributions of data in the SR, the events that pass the selection
cuts are expected to contain a mixture of signal and background events. In order to tell
the two apart, one would need to construct an observable that is able to discriminate
background in favor of signal, and compare its distribution in data events to the prediction,
while also accounting for the statistical and systematic uncertainties in this comparison.
Since this needs to be done in a well-defined and unbiased way so to be able to later
compare or combine the analysis results, the ATLAS and CMS collaborations had jointly
developed common statistical procedures for quantifying the presence or absence of
a signal, placing constraints on the parameters characterizing the signal, and validating
the modeling of signal and background processes [366]. Overview of those methods is
provided in Section 6.1, while Section 6.2 summarizes the techniques that were used to
develop discriminants for signal extraction in the present work.

6.1 Inference

The goal of statistical inference is to interpret empirical data by devising a model, juxtapos-
ing it with the data, and extracting quantitative information from this comparison. The
present section will touch on the following ingredients of statistical inference that are
relevant in the searches of ttH and HH signal: Section 6.1.1 introduces the basic concepts
of statistical analysis; Section 6.1.2 focuses on the likelihood model; Section 6.1.3 describes
the limit setting procedure; and Section 6.1.4 explains, what steps are taken to validate
the model without directly looking at the data. A more elaborate and comprehensive
exposition of this material can be found in Refs. [24, 366, 367], which the following text
attempts to summarize.

6.1.1 Basics

A statistical model is characterized by a set of variables, also known as parameters of
interest (POIs), which parameterize the signal process that an analyst wishes to measure.
The main objective of statistical inference is to make quantitative claims about the POls,
given the data. A variable that suits this task is signal strength modifier u, which tells
how many times the production and decay rates of the signal process deviate from the
expectation. As seen from Eq. (5.1), both of these rates fully correlate with the expected
yields of the signal. Since the expected yields can be directly compared to those of the
data, it is natural to give signal strength modifiers the role of POls. If the data perfectly
matches the expected yields as predicted by the model, then all POIs would equal unity,
which amounts to saying that nominal signal contribution appears in the data exactly as
anticipated.

In order to access nonobservable parameters that are featured in underlying Lagrangian
densities, one could attempt to reparametrize the signal strength modifiers in terms of
those more fundamental variables and treat them as the POls. For instance, the signal
strength modifier of HH signal process scales with a self-coupling modifier as prescribed
by Eq. (2.27), which makes it possible to use coupling modifiers as POls. However, one also
needs to keep in mind that the same self-coupling modifier induces changes to the rates of
other single Higgs production and decay processes through loop corrections, as explained
in the context of Fig. 2.22. Such scaling behavior must be accounted for to not bias the
coupling measurement.

A signal process could also depend on other parameters such as spin or mass. If
successful parametrization of signal strength modifiers in terms of those parameters is not
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possible, then they cannot serve as the POls. In that case the only way of probing them is
to formulate a range of inference models for a number of spin and mass combinations,
and extract the signal rate modifiers for each of those combinations. This strategy was
chosen to study the resonant HH production, for example.

Point estimates of the POIs have no value of their own if there are no auxiliary statements
about the credibility of the measurement. From a Bayesian point of view this implies prior
beliefs about the POIs and the data, but these are difficult to model in practice. For this
reason a frequentist approach due to Neyman is followed [368]. The idea is to consider
a series of experiments that each try to extract the same POI u. If the experiments are
performed in identical conditions, then any spread in the results should arise purely from
statistical fluctuations of the data. The results of each experiment x can be distilled to
a single number 7, (x) known as test statistic. It is designed to summarize the data in a
way that is sensitive to the choice of i, and would therefore follow a different probability
distribution function (pdf) f(t# |u) for every . The probability that an experiment produces
a test statistic in some continuous acceptance region I({t) amounts to

/tuw) Fltlw)d, = a. (6.)

This statement can be inverted into a condition for finding the acceptance region at a fixed
probability . Depending on the choice of the test statistic, the acceptance region may
correspond to a one-sided interval that is bound from above or from below, or a two-sided
interval that is bound from both sides. All test statistics that are introduced in the following
produce an acceptance interval that is bound from below.

One could envisage another set of experiments but assuming a different true value of
the POI. As depicted in Fig. 6.1, for every such value u there exists a unique interval I(u),
which the corresponding experiments are able to cover with probability & known as the
confidence level (CL). Although the true POI is not known, one can still find the set of all
POI candidates, the acceptance region of which includes the observed test statistic with
probability ¢, given the outcome x,¢ of a single experiment:

C(p) = {1ty (xobs) € I(1)}-

The set C(u) defines the confidence interval (Cl) for parameter . The convention in HEP
is to report two-sided unconstrained Cls of point estimates, where ,two-sided” refers to
those Cls that have both an upper and lower limit, whereas ,,unconstrained” means that
no additional requirements are assumed about the POl in the definition of the test statistic.
This is in contrast to upper limits of the POIs, which are just one-sided Cls derived from a
test statistic that assumes nonnegative signal rate. It is important to recognize that a Cl
does not represent a range that contains the true estimate with probability «, since this
is a Bayesian statement. Instead, it stands for a range of plausible parameter values that
are compatible with the experimental observation, in which the level of compatibility is
regulated by the CL. These concepts can be generalized for a pair of POIs by constructing
an acceptance area analogous to /(1) at a given CL, and intersecting it with a plane that is
compatible with the observed value of the test statistic. The resulting intersection yields a
two-dimensional contour of the POIs known as the confidence region.
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Figure 6.1: lllustration of Neyman construction. For each POI u there exists a pdf f (t“ |u) of test
statistic t,, (x), which is drawn for a number of experiments x. By specifying o as the CL, one can work
out interval I() for every i, which is supposed to capture the test statistic with probability o in
repeated experiments. The true value of the POI should lie inside the confidence belt at probability o,
which is formed by evaluating I(11) over some range of u values. Cl is defined from the sections of
the confidence belt that feature the realized experimental value t,, (xop;), which is given by interval
T ,u+] in the picture. A version of this image can be found in Ref. [367].

Besides the best estimates of POls and their Cls, one would also wish to know how
well a certain realization of the model performs in light of data. This is accomplished with
hypothesis testing, in which a hypothesis H” is formulated by ,freezing” the POls, that is
fixing them to specific values in the model. A background-only hypothesis, H,, is obtained
by setting all POls to zero, effectively removing all signal from the prediction, while a
signal-plus-background hypothesis, H;, is constructed by setting all POIs to unity, which
adds signal in nominal amounts to the prediction. The hypothesis that one wishes to put
to test or refute is chosen as the null hypotheses, while other hypotheses serve as the
alternative. Based on how likely it is for the data to arise as predicted by the model, one
could either incorrectly reject the null hypothesis with probability ¢, or incorrectly accept
it with probability 8. The probability that a null hypothesis H,, would be rejected even if it
were true is given by p-value

Pu = /t.m f(t,u|.u)dt/,u (6.2)

n (¥obs)

where it is implied that smaller values of 7, indicate better compatibility with the data as
dictated by the so-called ordering rule. Another way of interpreting p-value is to consider
it as the probability for the data to produce a test statistic value at least as extreme as
Iy (xops) under hypothesis H”. The p-value corresponds to false positive or type-| error
rate when computed against null hypothesis, and to false negative or type-Il error rate
when computed against the alternative hypothesis.

It is common to express a p-value in terms of significance Z;, which stands for the
number units from zero at which point the tail area of a standard Gaussian distribution
equals the p-value. If @ denotes the cumulative distribution function of standard Gaussian
distribution, then the p-value can be converted into significance with Z,, = ! (1=py).
As per convention in high energy physics, evidence or discovery of a signal can be claimed
by ruling out background-only null hypothesis if its p-value falls below an equivalent
significance of 30 or 50, respectively. If neither possibility materializes, then one can
instead invert this threshold into a condition for extracting upper limits on the POI at
a given CL, as explained in Section 6.1.3. Depending on the context, one can use the
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term ,sensitivity” to refer either to the significance level, or to (expected) upper limits
on the POl compared to its nominal or theoretical value. Figure 6.2 visualizes how type-I
and type-ll errors relate to each other and how the significance is determined, given the
p-value. Significances Z obtained from multiple independent inference models under the
same background-only null hypothesis can be combined into a single estimate Z with the
Stouffer’s method [369]: Z = Z - w/||w/||,, where w stands for a vector of weights that are
assigned to the models. Although it is just an approximation, the method provides a crucial
insight, in that superior sensitivity can be achieved by simply combining multiple analyses
that each have inferior sensitivity.

Ftulu)
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Lnot reject”(#»,,reject" n(x|o, 1)
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Figure 6.2: Distributions of test statistic Iy for signal-plus-background hypothesis H, (blue curve) and
for background-only hypothesis H; (red curve) on the left hand side, and how a p-value, such as p{, can
be translated to equivalent significance level Z based on single tail probability of standard Gaussian
distribution as shown on the right hand side. In this example H is chosen as the null hypothesis and
H, as the alternative hypothesis, which means that p; and p, are respectively identified as type-|

and type-Il errors in the plot.

It is clear from Fig. 6.2 that optimal sensitivity hinges on the choice of the test statistic.
According to Neyman-Pearson lemma, the test statistic that has the highest discriminatory
power in rejecting the null hypothesis H, over the alternative hypothesis H; has the form
of a likelihood ratio,

L (datalH,)
JL(datalH,) ’

where £ (data|H,,) stands for the likelihood function that assumes the model parameters
of hypothesis H, [370]. A likelihood function maps model parameters to a single repre-
sentative number that tells how well the model matches with the data. The likelihood
function that is chosen for the current analysis is introduced in Section 6.1.2.

Sensitivity to upper limits is oftentimes used as a benchmark when optimizing the
analysis. However, basing the decisions on empirical data would lead to severe biases
that could ultimately result in false discoveries or false rejections depending on how the
model parameters are fine-tuned. Such malpractice can be avoided if one uses pseudodata
instead. It can be Asimov data, which is constructed by setting the observed yields precisely
equal to the predicted yields [371], or MC toys, which are obtained by randomly sampling
the predicted yields. The results are deemed as ,expected” if they are derived from
pseudodata, or as ,observed” if they are extracted directly from the data. In the initial
stage of the analysis, the data is considered as ,blinded” and all results are based on

A(data) = (6.3)
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pseudodata. Section 6.1.4 details the steps that are taken to validate the inference model
before ,unblinding” the data and extracting the final results from it. Both the expected and
observed results deserve publication, since the former quantifies the sensitivity level for
excluding large signals, while the latter represents the real outcome of the measurement.

To summarize, the deliverables of statistical inference are: point estimates of the POls,
their Cls, significance of background-only hypothesis, and — in case the analysis does not
reach a sufficient level of significance for claiming evidence or discovery — upper limits of
the POIs at some previously agreed upon CL. Each of these topics are explained in more
detail in the following sections.

Statistical analysis of the data is performed using a software called combine [372],
which was initially created by CMS experts for Higgs boson searches in the lead-up to its
discovery, but was later adapted to handle a wide range of inference models. The program
is based on RooStats [373] and RooFit [374] libraries, which are accessible through ROOT
software [332]. Due to increased interest in HH analyses by the CMS collaborators in recent
times, the efforts of running the inference with combine, interpreting the results and
presenting them in a consistent manner were coordinated, which lead to the development
of a framework that specifically addresses these points [375]. The results of HH analyses
that are based on full LHC Run 2 data and published by the CMS collaboration, including the
HH multilepton analysis results presented here, are all extracted with the said framework?".

6.1.2 Likelihood model

In order to choose a suitable likelihood function for the inference model, it is imperative
to first understand how the data events would be approximately distributed. Given the
average probability p for an event to occur, one can estimate that the chances for n such
events to occur out of N collisions amount to

N _
Binom(n|p, N) = <n>p”(1 -pN,

where the combinatorial factor counts all possible arrangements of indistinguishable
events that can appear in those collisions. Under these circumstances one can expect to
find v = Np events on average. However, if the number of selected events is very low
compared to the number of collisions, effectively implying that N — oo, then the production

of events can be modeled with Poisson distribution function:

V"
Pois(n|v) = e v—’ ) (6.4)
n!

where v > 0 denotes the mean as well as the variance of expected event counts.

If the current experiment actually realized n,, events, then other experiments might
find a different number of events purely by chance. In order to quantify the possible range
for this estimate, one can construct a Cl in the sense of Neyman for parameter v at some
designated CL o, which represents the probability for the CI to include the true value of v
in subsequent experiments:

P(nobs|vmin <v< vmax) =
This condition can be solved for the central case where the probability for the true value
to be lower than v,,;, or higher than v,;, are equal, which yields the following conditions:

l1—-a 1l—-o

P(” > nobslvmin) = T ) P(n < nobs‘vmax) = )

2 This claim does not apply to HH — bbyy analysis [235], the results of which were published
right before the HH inference framework gained foothold.
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Interestingly, the convention, presumably due to Ref. [376], is in fact to include n = ng, in

the series sum when computing v,;;,,, since it provides more conservative coverage of the
parameter value than the alternative methods. With this convention both endpoints of the
Cl can be simply determined from xz values that match for 2n.,, degrees of freedom at
tail probabilities of (1 £+ &)/2. An exception arises if ny,s = 0, for which the upper edge of
the Cl can be analytically calculated as In %, but the lower edge is cut off at zero. At large
values of n,,, the corresponding Poisson Cl can be approximated by narrower intervals
Of [19bs — \/Tlobs» Mobs 1~ v/Tlobs)- The Cls are usually displayed at 68% CL as error bars on
binned data points, therefore implying that the event counts in each bin are expected to
follow a different Poisson distribution. For this reason the Cls are interchangeably called
standard deviations or errors, which actually quantify the variance of model parameters.
A Poisson variable with mean v can be thought of as a sum of v independent Poisson
variables that each have a unit mean. According to the central limit theorem, the aggregated
distribution of random variables approaches to a Gaussian as the number of those variables
grows indefinitely, which means that the Poisson distribution with mean v can be further
approximated by a Gaussian with identical mean and variance if v is sufficiently large.

Individual MC events can also be thought of as Poisson processes with unit mean,
except that each MC event i would be assigned a unique weight w; by the MC generator,
which is then subsequently corrected to improve agreement with data. Their combined
mean and variance is estimated from the sum of weights and from the sum of squared
weights, respectively [377]. In other words, the expected yields of N simulated MC events
directly correspond to the sum of their weights, v = Z?’:l w;, which has a variance equal to
the same weights summed in quadrature, o’ = Zf\':] wiz. Whenever MC yields are plotted
as data points, like in Fig. 5.8, then they would be shown with symmetric vertical error
bars of length o. Assuming for the moment that all weights are approximately distributed
around some positive value , it follows that v =~ kN and ¢ = k+/N, from which one can
recover the unweighted number of events by squaring their ratio: N ~ vz/cz. If f<0.5
represents the fraction of events with negative weights, but all weights have approximately
similar magnitudes, then the relative uncertainty on the MC yields can be estimated as
6/v=((1—2f)vN)"", which tracks Poisson error exactly in the absence of negative
weights.

The likelihood of observing exactly n events, while expecting v events is given by
Eg. (6.4). A higher value returned by the likelihood function indicates better compatibility
of data and prediction compared to alternative models. The expected event yields represent
the sum of event yields as predicted for various signal and background processes under
the assumptions of some hypothesis H, . By assigning a dedicated signal strength modifier
L, to every signal process S;, one would thus expect

v(u, 0) = Zuivsf(6)+v3(6) (6.5)

events in total. The predicted yields may be influenced by a multitude of factors 8 = {6, },

which are fixed by theory or extracted from ancillary measurements. They come with
(systematic) uncertainties Aé, which quantify the level of ignorance that is associated with
these factors. Under the background-only hypothesis, the data is conjectured to contain
no signal, which is equivalent to setting all relevant signal strength parameters to zero. The
alternative is to set the signal strength parameters equal to unity in signal-plus-background
hypothesis, whereby it is postulated that the data contains exactly the amount of signal as
proclaimed. As argued before, it is therefore reasonable to assume that signal strength
parameters serve the role of POls.
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Assuming that v is very large, one can estimate the significance of observing at least
Nops = V events under the background-only hypothesis with (nqp, — vB)/\/?. However,
if the data is distributed as predicted by hypothesis Hy, then one would expect a (median)
significance of (Y; ,ul-vS")/\/?. This approximation has two important implications: First,
it tells that the significance can be improved N times if the amount of data is increased by
a factor of N2. It is also the reason why conservative projections of the expected sensitivity
for discovery are scaled with the inverse square root of the relative increase in integrated
luminosity. Second, partitioning the data in a way that maximizes signal contribution
relative to the background will also lead to a higher significance. Therefore, rather than
doing a simple cut-and-count analysis, which considers only the integral of signal and
background events, it is more beneficial to perform a shape analysis by splitting the data
among different channels into bins of a discriminant that is specifically designed to favor
signal over the background in that channel, provided that there is enough event statistics
available after the selection cuts. Since every such bin can be interpreted as a statistically
independent counting experiment, the overall likelihood that encompasses all bins of the
discriminant can be expressed as:

L (datalp, 0 He*v (1.6) Hgk 6,16,) . (6.6)

To fully utilize the available data, the first product can be extended over all data-taking
years, analysis channels and bins of discriminating distributions that each feature d; data
events and v;(t, @) expected events in the SR. Expected yields from individual processes
can be negative in some bins, which can happen if those processes were simulated at
NLO accuracy, or if the background was estimated with a reweighting and subtraction
procedure that involves negative event weights, like it is the case with the data-driven fake
background. However, this is usually fine as long as the total sum of predicted event yields,
which is what v; in Eq. (6.6) stands for, remains positive, since otherwise the likelihood
function becomes ill-defined.

The second product in Eq. (6.6) runs over all nuisance parameters (NPs) that adjust the
predicted signal and background yields via multiplicative factors. These adjustments are
constrained by auxiliary pdfs g;, which prevent the NPs 6, from deviating too much from
their initially designated values of ék [378]. Systematic uncertainties on the prediction are
encoded into the auxiliary pdfs, so that shifts in the NPs would be penalized in proportions
relative to their intrinsic uncertainty Aék. Some NPs affect only the normalization of individ-
ual processes regardless of how they are binned, in which case the event yields in each bin
are scaled by the same amount for a given process — just like how POls regulate the signal
normalization. Other NPs have the capability of modulating the shape of the discriminant,
which induces changes to the event yields that are correlated between adjacent bins of the
discriminant. These correlations may be extended over multiple processes or data-taking
years depending on how the corresponding systematic uncertainties are supposed to be
treated in the analysis. The correlation of uncertainties, as well as their effects on the
measured POIs in the ttH and HH multilepton analyses are all summarized in Table 6.1. The
uncertainty model in each analysis follows the recommendations that have been put forth
by theorists, POGs and other analysis groups in the CMS collaboration. The uncertainties
that are unique to the presented analyses primarily concern the FR measurement and
application. A sizable fraction of experimental uncertainties have been decorrelated by
data-taking years due to changes in the detector conditions and because of the limited
event statistics that was available for the ancillary measurements.
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Source Scope Effect Decorrelated by Reduction relative to full Cl [%]
Oflgy Slin Oflgw Ofh 8 iy

Higgs boson BR  Higgs processes N Decay mode 5 2 <1l <1 3
PDF Irreducible N Process,* production mode 15 4 26 28 4
Up, Up Irreducible N, S Process’ 35 15 82 74 10
PS tt S ISR/FSR 3 1 <1 <1 X
Opw ttv N Process X 1
O Higgs processes N — X 2
mg tt, HH N Process 6 1 2 <1 16
Top pr tt S - 3 1 <l <1 X
Recoil scheme VBF HH N Channel, decay mode X <1
Luminosity Irreducible N Year’ 4 3 12 1 4
PU Irreducible S — 10 <1 7 10 5
L1 ECAL prefiring Irreducible S Year 2 4 1 1 <1
Trigger Irreducible S Year, channel 8 8 5 8 6
Lepton ID Irreducible S Flavor, tight condition 11 7 8 21 2
T, ID Irreducible S Year 16 8 7 2 19
b tagging Irreducible st Year’ 16 6 13 22 6
T, energy scale Irreducible S Year 3 1 1 1 3
JES Irreducible st Year’ 14 10 5 15 6
JER Irreducible sf Year 13 16 6 15 5
Unclustered MET Irreducible S Year <1 3 2 <1 5
Lepton FRs Fakes st Flavor 13 47 14 7 8
T, FR SFs Irreducible, fakes SJr Year 15 10 2 4 26
MC closure Fakes N, S Year, flavor, channel 13 13 5 8 23
Yield All but data Nt Process, (channel, ﬂavor)'i 8 25 4 15 35
Jet multiplicity DY S b tagging condition 7 1 3 10 X
CR extrapolation WZ,7Z NS Process 7 6 5 12 X
Bin-by-bin All but data S Year, channel, process'IT 26 37 12 19 58
Statistical Data S Year, channel, bin 78 67 40 41 67
’ Partially decorrelated. ysis.
t Incorporates multiple systematic variations. § Log-uniform pdf.

+ Applies only to the fake background in the HH anal- T Only if unweighted backgrounds total < 10 events.

Table 6.1: Systematic uncertainties of theoretical (top section) and experimental (middle section) origin,
as well as statistical uncertainties (last row), all broken down by their scope, effect on normalization
(N) or shape (S), correlation status, and relative contribution to full CI of the POIs in ttH (fL.;,, fley,
Qs Biiz) and HH (Qyyy,) analysis with all extracted from the real data under the SM hypothesis.
The relative contributions to total uncertainty (6 {1) are obtained by fixing the NPs to their post-fit
values, profiling the rest, and subtracting in quadrature the resulting post-fit uncertainty (A[L/) from
the total post-fit uncertainty (AfL) that was obtained for the standard case where all parameters in

the fit were allowed to float: §f1 = /1 — (A,a'/Aﬁ)z. When summed in quadrature, the relative
contributions do not necessarily add up to 100% because of correlations between the NPs induced
by the ML fit. Unless specified otherwise, the corresponding NPs are correlated between individual
bins, signal and background processes, channels and data-taking years. The shape effects also entail
changes in accepted event yields. Cross mark (X) indicates that the NP was not used in that particular
analysis.

Log-normal or Gaussian constraints are imposed on NPs depending on whether the
underlying systematic uncertainty affects only the overall normalization of individual pro-
cesses, or if it also induces changes in the shape of the discriminant [366]. The former
choice is justified by the argument that processes are normalized to a product of positive
factors — cross section, integrated luminosity, data-to-MC SFs —, each of which can be
viewed as an independent source of randomness. Since the product of random variables is
expected to follow a log-normal distribution, it is appropriate to constrain the normaliza-
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tion uncertainties using the same pdf. Unlike Gaussian constraints, log-normal constraints
are guaranteed to keep the event yields positive and physical. Statistical uncertainties
on the prediction are also included in the likelihood function by following a modified
Barlow-Beeston prescription, which imposes a dedicated Gaussian-constrained NP on the
sum of backgrounds in every bin, or a Poisson constraint on every process in that bin if it
the total background yield remains below a certain threshold [379]. Poisson constraints on
NP 6, could be implemented with an auxiliary pdf that has the form Pois(v;(8,)|v;(6;)),
but given the floating-point nature of MC event yields v; and the NP itself, the auxiliary
pdf is swapped for Gamma distribution as described in Ref. [367].

A log-normal constraint on a NP 6, would modulate nominal event yields by a factor
of (1+ 5)9’76& where & denotes normalization uncertainty at unit standard deviation
and 6, is a NP subject to auxiliary pdf 72(6,|6;, A8,). Gaussian constraints employ the
same auxiliary pdf, but their effects are propagated to nominal event yields in a different
way. More specifically, given a relative statistical uncertainty &, which is parametrized by
6;, modifies the MC yields by a factor of [1 + &(6; — ;)] under the Gaussian constraints.
In order to incorporate the shape uncertainties to the likelihood model, one would have
to first determine the event yields for every shape-changing NP twice by varying the
underlying quantity, which is either an energy scale or a SF, up and down by the amount
that corresponds to its unit standard deviation. This procedure creates three sets of
shape templates: one for the nominal case, v;(6;), and another two for the shifted NPs,
vl-(ék iAék). The event yields are interpolated smoothly with a sixth order polynomial
and extrapolated linearly by using the NP itself as the variable that parametrizes the spline
connecting the three event yields [378]. This strategy of estimating the shape effects is
also known as vertical template morphing, because it does not require access to the shape
information from adjacent bins. Those NPs that induce a relative change of less than 0.1%
across all bins,

y [Vi(6 £A8) — vi(6y)|

™ (1vi(B = A6)| +[vi(B)D) /2 (6.7)

are ignored because their effects on the shape of distributions and therefore on the
likelihood itself can be considered as negligible. Energy scale variations may prompt
migration of events from one bin to another, which could potentially create a scenario
where the nominal event yields in a given bin are either larger or smaller compared to the
event yields of both up and down shape templates. In other words, by varying the energy
scale up or down, the event yields in a given bin might change in the same direction with
respect to nominal yields, especially if the overall event yield in that bin is very low. If it
causes a problem in the inference, then one could either rebin the distributions such that
the pathology goes away, or simply ignore the NP altogether based on the argument that
systematic uncertainties are surpassed by the statistical uncertainties on the prediction.
This generally does not happen if the shape templates are obtained by reweighting the
events unless the weights can be negative, which is the case for the FFs, for example.

To enhance the sensitivity of an analysis, rather than constraining the normalization of
dominant irreducible backgrounds with a log-normal pdf, it may be more reasonable to
constrain them from a CR, which is orthogonal to all SRs yet similar enough to the analysis
phase space so that the extrapolation of the background normalization from the CR to the
SRs has more validity to it. The event selection requirements of a CR can be based on those
of a SR but with some cuts inverted. The inversion of those cuts should have the effect of
depleting the CR of the signal and populating the CR with backgrounds that one wishes to
constrain. The CRs can be incorporated into the likelihood function in one of the following
ways: First, one has the option to just let the CR to constrain those NPs that are common
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to all backgrounds in the SR. This strategy was employed in the HH analysis, where the
modeling of NPs was improved with the inclusion of WZ and ZZ CRs. The second option
would be to explicitly constrain those backgrounds with a log-uniform pdf, which allows
the background rates to float freely within a specific range. This approach was chosen
to constrain the normalization of WZ and ZZ backgrounds in the ttH analysis. If there is
enough sensitivity one could also promote the aforementioned NPs to fully-fledged POI
and treat the backgrounds on the same footing as signal. This is also implemented in the
ttH analysis, where the rates of ttW and ttZ backgrounds are modeled with dedicated
POls.
Those POIs and NPs that maximize the likelihood function globally,

A

[, 0 = argmax L (data|u, 0), (6.8)
u.0

are referred to asML estimates (MLEs) of the model. An ,estimator” is a function of the
data, whereas an ,estimate” refers to a particular realization of the estimator, which could
either be data or pseudodata. The MLEs are deemed to provide the best description of the
data. Signal rates that best fit the data are thus identified as fl in Eq. (6.8). Obviously, the
best fit signal are rates all equal to unity by construction when extracted from the Asimov
dataset that assumes signal in nominal amounts. If the ML fit returns a negative signal
rate, then this could mean that some backgrounds were inadequately modeled or just not
accounted for, but it could also happen if the data yields simply fluctuate downwards.

The best fit values of POls are found by first scanning over some range of possible
values and picking a trial value for one or multiple POIs, while freezing the rest. Since
the likelihood function becomes dependent only on the NPs thereafter, the process of
maximizing the likelihood boils down to ,profiling” the NPs. The resulting NPs, é#, are
deemed as conditional MLEs that maximize the likelihood function for a given trial value of
the POls. The pair of POIs and profiled NPs that globally maximize the likelihood function
precisely correspond to the (technically unconditional) MLEs given by Eq. (6.8). Not only do
the signal yields change through the scaling of POlIs as a result of this, but the background
yields might also change after the ML fit if the NPs deviate from their initially attributed
values. For this reason one distinguishes between , pre-fit” and ,post-fit” yields, with the
former corresponding to nominal yields that enter the ML fit and the latter representing
the yields that were scaled by MLEs obtained from the fit.

The MLEs are determined numerically by minimizing the negative log-likelihood function,
I(data|p, ) = —In.L(data|y, 8). This is done with Migrad minimizer in combine. The
minimization routine is available as part of Minuit2 software library in ROOT [332, 380]. It
also provides a Hessian matrix for the negative log-likelihood function [378, 381],

9%I(data|p, 0)
H;;(data) = —&91-89,» e
. n,0=f.0

which incidentally can be identified as a negative observed Fisher information matrix. Given
this correspondence in the context of Cramér-Rao bound [382, 383], the inverse of this
matrix can be interpreted as (minimal) covariance matrix of the NPs, as long as the Hessian
matrix itself is positive definite or, equivalently, as long as all of its eigenvalues are positive.
Square roots of the diagonal elements in the covariance matrix are then taken as post-fit
uncertainties A@ of unit standard deviation. This interpretation is somewhat simplistic
because it ignores correlations with other NPs induced by the fit. Post-fit uncertainties may
differ from pre-fit uncertainties A8, which could indicate problems with the uncertainty
model if the discrepancy is large. When displaying post-fit yields in a plot or as tabulated
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data, the corresponding post-fit uncertainties are generated by sampling the covariance
matrix, therefore taking pairwise correlations between NPs into account [372]. However,
this method ignores (anti-)correlations between individual bins (when shown in plots) or
among processes (when the uncertainty is quoted for individual processes), which is why
quadrature sum of estimated uncertainties would normally exceed the total uncertainty
that is estimated for the aggregated sum of bins or processes.

6.1.3 Limit setting

The MLE of the POI , (1, constitutes a major result of the measurement. Its value is conven-
tionally reported with the corresponding two-sided unconstrained Cl, [{1 — 37, o+ 3+]

at 68% CL, which is numerically equivalent to a one-tailed Gaussian probability at one

o. It is common to express the results as 1 5, in the text. Cls are often interpreted as
uncertainties on (1, because they represent a plausible range of values for the true POls.
Profile likelihood ratio given by

qu(data) = —ZInM (6.9)
L (datalft, 0)

is chosen as the test statistic for constructing the Cl. It discriminates the hypothesis that
provides the best description of the data (as given by the denominator) against all other
alternative formulations of the signal hypothesis. It is clear from Eq. (6.9) that q, = 0for
any u, with the equality satisfied only for the MLE itself. Given that the Cl is supposed
to include the point estimate, it makes sense to limit the acceptance region of g, to an
interval that is bound by some upper threshold qu.c- As seen from Eq. (6.1), this also

requires access to its underlying pdf, f(qﬂ |,u’). The pdf can be constructed by generating
a large number of MC toys, evaluating the test statistic for each toy and aggregating them.
A toy represents pseudodata that is obtained by randomly sampling the predicted yields
while assuming a fixed ,u' for the signal rate. For each such pdf, the threshold g, . is found
by setting its tail probability equal to the CL. The Cl therefore corresponds to a range of
u vaILAJes for wAhich the observed profile likelihood ratio is less than the upper threshold:
087 0 +87) = {1ldu (Yobs) < dyuc)-

Finding the Cls with this method requires a substantial amount of computing resources,
since new toys would need to be generated for every trial value of 1 to find Gy Fortunately,
there is a theorem due to Wilks [384], which states that a log- I|keI|hood ratio like qyu follows
asymptotlcally — that is with increasing amount of data — x distribution at K degrees
of freedom, xK, where K refers to the difference in the number of fixed parameters
between the two likelihoods in the log-likelihood ratio. In the current context K denotes
the number of POIs for which the confidence intervals or regions are determined. The
threshold conveniently equals to m” ataCL equivalent of mo Gaussian tail probability in
one-dimensional POI scans, hence the factor two in Eq. (6.9). Any Cls that are quoted
for single POls in the following are thus obtained by finding the intervals of yu where
qu(Xobs) < 1. As for the scans of POI pairs, the convention that is also followed here is to
provide contours of confidence regions at CLs of 68 and 95%. In this case, the numerical
thresholds that are imposed on the profile likelihood ratio must be raised from 1 to 2.3 for
68% CL, and from 4 to 6.2 for 95% CL.

The width of the Cls, Al = 5T — 57, can be reduced by adding more data or by
improving the modeling of systematic uncertainties. The latter can be tested by fixing one
or multiple NPs in the profile likelihood ratio to their post-fit value at global minimum and
profiling the rest. Since the frozen NPs do not contribute to the likelihood in any capacity,
freezing them would effectively amount to removing them from the measurement. After
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scanning for u, the resulting Cl, A/.L/, becomes somewhat narrower because the ML fit
has now less flexibility to decrease the likelihood for a given trial value of the POI. The
difference with respect to the initial Cl is estimated for upper and lower intervals separately

by subtracting them in quadrature as follows: +1/(6%)? — (6*)*. The importance of
a NP or a group thereof can be assessed by comparing how much the CI shrinks after
freezing the NP and profiling the rest. This is what was precisely done in Table 6.1, where
the last columns quote the size reduction in Cl relative to the full Cl, which was obtained
without freezing any NPs. Another common way of decomposing the Cl into its systematic
components is by progressively freezing the NPs in likelihood scans and comparing the
decrease in the Cls at every step. This method guarantees that the relative reduction in Cls
that is induced by gradually freezing the NPs all sum up to 100% when added in quadrature.
One drawback of this approach is that the relative reduction in Cls depends on the order in
which the NPs are frozen. Even when freezing all NPs there is still a residual Cl left due to
the limited number of data events that are available in the measurement, which is why it is
deemed as the statistical component of the full Cl. The only way to decrease the statistical
component would be to add more data to the likelihood function.

As discussed before, experimental sensitivity of the measurement for excluding a signal
is quantified by significance, which corresponds to the probability for the data to appear at
least as extreme as observed while assuming a background-only hypothesis. It is evaluated
as a p-value of test statistic

L (datal0, §,)

o (6.10)
L (datalft, 0)

qo(data) = =27 ({1)In
where the Heaviside function #€ makes sure that negative signal rate caused by sudden
deficit in the data would not be interpreted as an equivalent excess. The pdf of the test
statistic in Eq. (6.2) is obtained from MC toys that have been generated for background-
only hypothesis. As with the profile likelihood ratio, the test statistic defined by Eq. (6.10)
asymptotically follows 7512 distribution thanks to Wilks’ theorem, which makes it possible
to express the observed significance concisely as: Zj ops = \/¢0(Xobs)- Expected (median)
significance can be calculated with the same asymptotic formula on Asimov data that
assumes signal in nominal amounts [371].
Another way to gauge the sensitivity of an analysis is to extract upper limits on the POls.
In simple terms, upper limits correspond to the largest possible signal that still remains
compatible with the data. The test statistic that is chosen for this task is defined by

L (datalpu, éu)

G, (data) = —270(u — fi)In ——— 2 K7
gu(data) (u ”)nx(datam’, )

(6.11)
[L’:max(O, ﬂ')

Similarly to the test statistic given by Eq. (6.10), the Heaviside function in the definition
of g, is there to prevent excess in data such that [l > u to be interpreted as evidence
against signal hypothesis i, which makes the corresponding Cl as one-sided. The con-
dition that is imposed in the denominator of Eq. (6.11) constrains the best fit value to
be physical. Evaluating the p-value of §,, on pseudo-experiments that assume no signal
yields expected upper limits for the background-only hypothesis [366]. However, since
this is a rather time-consuming process, it is more common nowadays to instead use an
analytic expression to approximate the p-value [371]. All results presented here have been
obtained with asymptotic formulae, with the exception of a few cross-checks to validate
the approximationzz.

2 |nthe present work, MC toys were only used to compute upper limits for SM HH signal and spin 2
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One way to compute observed upper limits is by setting the p-value for signal-plus-
background hypothesis equal to 1 — CL and solving it for . However, in this particular
definition they would no longer remain trustworthy if the backgrounds in data under-
fluctuate. This is because the pdfs of the test statistic for signal-plus-background and
background-only hypotheses can no longer be separated, and the analysis loses credibility
for claiming an upper limit as such. To keep the estimated upper limits more on the conser-
vative side, the condition for extracting them is modified ad hoc to the CL; criterion [385,
386],

__Pu _
1—po
which is solved for u at a fixed CL . The p-value for background-only hypothesis, that
is pgy in Eq. (6.12), represents the probability for obtaining results more compatible with
the hypothesis under the test than what has been observed from the data. The plot on
left-hand side of Fig. 6.2 shows the p-values as they appear in the CL, criterion but assuming
p = 1for p,. An expected upper limit is the median of upper limits that are obtained
by solving Eq. (6.12) for a number of MC toys that have been generated for background-
only hypothesis. It is typically accompanied by one and two ¢ bands, which respectively
represent 16-84% and 2.5-97.5% quantiles in the cumulative distribution of upper limits
computed from the toys. Sufficient experimental sensitivity is achieved if the expected
upper limits are at least as low as the nominal (theoretical) signal rate. If the an upper
limit also falls below the nominal signal rate, then it is interpreted as an exclusion limit. If
the observed upper limit is much greater than the expected upper limit, then this could
either indicate that the backgrounds were mismodeled or that the excess in data arose due
to presence of a signal. One can perform signal injection study to establish whether the
expected upper limits are sensitive to the presence of the anticipated signal by evaluating
the upper limits on pseudodata that features the signal. High sensitivity is reached if the
upper limits increase proportionally to the amount of signal added. Signal injection tests in
ttH multilepton analysis demonstrated this on 2017 data alone [5], which is why no upper

limits were published for the Run 2 combination of the analysis.

The current section introduced three test statistics and the next section a fourth one.
Each test statistic has a unique definition and serves a different role or purpose. This
information is summarized in Table 6.2 to make it more clear.

CLy(u) —o, (6.12)

resonant HH signal at 750 GeV as a cross-check. Both scenarios show a reasonable disagreement of
up to 10%, hence validating the asymptotic approximation.
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Test statistic Definition Needed for

oL (data|ut, é“)

Profile likelihood ratio q, = —2In———F~-~ Cl of the POls
L (datalft, 8)

L (data|pu, 6, .

Lldatale 0) g cpap

L(datalg, §)
CL likelihood ratio Gu = —2Inq L(dataly, 6,) <0 Upper limits on the POI

L(data0, §,) A=Y

1 ifo>p
Background-only L (datal0, éo) >0 Significance of background-
likelihood ratio g =-2In{ L(datalg,6) " H7 only hypothesis

1 if<0

L(data|f1, §)
L (Asimov data*|ft, é)
" Fixed to post-fit yields obtained from the ML fit to data.
Table 6.2: The relevant test statistics that are used for deriving the final results.

Saturated likelihood ratio A =

Goodness-of-fit testing

6.1.4 Unblinding procedure

Optimizing an analysis based on real data introduces subjective biases, which essentially
render the results invalid. For this reason, the effectiveness of the event selection criteria
and discriminants that separate the signal from backgrounds is evaluated purely based
on expected results. Observed results are never looked at while making changes to the
analysis. The process of switching from expected results to observed results is called
unblinding. It is executed in three stages: first by validating the modeling of yields and
uncertainties, followed by fully unblinding the post-fit distributions of the final discriminants
that are used for the signal extraction, and finally computing the observed limits, point
estimates, intervals and significances. All CMS analyses that search for Higgs boson or
related processes, including the analyses presented here, are required to follow these
unblinding steps as prescribed.

The compatibility of predicted yields with the data is validated with the saturated
goodness-of-fit (GoF) test [387]. It generalizes 752 test for data that is not normally dis-
tributed, just like the binned data that is recorded in collision experiments. The GoF test is
performed by evaluating the following test statistic on MC toys and on real data:

= L (datalft, 6)

A(data) = . (6.13)
L (Asimov datalfl, 6)

The Asimov data in Eq. (6.13) corresponds to post-fit yields returned by the ML fit. The
MC toys are produced by randomly sampling the Asimov data. The GoF test boils down to
checking if the observed GoF test statistic, A (x,ps ), remains in the bulk of the distribution
generated by the MC toys. This is decided based on p-value: if the probability for observing
the GoF test statistic as large as suggested by the data is less than 5%, then the realized
experiment performs much worse than one would expect from pseudo-experiments. A
p-value smaller than 5% is therefore indicative of poorly modeled backgrounds, but it is not
as conclusive about the modeling of signal processes because of low signal yields relative
to backgrounds. One has to just assume that the signal processes are modeled correctly
by the MC simulation. The GoF test results of the ttH and HH multilepton analyses are
shown in Fig. 6.3. The plots demonstrate that the background models of both analyses fit
the data adequately.
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Figure 6.3: Distribution of goodness-of-fit test statistic in ttH (a) and SM HH (b) analysis.

Uncertainties are validated by studying the pulls, constraints and impacts of individual
NPs. A pull quantifies how much a NP 6; changes after the ML fit relative to its pre-fit
uncertainty: (6; — 6;)/A8;. NPs may be pulled away from their nominal value if the ML fit is
not able to compensate for the discrepancies between data and prediction by simply adding
or removing signal. Another way of validating the uncertainty model is to assess how much
the uncertainty of a NP changes after the ML fit: A§;/A8;. A NP is said to be constrained if
its post-fit uncertainty is much smaller compared to its pre-fit uncertainty, which could be
interpreted as if the analysis is able to extract the NP with lower uncertainties than the
ancillary measurements, which were specifically designed for this task. A significant pull or
constraint tells that there is tension in the ML fit due to insufficient modeling of systematic
uncertainties. Further insight is gained by checking the impacts of a NP, that is the change
in the best fit value of a POl relative to its MLE after freezing a NP to its +-10 post-fit value,
él- iAéi, and profiling the remaining parameters as usual. Impacts are two-sided if the
POl increases after shifting the NP in one direction and decreases after shifting the NP
in the opposite direction. However, if a shape uncertainty induces marginal migration of
events among different bins, then the resulting shape templates as well as impacts may
end up as one-sided. ML fit prefers to pull and constrain those NPs that rank the highest in
terms of impact, which is why those NPs receive the most scrutiny. Figures 6.4 and 6.5
show the pulls, constraints and impacts of the leading NPs in the ttH and HH multilepton
analysis, respectively, with one plot per POI. No significant pulls or constraints are present,
therefore establishing that the prepared uncertainty models are appropriate for signal
extraction.
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Figure 6.5: Leading pulls and impacts of NPs obtained for the signal rate in the HH analysis. Statistical
bin-by-bin uncertainties are omitted for the sake of clarity.

6.2 Shape discriminant

As argued in Section 6.1.2, shape analysis yields higher sensitivity than the standard cut-and-
count approach, as long as there are enough events left in the SR that can form a meaningful
shape. The sensitivity is driven by the capability for the underlying shape variable to
discriminate between signal and background events. Developing such a discriminant is
exactly the kind of classification task that can be solved with modern machine learning and
multivariate analysis techniques. The remainder of this section is precisely devoted to these
topics. The discussion opens with Section 6.2.1, which introduces some basic concepts
of machine learning that are particularly relevant in the context of chosen classification
methods: boosted decision trees (BDTs) and deep neural networks (DNNs). Details of
both models are provided separately in Sections 6.2.2 and 6.2.3, respectively. The topic
concludes with Section 6.2.4, which is dedicated to the description of a likelihood-based
approach known as the matrix element method (MEM). Many of the ideas presented here
can be found in classic textbooks on the subject, such as in Ref. [388]

6.2.1 Machine learning

A predictive model is a function that maps a vector of input features x; € X to some
specific outcome y; € Y, which could be represented by an interval of continuous values
or by a finite set of discrete possibilities. The former class of predictive models are referred
to as regression models, while the latter class of models are called classification models or
simply classifiers. In HEP applications, regression models are commonly used to improve
the energy resolution of reconstructed particles by approximating their p; spectrum with a
function that exploits their kinematic properties, whereas classification models are typically
utilized for creating signal extraction variables. While it is true that classifiers consider
inherently a discrete set of possible outcomes, the decision of which class a given set of
features belongs to is usually expressed as a probability or a score. Thus, for every class
of possible outcomes, the classifier is tasked to return a floating point number, which
quantifies the likelihood for an event to originate from a certain class of processes. A binary
classifier has to separate signal events from background, whereas a multiclass classifier
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has to recognize events from more than two distinct categories of processes.

A predictive model comes with a set of tunable parameters or weights, which can be
adjusted to improve the prediction accuracy. The optimal set of weights is determined
through an iterative process called training, during which the weights are calculated such
that the errors made by the model become progressively smaller. This is accomplished by
exposing the predictive model to a training dataset  C X x U, which contains correct
pairings of input features x; and labels y,. The accuracy of a model is measured with an
objective or loss function, which compares predicted values {§;} to training examples
{y;}. Optimization method defines the rules for updating the weights in a way that leads
to a lower prediction error as evaluated by the cost function. A classic example of this
would be gradient descent, which moves the model parameters in the direction that is
proportional to the gradient of the objective function. The relative magnitude of the
incremental improvement that the classifier receives at every training cycle is controlled by
learning rate (or shrinkage in BDTs). Other defining parameters of the model that remain
constant throughout the training process are referred to as hyperparameters. They dictate
the complexity and structure of the predictive model.

Input features are properties and attributes that can be leveraged for labeling the
data correctly. They can be a heterogeneous mixture of real values (such as momentum
coordinates or ID scores of individual particles or MET-related variables), integers (like
charge sums or object multiplicities), and categorical data (which includes boolean flags
that summarize the event in a certain way, such as one indicating the presence of SFOS
lepton pairs in the event). The necessary condition is that the features remain consistent
and maintain their meaning regardless of which data or MC sample they are extracted
from. Because the predictive model is evaluated on both data and prediction on equal
footing, the input features have to be engineered only from reconstructed information.
It means that features cannot be extracted from generator-level information, unless this
information is somehow used to directly parametrize signal processes [389]. Modeling of
input features is validated by checking their data-to-MC agreement. However, since this has
to be done before unblinding, overlaying data in the pre-fit distributions of input features is
not possible, at least not in the bins that feature most of the signal. Alternatively, one could
assess the data-to-MC agreement in a CR orthogonal to the SR. Another option would be
to compare the shapes between data and prediction with a two-sample nonparametric
test like Kolmogorov-Smirnov test [390, 391] or Anderson-Darling test [392, 393]. These
tests quantify the probability that the two distributions — one from the data and the other
as predicted — come from the same underlying pdf.

The dataset that the predictor is trained on must include examples of both signal
and background events. These examples are extracted from MC samples, because only
simulated events can be definitively labeled as signal or background. As a general rule of
thumb, more training statistics allows to increase the complexity of prediction models,
which in turn leads to higher prediction accuracy and improved sensitivity. It is therefore
of utmost importance to supply the training algorithm with as many examples as possible.
Unfortunately, the training statistics is rather limited in both ttH and HH multilepton
analyses, because only a few thousand events would pass the SR cuts. Two mitigation
strategies have been put in place to address this problem. First, instead of training a
predictor for every data-taking year separately, the training is performed once per channel
on a joint dataset that has been aggregated over all data-taking years. The second trick is
to relax lepton selection criteria from tight to loose and 7, selection criteria from tight to
fakeable to increase the selection efficiency of SRs. The data-to-MC SFs that are applied to
fake 7, in the 2¢SS+ 17, and 3¢+ 17, channels of the ttH analysis are remeasured with
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the loosest DeepTau ID WP as the selection criterion for the 7, candidates that define the
denominator of those SFs. Both methods of data augmentation are justified as long as the
reconstructed variables in the extended data have similar shapes to those in the original
data. A separate issue is that all leptons and 7,, that pass the selection requirements of a SR
must be matched to generator-level prompt leptons and 7;,. These matching conditions are
waived when constructing the training dataset, with the purpose of exposing the training
algorithm to all kinds of fakes other than QCD multijet events.

Training algorithms generally assume that the training dataset contains an equal number
of signal and background events. Severe imbalances in the proportion of signal and
background events in the training dataset can cause the predictor to perform poorly [394].
Straightforward remedy to this is to uniformly scale the event weights in training examples
such that the sum of weights over the signal events equals that of the background events.
This of course implies that the training algorithm knows how to assign weights to individual
training examples.

The error produced by the predictor can be decomposed into three components: bias,
variance and noise. Bias quantifies the systematic error that arises due to insufficient
complexity of the predictor, for example by fitting quadratically distributed data with a
linear function. Variance measures how susceptible a model can be to random fluctuations
in the data. Noise refers to statistical fluctuations in the data itself, which unlike the
other two the predictor has no control over. A predictor underfits in initial stages of the
training, since it has not yet been fully optimized and therefore not complex enough. In
that case the errors with respect to the training dataset are high and dominated by the bias
term. With every training cycle, the training error is reduced alongside with its systematic
component. As the training process continues, the training error still decreases even though
the bias term has already plateaued. At this point the model has started to learn statistical
fluctuations as representative of genuine features of the data, in which case the model is
said to overfit (or overtrain, like it is commonly called in HEP). An overfit model has lost its
robustness since it has learned to recognize the associations between input features and
output labels in the training data very well, but it would perform relatively poorly on data
that it has not yet seen. This sort of conflict between bias and variance is depicted in Fig. 6.6,
which can be summarized as follows: too simple models fail to recognize genuine features
from the data, whereas too complicated models fail to generalize . The bias-variance
tradeoff has several implications in how machine learning models are trained.

First, one cannot infer results with a model from the same data that the model was
trained on because this would lead to severe biases in the results. In the ttH analysis,
the issue was resolved by reserving 70-80% of the MC events selected in the SR for the
training, and the rest for extracting shape templates from which signal rates are inferred.
The smaller dataset is referred to as the test dataset in the literature. Partitioning of
the simulated data can be avoided if there are other MC samples available for the same
processes. This happened to be the case for ttH, ttV and tt+jets samples, which were
simulated at both LO and NLO in pQCD. The former set of samples were allocated for
the training, so that phenomenologically more accurate simulation is then used for signal
extraction. Inspired by Ref. [395], a different strategy was chosen in the HH analysis to
maximize the event yields that are passed to inference. In particular, the strategy is to
divide all events that pass the SR cuts into two approximately even parts, then use one
half of the dataset to train a model that can be evaluated on the other half, and vice versa,
namely use the other half of the dataset to train a second model that is evaluated on the
first half. There is no foul play here because both models are evaluated on events that they
have never seen before. This method allows to perform inference on double the amount
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of events than before at the cost of losing about a third of event statistics per model. The
only piece of information that is uncorrelated with event kinematics yet available in every
recorded as well as simulated event is the event number, which is why its parity is used
to split the selected events into two halves, with the first half containing events with odd
event numbers and the second half featuring events with even event numbers.

error

— bias
variance
—— validation error

optimum

|

high low
bias, bias,
low high
variance variance
model
complexity

Figure 6.6: Demonstration of bias-variance tradeoff. With every training cycle, the model becomes
more complex, bias decreases alongside with the training error, but variance increases. The training
has reached optimal state once the sum of bias and variance has plateaued. This is gauged with
validation error, which loosely tracks this sum.

The second implication of bias-variance tradeoff is that one would need to somehow
track the variance while training the model to detect overfitting. This can be done by
splitting the dataset that was initially reserved for the training into two: ~ 20% for as-
sessing if the model has overfitted, and the remaining ~ 80% for the actual training. The
smaller fraction of the original dataset, also known as validation dataset, is used only for
evaluating the objective function. Figure 6.7 illustrates exactly how the simulated data is
partitioned between training, validation and inference (or testing, like it is usually referred
to as in machine learning literature) in the ttH and HH multilepton analyses. It is fairly
straightforward in the ttH analysis: about 60% of the event statistics is allocated for the
training, 15% to test against overfitting and the remaining 25% is reserved for inference.
In the HH analysis, however, the selected events are divided into odd and even parts based
on the parity of the event numbers. Both halves are further split between training and
validation in the same proportions as in the ttH analysis. Shape discriminant in odd events
is extracted from the output of the model that was trained on even events, and the other
way round.

A model is considered overfitted if its training error has stabilized but its validation
error has started to increase as the training continues. The number of training iterations
can be controlled explicitly through hyperparameters, such as the number of trees in BDTs
or the number of epochs in DNNs, but it could also be limited by a early stopping condition,
which halts the training process once it detects that relative decrease in the validation
error over a certain number of training iterations is not significant enough for justifying the
continuation of the training process. Another way to detecting overfitting is to compare
the distributions of the classifier score between training and validation datasets with a two
sample nonparametric test. If the resulting test statistics suggest that the distributions do
not come from the same pdf, then this would be indicative of overfitting.

Models typically overfit if the have too many trainable parameters relative to the
number of training examples. Overfitting can be reduced with various techniques, which
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aim to make the models less complicated, or at least more expensive (in terms of the
cost function) to train a complicated model, or introduce randomness into the training
process. One of the viable methods is to add regularizing terms to the objective function,
which penalize increase in model complexity as the training continues. The DNNs that are
trained for the signal extraction in the ttH analysis employ Tikhonov regularization, which
suppresses the occurrence of large weights in the model [396], and dropout layers [397],
which further improves overall robustness of the model by not having to rely on individual
neurons.

Complexity of a model increases with the number of parameters it has to learn, which
itself correlates with the number input features or is otherwise influenced by the chosen
hyperparameters. Therefore, by adding more and more input features to the model without
adding any training examples will ultimately cause the model to overfit. This phenomenon,
also known as ,peaking” [398], can be avoided if the model is instead trained on a smaller
subset of input features. It makes sense to use only those feature in the training that have
the most predictive power. In practice this list of features is determined iteratively for each
model. At first, the model is trained on all features that might have some relevance to the
classification problem at hand. After the training has concluded, the features are ranked by
their importance, which measures how much a feature can influence the predicted values.
Features that rank low are eliminated and the model is retrained with the remaining high
ranking variables. The process of training and eliminating features continues until one is
left with the desired number of features.

training + training +
validation validation

(odd) (even)
o : 5‘)\“
g 1
60% trainin g 40% 40% —xiz
\ 9 ¢ : y p JHEPO4 BMs.
° :
L H
N '
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! (even) (odd) dupl|cated

backgrounds

Figure 6.7: Schematic of how datasets are partitioned for training, validation and inference applica-
tions in the ttH analysis (to the left of vertical dashed line) and in the HH analysis (to the right of the
dashed vertical line). In the ttH analysis there is just one trained model per channel, whereas in the
HH analysis there are six trained models per channel. This is because there are three models trained
on odd events, with one to distinguish nonresonant signal and the other two to recognize resonant
spin-0 and spin-2 signal, and another three models, which were trained for the same purpose but on
even events. As explained later, it hence implies that the models are not targeting one particular
signal hypothesis but instead trying to learn all of them at once. Sensitivity to particular signal
hypothesis is restored by passing the parameter that tells the different signal hypotheses apart as
input to the training. These parameters are one-hot encoded JHEPO4 BMs in the nonresonant case,
and mass of the unknown resonance in the resonant case. To boost the performance, background
events are duplicated for every parameter value for which there are signal samples present in the
training.
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The definition of feature importance varies with the type of classifier. In BDTs, for
instance, the importance of a feature is determined by counting the total number of splits
that are performed on the variable, whereas in DNNs it can be found by replacing the
feature with random noise in the training data and then evaluating how much worse the
model performs because of this change [399]. Features that have higher split counts or
induce larger errors when replaced with random noise are interpreted as having higher
importance than other features.

To maintain low complexity of the model, but to also not bias the ranking of features
by their importance, features that correlate with some other feature more than 80%
are also eliminated. When training a BDT, those highly correlated features would rank
lower compared to the case where the BDT was trained only on uncorrelated or poorly
correlated variables. This is because the training algorithm could split on any of the highly
correlated variables with equal probability. In other words, the total number of splits per
feature is smaller and importance lower compared to the scenario where only one of those
variables is kept for the training. On the other hand, using correlated features may help
with overfitting because statistical fluctuation in those features become less important.

Hyperparameters help to tailor model complexity and thereby adjust its proneness
to overfitting. For instance, too large of a learning rate might cause the optimizer to
overshoot global minimum of the objective function and instead leave it stuck to a local
minimum, whereas if the learning rate is too small, then the optimizer may need more
training iterations to converge than it would in an ideal case. Therefore, one can simply
improve the performance by trying out a different combination of hyperparameters.

A metric is needed that can evaluate the performance of models with different hyper-
parameters. Comparing the output of objective functions does not work because they
themselves depend on the choice of hyperparameters. The standard way of ranking binary
classifiers is to compare their receiver operating characteristic (ROC) curves. The ROC
curve is found by first imposing a cut on the classifier output. Events that pass the cut are
classified as signal, while the events that fail the cut are classified as background. Given
this criterion one can determine the fraction of signal events that have been identified
correctly, also known as true positive rate (TPR). One can similarly obtain false positive rate
(FPR), which corresponds to the fraction of background events that have been identified
incorrectly. The ROC curve is formed by sliding the threshold on the classifier output and
computing TPR as a function of FPR. A classifier performs better if its area under the
ROC curve (AUC) is higher than other models. Random classifiers have an AUC of 0.5,
whereas perfect classifiers have an AUC of 0 or 1. Any classifier with an AUC of a < 0.5
can be converted into a classifier with an AUC of 1 — a by simply inverting its decision. The
performance of a multiclass classifier is assessed with a confusion matrix, which tabulates
the classification rates per output category for every class of events that the model is
trained to distinguish, such that the classification rates add up to 100% per output cat-
egory. Confusion matrix of a perfect classifier would be an identity matrix, whereas the
confusion matrix of a random classifier would contain elements that are all equal to each
other.

The optimal set of hyperparameters in the ttH analysis were found with grid search.
The method works by iterating through a list of parameter values, retraining the model for
every hyperparameter combination, and choosing the set of parameters as the winner that
produces the highest AUC. In the HH analysis, it was acknowledged that grid search is not
the fastest way of determining the hyperparameters, because the number of hyperparam-
eter combinations increases exponentially with the number of values or hyperparameters
one wishes to test. Alternative option would be to optimize one hyperparameter at a time,
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but it might miss the best combination. Surprisingly, instead of searching the best set of
parameters from a predefined list, one could simply pick them randomly and it would still
produce a model that performs just as good as (if not better than) the model that was
found through grid search under the same time constraints [400].

Further efforts in finding better methods for determining the optimal set of hyperpa-
rameters culminated with the adoption of particle swarm optimization algorithm [400,
401], which is an evolutionary algorithm for optimizing continuous nonlinear functions.
The continuous function under question would have to quantify the performance of a
model. A viable candidate that fits for this task would be the AUC that was evaluated on
validation dataset. The metric is improved by giving higher preference to those models
that do not overfit as much:

. |AUCvaI - AUCtrain|

dAUC = AUC,, — K
val 1—AUC,,

(6.14)

The second term that is controlled by parameter x penalizes overfitted models by attribut-
ing lower ranking to those models that show higher discrepancy in AUC between training
and validation datasets. The cost of overfitting is higher in those models that are closer to
a perfect classifier, hence the denominator in Eq. (6.14). Parameter k was set to 0.3 when
searching for optimal hyperparameters in the HH analysis. Particle swarm optimization
algorithm showed about 10% improvement in expected upper limits over the previously
chosen methods of hyperparameter optimization.

6.2.2 Boosted decision trees

Assuming that signal events are more likely to populate certain parts of feature space
than background events, one can construct a classifier that carves out those regions of
feature space by imposing a series of cuts on the features. For example, if signal is expected
to dominate over background in feature space where x; > ¢; and x; < ¢;, with ¢; and ¢;
denoting constant thresholds on features x; and x;, then one could construct a simple
classifier that accepts only those events as signal that satisfy this condition. Instead of
disregarding all events with x; < ¢; as background there might exist some other condition
on feature x; that rejects most of the background but keeps the signal.

The sequence of conditional cuts on the features can be represented with a binary tree,
also known as decision tree [402]. It starts out from a root node, which is an internal node
that implements a cut on a feature and, depending on the outcome of this cut, proceeds
to branch out to two child nodes, with one going left and the other going right. The right
branch is chosen whenever the cut is satisfied, and the left branch is chosen otherwise. A
child node can be either an internal node or a leaf. Unlike internal nodes, leaf nodes do
not implement any cuts on any of the features nor have any child nodes. Instead, they
correspond to a state in the decision process where the final verdict is reached. Leaf nodes
that are to the right of their parent node classify the input data as signal, while those leaf
nodes that are to the left of their parent node categorize the data as background. Thus, a
decision is always reached after a certain number of cuts, which is equal to the height of
the tree. An example of one such decision tree can be found in Fig. 6.8.
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Figure 6.8: One of the 496 decision trees in the BDT that was trained to distinguish nonresonant HH
signal from other processes in 2055+ < 17}, channel. The BDT was trained on events with even event
numbers. Symbols {; and ¢, refer to leading and subleading leptons, respectively.

Decision trees do not always classify the data correctly, as some of the signal may end
up in background nodes, and vice versa. One can measure this cross-contamination with
(Shannon’s) entropy, H = — ):i_’j Pij log Pij» where Pij refers to the fraction of signal (i = 1)
or background (i = 0) events in leaf node j. Entropy is maximized if even amounts of signal
and background end up in the leaf, and minimized if the leaf has only one or the other kind
of data. However, when assessing how well the decision tree classifies the data correctly, it
is useful to not only know the categorical makeup of leaves, but also how it all aligns with
the expectation. This argument motivates another measure called cross-entropy, which is
given by

A=— qu\j logp; ;» (6.15)

ij

where qi stands for the expected occurrence probability of class i in leaf j. In binary
decision trees, this probability equals i in signal leaves and 1 — i in background leaves.
Decision trees with lower cross-entropy are expectedly more accurate at classifying the
data, which is why it is commonly used as an objective function. This can be done by
progressively adding more and more cuts to the features to maximize the homogeinity of
data in every leaf. However, growing the tree by splitting more and more features until
all nodes contain only signal or only background will lead to overfitting. It is possible
to suppress overfitting by adding regularization terms to the objective function, which
penalize the increasing complexity of the tree, such as by imposing a condition that prevents
an internal node from splitting if the entropy of the node is already low.

Bagging is a popular machine learning method that helps to combat overfitting. It works
by subsampling the training data with repetitions, building a slightly weaker classifier from
this data, aggregating them into an ensemble, and averaging over their outputs to retrieve
the final decision. Applying this concept to decision trees produces a new type of classifier
known as random forest [399]. Bagging has shown to improve resilience towards statistical
fluctuations that appear in input data, and thereby reduce variance in prediction error,
which is why random forests can outperform individual decision trees of the same size.

Boosting is yet another technique that helps to reduce bias in the prediction error.
Instead of training individual classifiers of an ensemble on what effectively constitutes the
same data, the novel idea behind boosting is to train new classifiers of the ensemble only
on residual data that is currently misclassified by the existing members of the ensemble.
In other words, every weak classifier that is added to the ensemble learns just about
the subset of data that the previously built classifiers failed to identify correctly. This is
essentially how BDTs are trained, except for the added detail that new trees are constructed
to further minimize the objective function [403]. The decision of every new tree that is
added to the ensemble is weighted by a factor referred to as shrinkage. The final score is
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obtained by averaging over the decisions of individual trees.

BDTs are empirically known to outperform random forests in HEP applications, which
is why they are still the preferred method of solving binary classification problems in the
field. BDTs have several advantages over alternative classification methods. For example,
there is no need to standardize the input features or preprocess in some other way; the
training process runs fast, which leaves plenty of opportunities to find the optimal set of
hyperparameters; the algorithm is more transparent compared to more advanced models
like DNNs.

BDTs have found extensive application in this work. In particular, they are used to
build shape discriminants for the majority of channels in the ttH analysis channels and
for all channels in the HH analysis. BDTs were also trained to solve more generic tasks,
such as identifying SLH — WW™ processes, or detecting processes where a top quark
decays hadronically. All BDTs employed here are trained with XGBoost software, which
was developed by the original creators of the algorithm [403]. The software is accessed
from scikit-learn library [404].

Higgs-jet tagger (HJT) is a BDT that identifies processes where a Higgs boson decays into
two W bosons, with one decaying leptonically and the other hadronically, but one of the
hadronic jets fails the reconstruction. The BDT has been an integral part of ttH multilepton
analysis since 2016 [365]. It computes a score for a jet based on its pr, b tagging score,
quark-gluon discriminant, and its minimum and maximum angular distance to fakeable
leptons in the final state. The jet with the highest score returned by HJT in the event
would be interpreted as the sole jet from the SLH — WW™ process that was successfully
reconstructed. High score correlates with the likelihood that such process even happened,
which is why it is exploited in the 2/SS channel where this particular decay mode is expected
to dominate. The classifier was retrained with LHC Run 2 data-taking conditions by treating
ttH events that fit the process description as signal and ttW events as background.

Hadronically decaying top quarks are identified with hadronic top quark tagger (HTT).
The BDT has found much wider usage in the ttH analysis, because in seven analysis
channels out of ten at least one of the top quarks from the signal process is expected to
decay hadronically. HTT requires exactly three jets as input, with one representing the
b jet from the top quark decay and the other two representing the jets from the W boson
decay. The algorithm exploits their b tagging scores, quark-gluon discriminant, p; and
mass variables. HTT score is evaluated for every combination of three central jets, and
for every permutation thereof. The combination and permutation of the jet triplet that
produced the highest HTT score is considered as the hadronic top candidate. HTT has
been around since 2016 ttH multilepton analysis [365], but unlike HJT it has undergone
several upgrades over the years. The version of the algorithm that was used in this work
was retrained on a mixture of ttH, ttV and tt+jets events, while assuming LHC Run 2
data-taking conditions.

As elaborated in Section 2.5, the event kinematics of HH processes greatly changes
in response to different coupling choices in nonresonant production, or is otherwise
influenced by the physical properties of the unknown resonance in resonant production.
In order to extract the best possible limits for every hypothetical scenario, the obvious
solution would be to train a dedicated BDT that learns to distinguish just one type of
HH signal. The MC samples that were available at the time of developing the shape
discriminants are the LO ggF samples that are listed in Table 5.1: 12 samples of nonresonant
signal, with one sample for every JHEPO4 BM that is produced per HH decay mode; and 19
samples of resonant signal, with one sample for every resonant mass point that is produced
for a given spin of the resonance and its subsequent HH decay mode.
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Different signals may share features that could be leveraged to reject common back-
grounds, but the classifiers may not be able to learn these intricate relationships due
to limited training statistics of the signal samples when training one classifier per signal
hypothesis. This problem inspired the idea of parametrized learning [389]: instead of
developing independent classifiers for every signal hypothesis that fundamentally change
with parameter 0, one could just create a single classifier that is parametrized by 6 to
enhance the effects of shared features. With this approach all signal samples are labeled
accordingly with 6; and bundled into a single dataset, which is considered as signal by the
BDT. Here 0, refers to a particular realization of 8, which could either be a specific JHEPO4
BM or a resonant mass point for which there is MC prediction available. The BMs are
represented by one-hot encoded states, that is by integers in powers of two, since unlike
resonant masses the BMs serve as category labels rather than physical observables. When
training nonresonant BDTs, the same signal event enters the training as many times as there
are BMs but with a different event weight obtained from the signal reweighting procedure
described in Section 2.5.2. Labels 6; enter as input to the BDT on the same footing as any
other training variable. The proposed training strategy is visualized in Fig. 6.9.

0000000000001 (sm)
0000000000010 (HEPO4BM1)

1000066600000 (JHEP04BM12)
- One-hot encoded BM
Signal parameter 6;
Generator-level myny
(250, ..., 1000 GeV) Parametrizet Score between 0
BDT (background-like) and
1 (signal-like)

Training variables
(pr. 0. AR, ...)

Figure 6.9: Schematic for the strategy of parametrized BDT training, which was followed in non-
resonant as well as in the resonant HH analysis. All events used for the training must be labeled by
signal parameter 6;, which could either be a JHEPO4 BM if the training is performed for nonresonant
analysis, or myy, if the training is performed for resonant analysis. In practice, the BMs in nonresonant
BDT are encoded by 13 exclusive boolean flags of which one is set to true, whereas my; of resonant
training is represented by a single floating point variable. They are always supplied regardless of
how they would rank among other training variables in terms of feature importance. The BDT output
tells on a scale from 0 to 1 how likely it is that a given event came from the HH signal process.

All events, including the background events, have to be labeled with 6; in the paramet-
rized BDT training. To accomplish this, one has the option to either randomly pair the
background events to or duplicate them for every signal scenario 6; as illustrated in Fig. 6.7.
The former choice reduces the training statistics of backgrounds by a factor that is equal
to the number of different signal hypotheses considered, which would be a factor of 12
in the nonresonant case or a factor of 19 in the resonant case. It is therefore expected
that such severe reduction in background yields will cause the classifier to underperform
compared to the case where the backgrounds are oversampled instead. Dedicated studies
of this comparison confirm that the oversampling method yields a few percent higher AUC
than the randomization method, which is why it was chosen as the default way of handling
backgrounds in the parametrized BDT training. As a result of this approach, the number
of background events far exceeds the number of signal events in the training. In order to
make the BDT more sensitive to the features that are present in the signal, the features are
transferred from signal to background by interpolating them with a high-degree polynomial
as a function of generator-level my in the training signal sample. The resulting fit function
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is evaluated at a given my value in every event, which is then factorized out in signal events
and applied to background events during the training process and when building shape
templates for the signal extraction. The decorrelation of BDT inputs by m,,,; improved ROC
AUC by about 1%.

To validate it all, two parametrized BDT were trained for the resonant HH analysis,
where one of the models was trained on all mass points except for one, and another model
that was trained on the mass point that was left out. The goal here is to see whether the
latter BDT is able to interpolate between adjacent mass points by comparing it to the
model that was specifically trained for that mass point. The test was performed three
times, each time with a different mass point, which revealed that the interpolation works
at the expense of mild degradation in the performance. Input variables to the BDTs trained
for HH resonant analysis exhibit strong correlations in high BDT output region for mass
points that are separated by less than 200 GeV from each other. This happens due to
limited experimental resolution on myy, which is caused by energy loss from neutrinos
that originate from leptonic W boson decays.

6.2.3 Deep neural networks
As with solving many technical problems, a great place to draw inspiration from is to
study real life biological systems, since evolutionary pressures of nature often converge
to a design that is the most efficient in given circumstances. For example, it is probably
not a coincidence that birds are morphologically similar to airplanes, or that honeycomb-
like patterns appear in all kinds of structures that have to sustain high loads while not
weighing much. Perceptron is one such mathematical model, which was first invented for
the purpose of recognizing patterns from images by mimicking neural activity of human
brains to accomplish the task [405, 406]. A perceptron is supposed to act like a neuron by
accepting signals with varying degrees of importance, and then ,firing”, that is sending out
a new signal if the combined inputs exceed a certain threshold. As shown in Fig. 6.10(a), a
perceptron is just a function that takes a fixed set of features x as input, weighs them by w
depending on whichever feature has the greatest chances of firing the neuron, sums the
weighted inputs together, adds its own bias b, and runs the result through an activation
function A:

y(x|w,b) =A(w-x+Db). (6.16)

=z

Those weights (and biases) can be adjusted such that the predicted output j replicates
the expected response y as closely as possible, which allows to transform the perceptron
into a machine learning model. Although perceptrons can be configured to regress linear
functions, a more relevant application in the present context is its ability to distinguish
binary classes of data. It does so by returning a probability that the provided features
belong to one of the target classes. Activation function that is commonly chosen for
this purpose is the sigmoid function, 6(z) = 1/(1+ e °). The objective of the learning
algorithm is then to compare the returned probabilities to the expectation by evaluating
cross-entropy loss with Eq. (6.15), which runs over all classes i and examples j. As with
BDTs, the model parameters should be updated such that cross-entropy decreases.
While perceptrons excel at figuring out logical conjunction, disjunction and negation op-
erations from 2-bit data, they demonstrably fail at learning exclusive-OR gates [407], which
was one of the primary reasons why research in machine learning stalled for more than a
decade after these findings were published. However, just like multiple logic gates can be
linked together to create more complicated circuits, perceptrons can be chained together
to create more sophisticated structures that are able to learn highly nonlinear patterns like
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exclusive-OR. These structures are known as multilayer perceptrons or, nowadays more
commonly, as neural networks.

A neural network is a sequence of layers that each has a certain number of neurons. A
neuron acts like a perceptron, except it can have a variable number of inputs and outputs23
depending on the network architecture. In a fully connected neural network, each neuron
has the same number of inputs as there are neurons in the previous layer and the same
number of outputs as there are neurons in the next layer. The first (input) layer contains
one neuron per input feature, while the last (output) layer has just one neuron when
performing binary classification or regression, or as many neurons as there are output
classes. Activation function in the output layers is generalized to softmax function [408],
0;(z) = €/ Y ;€% The layers that are sandwiched between the input and output layers
are called hidden layers. Neural networks that feature more than one hidden layer are
colloquially known as DNNs. A DNN can be visualized as a directed acyclic graph as shown
in Fig. 6.10(b). While adding more hidden layers increases the complexity of the model
and therefore reduces bias in prediction error, adding too many layers may give the model
too much flexibility to the point that it starts to interpret statistical fluctuations of the data
as genuine features. In other words, one has to experiment with different topologies of
the network to figure out the configuration that gives the best results.

Hidden
layers

1 +b

N

Figure 6.10: (a): Visual representation of perceptron given by Eq. (6.16). It serves as a prototype for
neurons in neural networks. (b): DNN with n input features, two hidden layers containing m neurons
each, and a final output layer returning probabilities for each of the k output classes. Arrows point in
the direction of feedforward propagation. Overfitting is mitigated with dropout, which randomly
turns off neurons in the hidden layers at every feedforward pass. In this particular instance the dead
neurons are indicated by a pink dashed border. Image courtesy of I. Neutelings.

A DNN is trained in two stages: first by injecting the training data into the network to
compute predictions, and then translating the prediction error into difference by which
the weights are adjusted. Due to linear nature of how neurons process their inputs, the
training data could be fed into the network as a column vector of features with one example
at a time like how it is done in stochastic gradient descent; as a series of matrices that
each represent a batch of, say, few hundred to few thousand examples; or as a single
matrix that contains all examples in its columns. At every layer, the input data is multiplied
by the weight matrix, each row of which corresponds to a different neuron in the layer,
then shifted by biases and sent through an activation function to the next layer until a

B Technically, it has one output just like perceptron does, but the output is propagated to the next
neuron with a different weight, hence creating the illusion that the neuron has multiple outputs.
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prediction is reached. Because basic arithmetic operations in matrix multiplications are
easily parallelized on commodity graphical processing units, it may seem like sending all
data through the network in one go might be the best option here, but as it turns out,
this is really not the case for two reasons: Firstly, the full training dataset may not fit into
memory; secondly, exposing the network to all data that is available for the training may
create very narrow valleys in the objective function, which are difficult for the optimizer to
find and converge on [409]. On the other hand, feeding the network with too few examples
at a time can slow down the training process by a significant margin, which is why the
intermediate option of sending sizable batches to the network is usually the safest.

Once the network has made its prediction for the training sample, the next step is for
the objective function to quantify the error between prediction and expected outcome,
which in case of multiclass classifiers comes down to calculating cross-entropy loss. By
taking derivatives of the objective function with respect to tunable parameters of the
model, one can estimate the amount by which these parameters should be shifted in order
to minimize the objective function. However, because of the chain rule the derivatives
must be first taken with respect to the weights starting from the outermost layer, then
with respect to the weights in the preceding layer, and so on until reaching the first layer.
The weights are for this reason updated in the exact same backwards order [410]. One
cycle of feedforward plus backpropagation of all training examples constitutes an epoch.
The number of epochs must be specified manually since it determines the length of the
training process.

Learning rate directly dictates the proportion of the gradient by which the weights are
updated. As described before, too small learning rates increase the time it would take
for the optimizer to converge, whereas too large learning rates cause the optimizer to
excessively oscillate around the minima or even shoot over them. These oscillations can be
suppressed by estimating average over more recent updates and applying it as a correction
to the weights in the current iteration. Adam optimizer is one of the best algorithms
currently known that adapts the learning rate of every weight based on the averages of the
gradient and its square [411]. A slight variation of the algorithm, Nadam [412], improves
convergence with Nesterov method [413], which shifts the weights in the direction of
previous updates before taking gradient of the objective function and subtracting it from
the weights.

Because sigmoid and softmax functions always map to [0, 1] and hence serve their
purpose of returning probabilities very well in the perceptron model, keeping them as
activation functions in hidden layers might cause some problems. In particular, the issue is
that the derivative of sigmoid function peaks at less than one, and since the total gradient
of the current layer depends on the product of gradients from previous layer, the gradient
simply vanishes in the innermost layers of the network and the weights there do not receive
enough updates. These issues are overcome by using the rectifier linear unit (ReLU) as
the activation function in the hidden layers [414], which makes sure that the gradients
remain roughly in the same order throughout backpropagation. The RelLU function is
defined as max(0, z) for some response z, where the lower bound effectively instructs
the optimizer to not update the weights of those neurons that are not activated at this
particular iteration. Even though ReLU is not differentiable at zero, the problem is typically
ignored by setting the derivative to zero, although a more elegant approach would be to
randomly sample its value from or between zero and one.

Optimizers might have to take a higher or lower number of steps to find the global
minimum depending on where on the hypersurface of the objective function the searches
begin. In other words, convergence somewhat depends on how the weights (and biases)
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are initialized prior to the training. Setting them initially to too small values might lead
to vanishing gradients, while assigning too large values might induce exploding gradients.
To maintain similar variance of the gradient from layer to layer, two popular initialization
methods have been proposed, with one by Glorot [415] and the other by He [416]. Both
recommend randomly drawing the weights from Gaussian or uniform pdfs that have zero
mean but different variances depending on the method. While He initialization conceptually
suits best for networks that activate neurons with ReLU, the gain over Glorot’s method is
sometimes marginal at best.

To avoid excessive saturation of neurons and to promote learning, inputs to the first
layer should be collectively shifted such that they would be distributed at around the
threshold of the activation function. Faster convergence is also achieved if the inputs are
scaled to the same (typically unit) variance [417]. Centering the features to zero and scaling
them to unit variance is carried out in a single operation known as standardization. Batch
normalization is a well known technique that applies the aforementioned transformations
not only to the inputs of the first layer but to all hidden layers, but with the added flexibility
that the scale and offset parameters themselves become learnable [418]. The method helps
to smooth out kinks in the objective function, which in turn allows to increase the learning
rate and thereby accelerate convergence [419]. It also improves the overall robustness
of the network with respect to chosen hyperparameters and initial conditions. However,
recent literature suggests that combining batch normalization with dropout layers could
actually lead to performance loss compared to the case where only one or the other
method is employed [420].

While the popularity of BDTs in HEP research has somewhat historical origins, not
to mention their general appeal for having straightforward interpretation, there are a
few practical reasons as to why BDT has remained the preferred machine learning model
for developing shape discriminants in physics analysis to this day. First, DNNs are highly
configurable, which obviously adds to their benefit, but since there are no universal settings
that are guaranteed to yield the best performance, figuring out the best architecture
requires way more effort than optimizing BDTs since they have fewer hyperparameters. It
also takes anecdotally more time to train a DNN than a BDT of equivalent performance.
Not only that, DNNs perform horribly when trained on limited data or on suboptimal set
of features, whereas BDTs can deliver decent performance even when trained on a few
thousand events. Given enough training examples, however, DNNs are definitely capable
of outperforming BDTs.

DNNs are directly used in the present work to derive shape discriminants for 2¢SS, 3¢
and 2/SS + 11, channels in the ttH analysis. Unlike BDTs, which in the current analysis
are configured to perform binary classification and hence output just one score, which
is the likelihood for signal process, multiclass DNNs return one score per output node,
which corresponds to the probability that a given event belongs to the group of processes
represented by that node. There are as many shape discriminants as there are output
nodes in multiclass classifiers. An event can contribute to the shape template of just
one discriminant because every bin in the likelihood function must remain statistically
independent from all other bins. The shape template that a given event can contribute
to is chosen based on whichever node returned the highest probability. The DNNs are
implemented with TensorFlow [421], which is accessed through Keras interface [422].

172



6.2.4 Matrix element method

Neyman-Pearson lemma postulates that likelihood ratio (LR) or a function thereof has
the highest discriminatory power in rejecting one hypothesis over another [370]. When
formulated this way, it sort of implies that the ,data” in the LR given by Eq. (6.3) refers
to some collection of events one wishes to infer new information from. However, with a
suitably chosen likelihood function, one can apply this principle to single events and convert
the LR into a shape discriminant. This is exactly the idea behind the MEM [423-425], which
proposes that the likelihood function A; under question quantifies the compatibility of
measurement p with the ME of process i as follows:

Ap) = - [do (oW (plp). (6:7)

The above integral convolves differential cross section of the process given by Eq. (2.20)

with transfer functions (TFs) W (p|p), which returns the probability density for reconstruct-
ing parton-level 4-momenta p as p. All TFs are normalized to unity for every process and
for every possible configuration of partons. Total cross section appears in the denominator
of Eq. (6.17) to ensure that A, itself is also normalized to unity as one would conventionally
expect.

TFs intend to emulate the smearing of physical observables that is caused by limited
resolution of the detector. This is accomplished through a series of approximations, which
simplify the evaluation of Eq. (6.17) immensely. For example, it is common in MEM to assert
that 3-momenta of leptons as well as direction of jets and 7, candidates are all perfectly
measured. This is justified simply by the fact that none of these reconstructed observables
have systematic uncertainties assigned to them. Additionally, all final state leptons and
quarks as well as initial state protons are assumed to have negligible mass compared to
their momenta. This does not apply to much heavier top and bottom quarks, which are
instead put on their mass shells. All of these conditions are accomplished by inserting
appropriate Dirac’s 6 functions into the integrand in Eq. (6.17). Each such insertion would
constrain the integration space by one degree of freedom. Flavors of reconstructed leptons
are usually ignored when pairing them to parton-level leptons. In some hypotheses, like the
ones that feature Z/y" — 070 decays, the lepton flavors need to match at construction
level, though.

Energy response of quarks (and gluons) can be modeled with a Gaussian pdf that is
centered around quark energy as shown in Fig. 4.2. The approximation works well for
light quarks, but not as much for b quarks. This is because heavy flavor quarks produce
neutrinos in weak decays, which would then escape the jet reconstruction completely and
would thus cause a sizable deficit in the jet energy compared to the initial quark energy. A
more realistic response model for b quark energy would have to account for these effects
and skew the energy response towards lower values such that the median response is
greater than the mean. This behavior is accurately captured by two superimposed Gaussian
pdfs that each have a different mean and variance [426]:

W(Ejet|Eqa ﬁq) = f n(Ejet|”q( Aqv ﬁq)v Gq(Eqv ﬁq))+ (6.18)
v A ! /A A
(l _f) 'n(Ejet|.uq(Eq> qu)7 O_q(Eqa nq)) .

Mean energy response (u, and u;) is modeled after a linear function of the quark energy,
while the energy resolution (Gq and G;) is decomposed into noise, stochastic and constant
terms like in Eq. (3.6), with coefficients in both parametrizations depending on 1 for
added flexibility. The coefficients are extracted from MC simulation in multiple bins of
generator-level quark energy separately for barrel and endcap regions [427].
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It is not always possible to assign a unique jet to every quark at parton level if the
reconstructed event features fewer jets than would be expected from a given process. This
can happen either because the quark goes outside of the acceptance region and would thus
fail reconstruction, or because there is a second quark within the jet radius. In the latter
case both quarks would be merged into a single jet by the jet reconstruction algorithm.
To account for this subtlety, the TFs of the two quarks are replaced with a single TF that
compares jet energy to the energy sum of both quarks. The third option would be that the
quark remains below the energy threshold and would thus fail the offline selection criteria.
Probability for this to happen amounts to: f(f" W(E|E:q, f,)dE. Energy threshold in the
integration limits, E,., can be approximated by p% /sin 8,, which ignores quark masses and
energy resolution effects. Here p refers to the p; threshold applied in offline selection
and éq is the polar angle of the quark. These cases where a quark happens to be closer to a
charged lepton than the intrinsic radius of the lepton should be vetoed by offline selection
cuts. However, it is certainly possible that a b quark decays into a lepton, which then fakes
the jet that it is part of. Such fake leptons tend to maintain the same direction as its parent
quark, but retain only about 60% of its energy on average [427]. The energy response of
fake leptons is modeled after a Gaussian distribution, the width of which increases linearly
with quark energy.

Energy response of 7, candidates varies with their decay mode. The simplest decay
mode, which is just 1-prong with no extra neutral pions, can be studied as a two-body decay
process. Assuming unpolarized 7 lepton, the energy TF for the charged pions happens
to be a constant of parton-level information [427]. This translates to a flat distribution
in the variable z = E,;;/E, which stands for the fraction of energy that is carried away
by visible hadronic decay products of the t lepton. The charged pion can inherit any
fraction of energy from its parent 7 lepton with equal probability, thereby leaving the
remaining energy to the neutrino also produced in the decay, but only as long as the
process is kinematically viable, which in ultrarelativistic regime boils down to the following
constraint:

mi/m: <z < 1. (6.19)

It turns out that other decay modes, which all feature multiple charged and neutral pions,
can still be studied as two-body decay processes T — 7, v, where the 7, represents cascade
of decays starting from the primary meson resonance and ending with fully reconstructed
objects. The only caveat is that the reconstructed visible mass in the kinematic constraint
given by Eq. (6.19) is no longer a constant at pion mass like it was in 1-prong decay mode,
but follows a multimodal distribution, where the different peaks arise due to multiple
meson resonances and neutral pions. The distribution of the z variable would no longer
remain flat but is instead biased towards larger fractions, which is to say that 7, tends to
retain most of the energy from its parent if the parent 7 lepton decays into multiple pions.
The situation is the opposite for leptons that originate from 7 lepton decays, because the
corresponding TF was analytically found to fall monotonously with the fraction of energy
that the leptons inherit from their parents [427]. The energy response of leptons that fake
a Ty, can be approximated with a Lorentzian function in case of electrons or with a Crystal
Ball function [361] in case of muons [427].

Protons that initiate the HS process can be taken as parallel to the collision axis. Some
of their energy — as dictated by PDFs — is transferred to partons that initiate the HS
process. Since those initial partons continue in the direction of their parent protons, it
follows that those partons would have no transverse momentum either. However, this is
not quite the reality at the LHC, since those partons would undergo a series of radiation
before actually initiating the process. As a result, the ISR effectively shifts the partons away
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from the collision axis by an amount known as hadronic recoil [428]. In order to work this
phenomenon explicitly into Eq. (2.20) where the ME does not model the ISR, the integral
in Eq. (6.17) is marginalized by hadronic recoil as follows [429]:

AP) > Ailp) = [ 55, D)W (B 1B5). (6.20)

Longitudinal boosts by ISR are ignored here because there is no way to constrain them
from experimental data. The total momentum of particles in the initial state must equal to
that of the final state because of conservation laws. From this statement one can work
out that the hadronic recoil is equal to the negative transverse momentum sum of all final
state particles at the parton level:

n .
pr=-Y b7 (6.21)
i=1

Defining hadronic recoil from reconstructed momenta is complicated by the fact that no
neutrinos are reconstructed, yet the sum in Eq. (6.21) extends over all final state particles
that are part of the HS, including neutrinos. Fortunately, there is MET, which serves as
a proxy to total transverse momentum induced by the neutrinos. This allows to express
reconstructed hadronic recoil as:

. n, .
Py =-— (E?'SS - Zp’r> :

i=1

where the second term on the right-hand side runs over all n’ < n reconstructed particles
that are associated with the HS process. The event also features n — r’ neutrinos in
the final state, but none of them are reconstructed. Hadronic recoil at parton level is
compared to its reconstructed equivalent in Eq. (6.20) via a two-dimensional Gaussian
TF, W (p4[p%) = 1(p% b7, V,), where the MET covariance matrix V,, is estimated on a
per-event basis using the MET significance algorithm [302].

Besides the aforementioned approximations, the integral in Eq. (6.20) can be further
simplified by marginalizing it over the momenta of intermediate particles [24]. This is
accomplished through recursive partitioning of the phase space as shown in Fig. 6.11. If
justified, some of those intermediate particles can be forced to their on-shell masses using
the NWA. Every on-shell condition reduces the integration space by one dimension. These
simplifications eventually limit the integration to variables that describe the direction of
neutrinos and 7, energy fractions. Although it is reasonable to keep the number integration
variables to a minimum, in some instances it is justified to marginalize over measured
variables. For example, as argued in Ref. [4], a wrong hadronic jet is picked as the b jet in
1-10% of the cases [168], which can create significant pulls in the TF given by Eq. (6.18).
This sort of tension can be relieved if the b jet energy is not taken from the measurement
but instead marginalized over.

Various ambiguities may arise when mapping reconstructed particles to parton-level
final states. In particular, this can happen if the final state features leptons of the same
charge, multiple b jets, or multiple light jets. Additional ambiguities may come about
if it is not clear which of the two leptons in DL H — WW™ decay should be associated
with the off-shell W boson. The aforementioned ambiguities are resolved by computing
Eq. (6.20) for every permutation of the reconstructed particles that have the same type,
and either taking their average [4], sum [427] or maximum [430] as the likelihood score.
In implementations that target hadronic W boson decays, the jet permutations can be

175



skipped if the invariant mass of the jet pair is more than 20 GeV away from the W boson
mass.

Pn
Figure 6.11: Demonstration of how an n-particle LIPS element with incoming 4-momentum
P and outgoing 4-momenta {p;};_, can be partitioned into a j-particle and an (n — j + 1)-
particle LIPS element by marginalizing over the 4-momentum § of some mtermed:ate particle:
dr,(P;py,....p,) = dIl; (@ Prs---pj)x dll, j+1(P G:Pjits--esPn)X (2717) dg’. The intermedi-
ate 4-momentum can be mtegrated out Wlth Brelt Wigner trick, whereby Breit-Wigner propagator
given by Eq. (2.22) and its inverse, iy ” (q — mg() are inserted under the integral, effectively
forcing the particle to its on-shell mass mx Jd§” = mmyTy.

The likelihood function in Eq. (6.20) is evaluated numerically using MC techniques. In a
nutshell, MC integration is based on the idea that integral F of function f(x) over some
interval [a, b] can be approximated by the average value of f(x;), where the samples x;
are drawn from a uniform pdf U(a,b) over that interval:
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Each term under the sum of Eq. (6.22) could be interpreted as a very crude estimate of
the integral, which is approximated by a rectangular area with sides (b —a) and f(x;), and
so the final estimate for the integral is simply the average over the naive estimates. After
retaining only a finite yet large number of samples N, Eq. (6.22) turns into MC estimator,
which according to the central limit theorem follows asymptotically a Gaussian pdf with
mean Fj and standard deviation

o= [T, /i ) 623)

It is clear from Eq. (6.23) that error on the MC estimate can be lowered by considering
more samples N or by reducing the sample variance Var[f(x)]. Although this conclusion
was derived for a one-dimensional case, it holds true for integration domains of arbitrary
dimensions.

Importance sampling is a MC integration technique that seeks to minimize the variance
inresults [65]. Itis accomplished with change of integration variables in Eq. (6.22): assuming
a sampling function G that maps from [a, b] to [0, 1] and has a Jacobian g(x) = G’ (x) that
normalizes to unity, then Eq. (6.22) can be rewritten as follows:

=Fy
1
F = / fx) dG ) f(G 1 ) dy / x)dx = hm —Zw . (6.24)
X (G y ; \V/
\q?)_/ 7VV
=w(y



Importance weight function w(y) is evaluated on samples that are drawn from distribution

G(x) instead of U(a,b) like before. The transformation in Eq. (6.24) does not change the
MC estimate, but it does have the potential to reduce variance considerably, especially if
g(x) follows very closely f(x). In the extreme case where g(x) is proportional to f(x) by
some constant, all importance weights w; would be equal to F and the variance would
thus be zero by construction.

It is worth noting that MC events are generated in very much the same way [67]:
for every random event configuration x;, the event generator computes event weight w;
by sampling do(x;). Events are unweighted with rejection sampling, whereby an event
is accepted only if its weight w;/w,.«, With w,, denoting the largest possible weight,
is smaller than a random number between 0 and 1 that is drawn from a uniform pdf.
Instead of generating a whole new event for a slightly different coupling scenario, the MC
generators assign a different weights w; to it based on the ratio of squared MEs.

Figuring out the correct form of G(x) can be challenging, though, especially if f(x) has
a complex structure, just like the integrand in Eq. (6.20). VEGAS is a popular integration
method, which attempts to solve this issue by evaluating Fy in Eq. (6.24) multiple times
and adjusting G(x) every iteration such that it keeps the estimated variance minimal [431].
The sampling function is initially set to a uniform pdf, but with every integration step j its
Jacobian progressively approaches the target distribution f(x). The final estimate of the
integral F; and its standard error G, are aggregated over M integration steps such that
higher weight is attributed to those estimates Fy, that have lower standard error oy;:
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The VEGAS algorithm supports integration over multiple dimensions. It makes the
assumption that the variable transformations factorize into unary components, which
allows independent optimization of the sampling functions in every dimension. However,
the issue with this approach is that it will create samples in regions of integration domain
where the target function does not have any peaks whatsoever. For example, if the target
function has p number of peaks in one dimension and ¢ in another, then the algorithm
would concentrate samples in pqg locations of the integration domain, even though the
actual number of peaks can be as low as max(p, ¢). Since this wastes a considerable number
of sampling iterations on phantom peaks, the VEGAS algorithm implements adaptive
stratified sampling to overcome this problem. It does so by dividing the multidimensional
sampling volume into K subvolumes, and increasing the number of samples N, in those
subvolumes & that have higher variance, while also maintaining that Zszl N, =N atevery
integration step. Integral over the full volume is estimated by simply summing over the
estimates of individual subvolumes.

VEGAS does not sample the integrand efficiently if there are nontrivial correlations
among integration variables, which ultimately invalidates the assumption that the sampling
function can be factorized into independent unary components. This can very much be
the case in MEM, because the integrand of Eq. (6.20) receives contributions from multiple
MEs. Yet every ME handles the kinematic variables slightly differently, thereby making
it impossible to find a universal transformation law that decouples the MEs. The issue
is mitigated with adaptive multichannel techniques like VAMP [432], which attempts to
identify individual peaks of the integrand dynamically and sample only those.

At every integration step, the integrator assigns a new set of values to the integration
variables. These values are combined with reconstructed information in order to fully build
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the 4-momenta of all particles that appear in the final state at parton level. From this one
can directly estimate the Bjorken scaling variables, x, , = Y- (E; + p.) /+/s, and the true
hadronic recoil using Eq. (6.21). This is followed by the evaluation of TFs for jet and T
energies, and for hadronic recoil. Acceptance probabilities are evaluated for quarks that
have no matching jets at the reconstruction level. PDFs are evaluated with LHAPDF [82] at
an energy scale that is equal to the half invariant mass of the final state particles at parton
level: Q =Y #i; /2.

The integration step concludes with the evaluation of squared ME of the process. The
squared MEs are obtained with MadGraph5_aMCatNLO [87], which can be configured to
generate a piece of C++ code for the MEs at LO. There are no tools currently available that
support generating code for MEs defined at NLO, not to mention the complications one
would have to face when trying to integrate out the added real emissions [433]. Profiling
the MC event generation software reveals that evaluating the MEs at NLO instead of LO for
the same final state, that is only adding virtual corrections to the Born-level process would
increase the computing time by 1-2 orders of magnitude [4], yet the apparent gain in
terms of discriminatory power is arguably marginal [433]. These arguments make a strong
case for keeping the ME at LO in MEM implementation. Unless the analysis specifically
targets polarized final states, the generated MEs are unpolarized, meaning that it sums
over initial polarization states and averages over final spin states. Different initial states can
be considered in a single iteration of the integration if the over initial partons in Eq. (2.20)
is moved into the integrand and the MEs is paired with appropriate PDFs under the sum.
Given that the ME is defined at LO and both partons in the initial state carry zero transverse
momentum, it follows that the final state particles at parton level must be boosted into
frame of reference where pr is also zero, or otherwise it would violate the conservation of
momentum.

Likelihood function given by Eq. (6.20) is computed for N signal and M background
hypotheses. The results are combined into a LR of the form

N
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(6.25)

where ; are appropriately chosen positive coefficients accompanying likelihood A;. The
coefficients effectively stretch or squeeze LR distribution, but they do not affect the ROC
curve nor the performance as long as the distributions remain continuous. However, the
coefficients do matter in binned distributions because they help to balance between two
extremes, where in one case all events end up in a single bin, while in the other case
they are completely spread out across all bins. The advantage of Eq. (6.25) where signal
likelihoods appear in both numerator and denominator over Eq. (6.3) where the signal
likelihoods appear only in the numerator is that the former always maps to [0, 1], while
the latter is unbounded from above, which is not ideal when trying to plot its distribution
or, more importantly, place cuts on. The LR tends to be close to one for those events that
are more compatible with signal hypotheses than with background hypotheses, while for
backgrounds it should be the opposite. MEM LR can therefore serve as shape discriminant
in signal extraction.

Discriminatory power of MEM LR has been directly utilized in a number of analyses,
such as in spin correlation measurements in SL tt events [434], cross section measurements
of s-channel single top quark production in leptonic final states [435], in top quark mass
measurements [436], and in ttH production cross section measurements in H — bb decay
channel [426]. MEM made its first debut in ttH multilepton analyses in CMS back in
2016 [365]. At the time, the MEM discriminant was developed for 2¢SS+ 17, and 3/
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channels to separate ttH signal from other backgrounds. The MEM discriminant was
directly used as a signal extraction variable in the 2¢55 + 17, channel. In 3¢ channel a
different strategy was followed, in which the MEM log-likelihoods entered as input to two
BDTs, with one distinguishing ttH signal from irreducible ttV background, and the other
separating ttH signal from tt fakes. Including MEM log-likelihoods as input to the BDTs
improved the signal efficiency by 10-15% for the same background efficiency. A similar
method was previously employed in the searches of ttH signal in H — bb channel, where
MEM LR entered as input to the DNN, the output of which was then used as a signal
extraction variable [437].

The MEM discriminant in 2¢SS + 17, channel aims to distinguish ttH signal where
both H — 77 as well as the top quark pair decay semileptonically from the following
backgrounds: irreducible ttZ where both Z/y* — 77 and the top quark pair decay semilep-
tonically; reducible ttZ where Z/y* — (0™ but one of the leptons is misidentified as
7,,; reducible tt — bb/t, + v’s, but either of the b quarks is misidentified as a lepton
that has the same charge as the real one. Even though both H - WW* and H — ©1
contribute in equal amounts to the SR of 2/SS 4- 17, channel, the former decay mode
was not considered in MEM implementation because its contributions are fragmented
across multiple mechanisms. As explained in Section 5.3.3, in about half of the selected
events the reconstructed 7, in the final state is actually a jet from W boson decay that
fakes it. The other half is divided between two decay modes, where in one case H — WW*
decays into £+ 7, and the top quark pair decays semileptonically, while in the other case
it is the other way round. Given the multitude of ways how ttH(— WW?) events can
contribute to the SR of 2/SS+ 17, channel, not to mention the diluting effects caused
by the fact that one of the W bosons has to be virtual, one can see why this particular
signal hypothesis was not implemented in the MEM. The implementation also supports
the scenario where one of the quarks has no matching jets at reconstruction level. In
this ,missing jet” regime, integration is performed over the energy and direction of the
affected quark to evaluate its acceptance probability, which is then factorized into the
MEM likelihoods. The MEM likelihoods are evaluated four times for different permutations
of leptons and b jets. Permutations of light jets are reduced by imposing a W boson mass
window cut on a pair of jets.

In the next iteration of the ttH multilepton analysis in 2017 [5], the event-level BDTs of
3¢ channel were trained on MEM LRs instead of log-likelihood scores like before. The switch
led to a slight improvement in the performance of the BDTs. However, including the MEM
LR as input to the BDTs was found to improve the signal efficiency by just 5% compared to
the case where the BDTs were not trained on the said variable. Likely reason for such a mild
boost in performance can be traced back to the fact that the BDTs in the previous version
of the analysis were trained with the TMVA framework [438], whereas the BDTs in 2017
iteration of the analysis were trained with the XGBoost software [403]. Combining this with
improved modeling of lepton, 7, and jet variables compared to previous year probably
explains why some of the gains from MEM were rendered redundant. MEM LR was
replaced by dedicated BDT in the 2/SS + 17, channel. There were plans to include MEM
LRs as input to the BDT, but they were not followed through because of time constraints.

In the final iteration of the ttH multilepton analysis on full LHC Run 2 data, the MEM
LRs were completely dropped from the main analysis. Instead, the MEM LR of 2/SS+ 17,
channel was used as a shape discriminant in control analysis (CA), which imposes the
same object and event selection criteria as the main analysis, but uses different shape
variables for signal extraction. The CA serves a cross check for the main analysis to highlight
the improvements from using advanced machine learning algorithms compared to much
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simpler shape variables. While in all previous iterations of the analysis the MEM was run
on commodity central processing units (CPUs), then this time around the MEM calculations
were delegated to GPUs [439], which sped up the calculations by two orders of magnitude.

The formalism of MEM inspired SVfit algorithm [429, 440], which aims to reconstruct
invariant mass of the 7 lepton pair from their anticipated decay products, which can be
either a pair of 7}, candidates, a pair of leptons, or a lepton-plus-7;, pair. In short, the
algorithm computes the MEM likelihood for a single Higgs process, where the boson is
produced via ggF and subsequently decayed to a 7 lepton pair. Instead of assuming SM
Higgs boson mass, however, it tries alternative mass hypotheses in the likelihood to find
the one that produces the highest MEM likelihood. The mass hypothesis that maximizes
the MEM likelihood is then chosen as the SVfit mass. The SVfit algorithm improved the
sensitivity of SM H — © 1 analysis by a significant margin [440], which eventually led to
the discovery of the process [135]. It can also be useful in analyses that search for BSM
resonances in T7 final states, since the MEM likelihood would peak at the mass hypothesis
that corresponds to the mass of unknown resonance. The SVfit mass variable was used
as input to the BDTs of 0/ + 27, and 1£+ 17, channels in the ttH analysis, and in the
BDTs of 0¢ 441, and 2¢ 4- 27, channels in the HH analysis. In the latter two channels the
SVfit mass was extracted from the leading 7, pair. Unlike dedicated H — 77 searches, the
SVfit algorithm does not excel at reconstructing the Higgs boson mass here because the
algorithm implies that MET receives contributions only from neutrinos that result from
H — 77 decay, which is obviously not true for ttH nor HH signal.

To address these concerns explicitly in the HH analysis, the SVfit algorithm was extended
to ggF HH — 7777 hypothesis, where each of the four 7 leptons is allowed to decay
leptonically or hadronically [430]. The algorithm works in very much the same way as
before, namely by trying out a range of m,, hypotheses in the signal likelihood to find out
the one that is most compatible with the reconstructed leptons, 7, candidates and MET.
The SVfit mass is used as input to the BDTs of those HH analysis channels that demand at
least two 7, candidates in final state. This was not attempted in other channels because
of practical reasons, as every lepton that is exchanged for a 7, in the signal hypothesis
adds one more integration variable to the likelihood, which would not only increase the
computing efforts but would also degrade the resolution on the estimated SVfit mass.
In terms of feature importance, the SVfit myy, ranked first in the BDTs of 0¢ + 47, and
14+ 37, channels, and placed among the leading input variables of the BDTs that were
trained for the 2¢+27, channel.

MEM has slowly fallen out of favor for several reasons. First, it takes a considerable
amount of human effort to implement the integrands, plus sharing the work with other
groups can be challenging since it is all custom code. This is in contrast to machine learn-
ing algorithms, for which there are dozens of software packages available that all have
user-friendly interfaces one can access to build a model, train it and package it into a
single file that can be easily shared with colleagues. There is a software package called
MoMEMta [441], which attempts to address this problem by providing modular compo-
nents that one can piece together to build a custom MEM likelihood integrand. However,
it does not mean that the implementation comes for free, because one would still have to
learn the framework and fill in missing pieces such as quark acceptance probabilities or
energy TFs for the T leptons.

Second, MEM requires a significant amount of computing resources and time. The issue
becomes especially apparent considering that in order to propagate systematic variations
of energy scales to the final shape discriminant, one would have to evaluate MEM LR for
every such variation. To give some perspective, computing a single MEM LR in 2(S