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1 Introduction
The standard model (SM) of particle physics offers the most detailed and accurate explana-tion for the known fundamental constituents of matter and for the forces that act betweenthem — except for gravity, which is instead explained by general relativity (GR). Boththeories undoubtedly symbolize the pinnacle of human knowledge, which has accruedover many decades through careful analysis and interpretation of numerous laboratoryexperiments and astronomical observations. Although both theories are well establishedin their respective domains, incompatibilities arise in energy regimes where the quantumeffects of gravity can no longer be ignored. From this juxtaposition it is already clear thatneither the SM nor the GR are complete theories. Not only that, an increasing amount ofevidence from studying various astronomical phenomena suggest that most of the matteris in fact made of an unknown substance called dark matter. No direct observation of darkmatter has been made yet, however. In order to get closer to solving these problems, boththeories must be tested thoroughly to find additional hints, which could point towards amore complete description of the universe. Although the world’s largest particle acceler-ator, the Large Hadron Collider (LHC) [11], fulfilled its primary mission of discovering theHiggs boson in 2012 [12, 13] and thus completing the last missing piece of the SM puzzle,no new discoveries have been made in particle physics since then, despite the incredibleefforts made to find evidence for physics beyond the SM (BSM).

One of the main objectives in high energy physics (HEP) research is to detect significantdeviations from the SM by measuring the occurrence rates of certain scattering processesand comparing the results to the prediction. A suitable class of processes where suchdeviations could arise involve the production of one or multiple Higgs bosons. This isinspired by the fact that theHiggs boson is known to interact onlywithmassive particles [14–16]. It is therefore reasonable to assume that any massive particle beyond the SM, if itexists, should also interact with the Higgs field. However, measuring the productionrate of processes featuring Higgs bosons is challenging, because of their extremely lowrates compared to other SM processes, which act as background to the Higgs bosonmeasurement. Highly specialized analysis techniques are thus needed to separate the rareHiggs boson signal from those backgrounds.
The present thesis details the analysis of the Higgs boson production processes, whichare the Higgs boson production in association with a single top quark (tH) or with a pairof top quarks (ttH) [1], and the production of Higgs boson pairs (HH) [2]. The former pairof processes is ideal for probing Yukawa-type interactions between Higgs bosons and topquarks, while the latter process provides direct access to the Higgs boson self-coupling.Both are analyzed in multilepton final states, which entail the presence of multiple muons,electrons and hadronically decaying τ leptons. The multilepton channels complementthose analysis channels, which look for respective signals in the remaining Higgs bosondecaymodes that do not result in vector boson pairs or τ lepton pairs. Unlike the HH signal,the ttH process has already been observed [17, 18], but only in a combination of all Higgsboson decay channels. The ttH and HH multilepton analyses are based on proton-protoncollision data recorded at 13TeV of center-of-momentum (c.o.m) energy by the CMSexperiment [19] at the LHC during the Run 2 data-taking period in the years 2016 to 2018.
This document is structured as follows: Section 2 discusses the theory behind ttH andHH production; Section 3 gives a generic overview of the LHC accelerator and the CMSdetector; Section 4 explains how the various particles are reconstructed and identified,and how the relevant physics observables are computed; Section 5 covers the estimationof relevant signal and background processes; Section 6 describes the machine learningmethods that are utilized in building powerful discriminants to separate the rare ttH and
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HH signals from backgrounds, and how their output is used in the statistical analysis to infernew information about the presence or absence of the ttH and HH signals in data. Thedetails that are specific to the ttH and HH multilepton analyses are provided in Sections 7and 8, respectively.This thesis uses natural units by setting the speed of light, c, the reduced Planck’sconstant, h̄, and the gravitational constant, G, all equal to one. Energy, mass and mo-mentum are all expressed in units of electronvolt (eV), which equals to approximately
1.60×10−19 J, 1.78×10−36 kg and 5.34×10−28 kgms−1 in SI units, respectively. Einsteinsummation convention is implied, but the indices are generally dropped in scalar productsand in equations if the contravariant or covariant indices have no particular relevance.Inner products with Dirac matrices are expressed using Feynman slash notation. Minkowskimetric with signature (+,−,−,−) is assumed. Quantities in bold font refer to a collectionof indexable objects such as vectors or lists. The fraktur („fraktur”) font is used to label Liealgebras, in order to distinguish them from corresponding Lie groups, which are written inthe usual math font. SM particles are typed in normal text font, while the correspondingfields are in math font, e.g., Z for the particle and Z for the underlying field. The plus orminus signs that are present in the superscripts of particle names denote the charge of theparticle, and are dropped if they do not serve a specific purpose in the discussion and ifomitting the superscript does not cause any confusion. The time axis in Feynman diagramsis horizontal and points from left to right.
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2 Theoretical foundations
There are four distinct forces that are currently considered as fundamental in the universe:the strong force, the weak force, the electromagnetic force and the gravitational force.The first three forces are described by the standard model (SM) of particle physics, anamalgamation of quantum mechanics and special relativity that provides an explanationfor all discovered elementary particles and their interactions. The fourth force, gravity, isbest described by the general theory of relativity. It shows how the matter-energy contentin the universe affects spacetime and how spacetime in turn dictates the motion of saidcontent.

To date, both theories are remarkably consistent with the experimental data in theirrespective domains, yet there remain many reasons to believe that the two models arestill incomplete. For one, the SM cannot explain 95% of the matter-energy content ofthe universe, nor as to why there is more matter than anti-matter in the universe. Theconcept of gravity also breaks down at very high energies or equivalently at very smalldistances, which are characteristic to the conditions of the early universe. These short-comings necessitate further scrutiny of these models, with the ultimate goal of findinginconsistencies between the predictions of the theory and the experimental data. Doingso narrows down the class of models that could replace or extend the current framework,or rule out alternative theories that have been put forth.
This chapter is organized into four sections. A concise introduction to the SM and itsextensions are first given in Section 2.1. It is followed by Section 2.2, which discusses thephenomenology of particle collisions at the LHC. Amore detailed treatment of the topic canbe found in standard textbooks and references that the present text is based on Refs. [20–24]. The discussion continues with Section 2.3, which explores the phenomenology ofthe Higgs boson in more detail. It is followed by Section 2.4, which focuses on associatedproduction of the Higgs boson with a single top or anti-top quark (tH), and with a pair oftop quarks (ttH). Finally, Section 2.5 goes into the details of Higgs boson pair production(HH), which concludes the discussion. The aforementioned processes are treated as signalsin the present work.

2.1 Overview of modern particle physics
Matter particles are described by spin- 1

2 fermions and the interactions between theseparticles are mediated by spin-1 vector bosons. In particular, the strong force is carriedby gluons (g), the weak force by W± and Z bosons, and the electromagnetic force byphotons (γ ). Fermions can be arranged into three pairs or „generations” of quarks andleptons, where each such pair of particles share common properties. The first generationof quarks are up (u) and down (d) quarks; the second generation are charm (c) and strange(s) quarks; the third generation are top (t) and bottom (b) quarks. The first generation ofleptons are electron (e−) and electron neutrino (νe); the second generation muon (µ−)and muon neutrino (νµ ); the third generation tau lepton (τ−) and tau lepton neutrino (ντ ).The only spin-0 scalar particle in the SM is the Higgs boson (H) that interacts only withmassive particles, including itself.
Each interaction between the particles has to conserve electric charge, color chargeand weak isospin. A particle can be subject to a force only if it carries the correspondingcharge. For instance, the only particles that carry the color charge and thus interact viathe strong force are quarks and gluons, therefore implying that gluons can interact withthemselves because they also carry color charge while being the mediators of the force.Neutrinos, photons, gluons, Z and H are all electrically neutral; charged or „down-type”
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leptons e−, µ
− and τ

−, as well as the W− boson all carry an electric charge of−1; up-typequarks (u, c, t) and down-type quarks (d, s, b) have an electric charge of +2/3 and −1/3,respectively. Only gluons, photons and Z do not possess the weak isospin. Every particlehas an antiparticle that carries the opposite charges. Photons, Z and H are their ownantiparticles.The remainder of this section covers each facet of the SM in more detail. Section 2.1.1gives a brief overview of quantum field theory (QFT), which is the mathematical foundationthat underlies much of the modern particle physics. The discussion continues with Sec-tion 2.1.2, which explores the physics of quarks and gluons. In Section 2.1.3 that follows laysout the ingredients that would be needed to describe weak and electromagnetic (EM) in-teractions. Section 2.1.4 explains how the vector bosons and fermions obtain their massesthrough the Higgs mechanism. The presented details are summarized in Section 2.1.5,which also highlights some of the shortcomings found in the theory. Finally, Section 2.1.6introduces a systematic approach for probing theories alternative to the SM.
2.1.1 Quantum field theory
The SM is formulated in terms of quantized fields Φ(x) that fill all of spacetime. The word„quantized” refers to their operator-like functionality of creating or annihilating individualelementary particles, which is achieved by letting the field operators act on a particularquantum state at a given spacetime position x. More technically, particles are interpretedas superpositions of discrete momentum eigenstates of the Hamiltonian that encodesthe motion of the free quantum field. Interaction between the fields in this descriptionis achieved by coupling the free fields at the same spacetime point. The couplings couldbe written into the theory ad hoc, but in the SM they are constructed by imposing thatthe Lagrangian densityL[Φ, ∂Φ], which is equivalent to Hamiltonian, remains extremalunder local gauge transformation.According to Noether’s theorem, for every continuous symmetry of a physical systemthere is a corresponding conserved current [25]. The principle directly emerges fromthe requirement that the stationary action, which is the Lagrangian density integratedover spacetime, does not change if the fields are deformed in some way, thus leavingthe equations of motion intact. A well-known example comes from classical field theory:if the system remains invariant under spacetime translations, then it must conserve 4-momentum. The theorem also applies to global gauge symmetries, which correspond toidentical rotations of the fields performed everywhere in spacetime. A more compellingcase can be made by imposing invariance under local gauge symmetry, which amounts tospecifying a unique gauge transformation at every point across spacetime:

Φ(x)→Φ
′(x) =UA(ααα(x))Φ(x)≡ exp(igAααα(x)TA)Φ(x) . (2.1)

Local gauge transformation UA is an element of some (special) unitary Lie group GAthat acts on the field Φ. The exact form of local gauge transformations depends on theunderlying structure of corresponding Lie algebra gA as well as on its representation.The group generators TA in this expression correspond to conserved charge operators.Factor i in Eq. (2.1) is there to keep the generators Hermitian, which is equivalent to therequirement that the eigenvalues of charge operators have to be real. The function ααα(x)is an arbitrary real-valued parametrization that implements the transformation.Lie groups of unitary kind are preferred in gauge transformations because they preservenormalization of the fields and observables. Unitary groupU(n) consists of n×n unitarymatrices, while special unitary group of n, SU(n), imposes an extra condition that theirdeterminant also equals to+1. Every possible matrix in these groups can be constructed
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from their generators via an exponential map, similarly to how the generators TA imple-ment the transformationUA in Eq. (2.1). The generators ofU(n) and SU(n) groups spanvector spaces called Lie algebras, which are labeled as u(n) and su(n), respectively. Groupmultiplication rules can be inferred from the commutation relations of its generators: acommutator of two generators can be expressed as a linear combination of all generatorsof the group. The coefficients in those linear sums correspond to structure constants ofthe algebra. Lie groups and algebras can be represented by higher-dimensional matricesas long as they replicate the commutation relations exactly. Two common representationsexist: fundamental, which consists of n×nmatrices, and adjoint, the elements of which areprecisely the structure constants. The representation is said to be irreducible if it cannotbe transformed into block-diagonal matrix. The number of generators is determined bythe minimum number of parameters needed for specifying a group element. There are n2

generators inU(n), while in special unitary groups there is one less, n2−1, because of theextra condition on their determinant. Of all the conserved charges that are manifested bythe group generators, only those that are simultaneously diagonalizable can be reliablymeasured at a given time. U(n) has n and SU(n) has n−1 such generators that commutewith each other.A way to quantify intrinsic dynamics of a field is to study its rate of change, whichis done by computing a derivative. However, local gauge symmetry tells that the fieldcan have a unique phase at every point in spacetime. For a fair comparison of the fieldsat infinitesimal distances, this change in phase has to be compensated in any sensibledefinition of a derivative. The solution is to introduce a gauge field AA(x) that tells howmuch the input field should be rotated by group generators TA at any given point x inspacetime. The partial derivative ∂ is then promoted to covariant derivative DA that nowvaries with the location in spacetime continuum:
DA = ∂ + igATAAA . (2.2)

When acting on a field, it not only encapsulates the motion of free fields via ∂ operator asbefore, but it also generates new interactions with gauge fields AA(x) at coupling strength
gA . Given that the covariant derivative DA can act on multiple fields, AA(x) is identifiedas a collection of fields that mediate a force. The transformation laws for the gauge fieldsare derived such that the covariant derivative of a field transforms the same way as thefield itself.Lagrangian density also admits another locally gauge-invariant term, the trace of fullycontracted field strength tensor, which is built from the commutator of covariant derivativesdefined by Eq. (2.2). In Yang-Mills theories [26], where the generators TA do not commute,the resulting field strength tensor explains why the gauge fields interact with themselves.Conceptually, the tensor measures how much the gauge field changes when moving alongan infinitesimally small closed loop in spacetime. Similar mathematical structures alsoappear in general relativity (GR), which postulates that every point in curved spacetimehas a unique coordinate system. The analogy for gauge fields in GR are Christoffel symbols,which are coefficients that compensate for the changes between coordinate systems whenadvancing along the shortest path in spacetime. The curvature of spacetime is encoded inthe Riemann curvature tensor that is built from the commutator of covariant derivatives —just like the field strength tensor in gauge theory.The gauge symmetry group of the SM is SU(3)C× SU(2)L×U(1)Y. The first term,
SU(3)C, gives rise to the quantum chromodynamics (QCD), which is a gauge theory thatstudies strong interactions. The remaining terms, unified as SU(2)L×U(1)Y, implementthe electroweak (EW) sector that concerns EM and weak interactions. The gauge transfor-mations of individual fields are determined by the representation of the symmetry group.
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It is advantageous to organize multiple fields together into a tuple, also called a multiplet,if they share the same representation of gauge transformations. Multiplets consisting ofjust one, two or three fields are referred to as singlets, doublets or triplets, respectively.In addition to gauge transformations, the quantum fields can also be subject to discretesymmetry transformations: charge conjugation (C), parity (P) and time reversal (T ). Chargeconjugation flips the charges of all fields, while parity transformation and time reversal,respectively, mirror the spatial and temporal components of every field. The exact formof a particular discrete symmetry transformation depends on the type of field it acts on.Intuitively, if the Lagrangian density respects C, P or T symmetry, then the processesthat it describes should still be possible when swapping all interacting particles with theiranti-particles, reflecting the processes in space, or viewing them to proceed backwards intime. Discrete transformations constrain how different states interact and thereby restrictthe variety of processes that can happen. Quantum fields are classified as odd or even,depending on whether their eigenvalue is−1 (for odd) or+1 (for even) under the paritytransformation. Scalars have intrinsically an even parity, while vectors have an odd parity.Likewise, scalar and vector fields that have the opposite parity, that is odd and even, arerespectively referred to as pseudoscalar and pseudovector fields.In order to ensure relativistic invariance of the quantum fields, they must transformin a certain way under space rotations and Lorentz boosts. Based on how a given fieldtransforms under these operations, it can be either a spin-0 scalar field, a spin- 1
2 spinorfield or a spin-1 vector field. Each of the fields correspond to a certain representation ofthe Lorentz group that is induced by the Lorentz transformations. Combination of Lorentztransformations with spacetime translation constitutes the Poincaré symmetry group. Thestructure of the Lorentz group lends itself to the distinction of fields by their intrinsicspin, the states of which can be studied with the help of SU(2) algebra. Excitations ofinteger-spin fields give rise to bosons, while the excitations of fields with half-integer spinproduce fermions. One of the distinguishing factors between the two is that fermions aresubject to Pauli exclusion principle, which states that fermions with identical quantumnumbers such as spin projections or charges cannot occupy the same energy state, whilefor bosons there are no such limitations [27]. This property of bosons and fermions resultsin different collective behavior that is separately studied with Bose-Einstein statistics incase of bosons and with Fermi-Dirac statistics in case of fermions.A spin- 1

2 fermion field can be represented by a single 4-component Dirac spinorΨ, or bya pair of left- and right-handedWeyl spinorsΨL andΨR, each of which has two componentsbut behave differently under the Lorentz transformations. The Weyl representation isconnected to the Dirac representation through chiral projection:
ΨL =

1
2
(1− γ

5)Ψ , ΨR =
1
2
(1+ γ

5)Ψ , (2.3)
where γ

5 ≡ iγ0
γ

1
γ

2
γ

3 is appropriately in Weyl representation and {γµ}3
µ=0 stand for 4×4complex-valued Dirac matrices. They form a basis in Clifford algebra that is defined byanti-commutation relation {γµ ,γν}= 2η

µν , with η
µν being the Minkowski metric. Thecommutator of Dirac matrices generates Lorentz transformations, which can act on thespinor fields. Certain combinations of the spinor fields called bilinears, such as Ψ̄(γ5)Ψ and

Ψ̄γ
µ(γ5)Ψ, respectively act as (pseudo)scalars and as (pseudo)vectors under the Lorentz

transformations. Parity transformation can be implemented with the application of γ
0

on a Dirac spinor, which swaps its left- and right-handed components. A theory is said tobe chiral or parity-violating if it treats left- and right-handed spinor fields differently. Thiscan be achieved by admitting axial terms proportional to Ψ̄(γµ)γ5
Ψ into the Lagrangiandensity.
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Although chirality is strictly a property of fermion fields, there exists a related notion forparticles of any spin called helicity. It is defined as the spin projection on the direction ofmotion of the moving particle. If the particle travels in the (opposite) direction of its spin,it has positive (negative) or right-handed (left-handed) helicity. Massive vector bosonsthat are longitudinally polarized have their helicity equal to zero. Unlike chirality, helicityis conserved over time but not a Lorentz-invariant, at least not for massive particles. It isalways possible to boost into a frame of reference where the massive particle moves in theopposite direction, thereby flipping its sign of helicity. This is not true for massless particles.In the relativistic limit the helicity eigenstates correspond to Weyl spinors, in which case itis common to use helicity and chirality interchangeably. Thus, helicity provides a handle tostudy P-symmetry.It is beneficial to use Weyl spinors when describing the SM because the left-handedspinors and right-handed spinors couple differently to the gauge fields in the EW theory.This is the main reason why it is not possible to simply inject mass terms for the fermions,
mΨ̄Ψ = m(Ψ̄LΨR + Ψ̄RΨL) , (2.4)

into the Lagrangian density as such terms spoil the gauge invariance. Similar reasoningholds when trying to introduce mass terms for the massive vector bosons. Both of theseissues are reconciled with the Higgs mechanism.The SM is a perturbatively calculable theory, which means that the field interactionsare considered as perturbations to the free fields. This is realized by first considering thecorresponding particles as asymptotically free in the initial and final state of a particularprocess. Transition between these two states is described by scattering matrix or S-matrix,which is a unitary evolution operator that depends on interaction Hamiltonian. The unitar-ity condition ensures that the probabilities of all possible transitions add up to one. Theevolution operator can be developed into power series in terms of the coupling parame-ters that are present in the Hamiltonian. Each subsequent term in the series expansioncorresponds to an increasingly more sophisticated interaction connecting the initial andfinal states. It is often convenient to visualize the interactions using Feynman diagrams.The same process can be represented with topologically distinct Feynman diagrams or„channels”. The classification is based on Lorentz-invariantMandelstamvariables, labeled as
s, t and u, that correspond to the momentum exchanged between incoming and outgoingparticles. Trivial contributions to the processes such as particles flying past each other orspontaneous „vacuum bubbles” can be ignored or factorized out in the calculations. Thesum of remaining Feynman diagrams in the series constitutes the Lorentz-invariant matrixelement (ME) of the process, the square of which is proportional to the probability for theunderlying process to occur.The subleading terms in the series expansion give rise to loop diagrams that create di-vergences in the prediction. The singularities are caused by allowing intermediate particles,also known as virtual particles, to attain arbitrarily large or small momenta. The apparentdichotomy is understood by first recognizing that the fixed parameters of the theory —such as mass and charge — do not necessarily correspond to the physically measuredobservables. A well-known phenomenon illustrating this argument is charge screening,where a single electron is surrounded by a spontaneous cloud of virtual electron-positronpairs. Such shielding of the electron modifies its effective charge, depending on how closeor far away the electron is probed. At smaller distances, or equivalently at higher energies,more of the bare electron charge would be revealed, whereas at larger distances or lowerenergies its charge would be dressed by the electron-positron pairs. In similar fashion,self-interaction terms as predicted by the perturbation theory modify its apparent mass.
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Themapping of („bare”) theory parameters to physical („dressed”) observables is carriedout with a technique called renormalization. The method splits a Lagrangian density thatis written in terms of bare parameters into renormalized and singular parts followingsome convention or scheme. The Lagrangian density written in terms of renormalizedparameters has the same functional form as the initial Lagrangian density written in termsof bare parameters, so that the structure of infinities arising from perturbative calculationsin either case stays the same. The divergences are parametrized by some energy scaleusing a method known as regularization. The renormalized terms also become dependenton this scale in the process, because the bare Lagrangian density has no such dependency.Nevertheless, the divergences from perturbative calculations are automatically canceledby the singular terms, also referred to as counterterms, that are extracted from the bareLagrangian density. The result becomes finite and can be therefore linked to physicalmeasurements, but the residual dependency of, say, renormalized couplings on the fiducialenergy scale still remains. The exact behavior of how the coupling changes with therenormalization scale is governed by the underlying gauge symmetry.
The simplest renormalization scheme is minimal subtraction (MS) scheme, in whichthe counterterms absorb only the singularities. The most popular way of regularizingdivergences is by the means of dimensional regularization, which captures the singularpart as an infinitesimal shift with respect to the spacetime dimension. The purely infi-nite part obtained with this method is usually accompanied by a finite contribution of

ln(4πe−γE ), where γE ≈ 0.577 is Euler’s constant. This constant can also be moved intothe counterterms. This renormalization scheme is also known as the modified MS (MS)scheme.
2.1.2 Quantum chromodynamics
The dynamics of massless quarks and gluons is governed by the QCD Lagrangian density

LQCD =−1
4

G2 + iΨ̄q /DΨq . (2.5)
The gluon field strength tensor,

G≡ Ga
µν ta = 2∂[µ Ga

ν ]t
a +gS f abcGb

µ Gc
ν tbtc , (2.6)

is built from eight gluon fields Ga
µ . It corresponds to the number of generators in the

SU(3)C group that span its algebra su(3)C. Factors f abc in Eq. (2.5) are nonvanishingstructure constants of su(3)C that give rise to gluon self-interaction terms. The secondterm in Eq. (2.5) runs over all six quark flavors q. The generators ta embedded in thecovariant derivative are in fundamental representation, thus corresponding to eight 3×3Gell-Mann matrices, the dimension of which dictates the number of charge eigenstates.Given that there are three such eigenstates, there must also be three distinct eigenvaluesor „colors” that can be assigned to the quark fields. As such, there are three independentDirac spinors, wrapped into a tuple Ψq, each corresponding to a different color charge:red, green or blue. While (anti-)quarks carry a single (anti-)color charge at a time, gluonscarry both color and anti-color. This property of gluons ensures conservation of color andanti-color charges in strong interactions. Feynman diagrams generated by Eq. (2.5) areshown in Fig. 2.1.
Another feature that stems from the group structure of the theory is that the cou-

pling strength αS ≡ g2
S

4π
, renormalized to one loop in perturbation theory, runs with the
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renormalization scale µR as described by the differential equation
µR

∂αS
∂ µR

=−
(

11− 2
3

n f

)
αS2

2π
, (2.7)

with n f denoting the number of quark flavors. The exact choice of µR can be arbitrary,but it is preferable to select the scale such that the higher-order corrections are as small aspossible. Given the wide variety of processes that each can have a unique energy scale, acommon scale for reference is needed when combining αS measurements from multipleexperiments. The standard choice for this scale has become the mass of the Z boson mZ(see Table 2.1 for its value). The current world average of strong coupling at this scaleis αS(mZ) = 0.1179 [24]. Its value at any other scale can be obtained by following theevolution of Eq. (2.7).

BḠ

q

q̄

g

(a)

g

(b) (c)
Figure 2.1: Feynman diagrams for QCD interactions: quark-gluon coupling (a), trilinear gluon self-coupling (b) and quartic gluon self-coupling (c). Diagram (a) explicates the color flow from a pairof a quark and its anti-quark qq (shown with arrows) in initial state to the gluon g (curly line) withextra lines colored as blue (B) and „anti-green” (G, i.e., magenta), while in self-interaction diagrams(b)–(c) the color states have already been summed over and the extra colored lines are hence omitted.Probability amplitude of diagrams (a) and (b) scale with gS, while the amplitude of (c) scales with g2

S.

The right-hand side of Eq. (2.7) has to be negative because there are no more than sixquark flavors discovered thus far. This has a number of consequences: the QCD couplingstrength decreases if the energy scale increases or, equivalently, if the corresponding lengthscale decreases. In other words, quarks behave more as free particles the closer theyget, a phenomenon also known as asymptotic freedom. Conversely, at decreasing energyscales the strong force increases, leading to an effect called color confinement. The QCDscale ΛQCD marks the boundary below which the confinement takes over and the theorybecomes nonperturbative. The exact value of ΛQCD depends on renormalization and flavorschemes [28]. In three-flavor scheme or higher and in MS renormalization scheme the QCDscale is ΛQCD ≲ 0.3GeV. Quarks that are less massive than the QCD scale are sometimesreferred to as light quarks.Color confinement forbids the existence of isolated colored particles. Instead, thequarks and gluons, commonly referred to as partons, must form a bound state called ahadron that does not possess the color charge. In terms of group theory, such boundstates correspond to the singlet states of SU(3)C. The simplest color singlets are mesons,consisting of a quark and an anti-quark that carry opposite color charges, and baryonsconsisting of three quarks that each carry a different color charge. Baryon number, whichis defined as (nq −nq )/3 with nq (nq ) denoting the number of (anti-)quarks, is known tobe conserved in all SM interactions.Hadronization is the process where quarks and gluons arrange into hadrons. Oneof the most successful hadronization models is based on the idea that the confinementforce between two quarks increases linearly with distance as they move away from eachother [29]. The force field that connects the quarks can be approximated by a massless
9



string. As the distance between the quarks increases, so does the potential energy storedin the string. It eventually leads to string fragmentation, which creates new quark andanti-quark pairs with appropriate color charges at the points where the string breaks. Thebreak-up process reduces the potential energy of (now multiple) strings in the system,and continues until colorless hadrons remain. Other kinds of phenomenological modelsthat attempt to describe the hadronization process have also been developed, such ascluster-based hadronization [30, 31]. Majority of the particles that are produced duringthe hadronization move in the direction of the initial partons. The collection of hadronsspread out over time due to randomness of the hadronization process. Charged hadronsdiverge from their initial paths even more because of the external magnetic field that istypically applied in particle detectors. The spray of hadrons form a cone-like structurecalled a hadronic jet. Top quark is the only parton that does not hadronize because itdecays via the weak interaction first due to its order of magnitude shorter mean lifetimecompared to the hadronization timescale of Λ
−1QCD ≈ 2.2×10−24 s.

2.1.3 Electroweak sector
The electroweak interaction refers to the unified description of EM and weak forces that ismodeled with the SU(2)L×U(1)Y Lagrangian density [32–34]

LEW =−1
4
(W2 +B2)+ iL̄L /DLL + iℓ̄R /DℓR + iQ̄L /DQL + iūR /DuR + id̄R /DdR . (2.8)

In analogy to the gluon field strength tensor that is given by Eq. (2.6), the field strengthtensor W of SU(2)L is constructed from three underlying gauge fieldsW i
µ that are coupledto SU(2)L generators in fundamental representation also known as Pauli matrices. The

U(1)Y group has only one generator, thus implying that there is just a single gauge field Bµand no structure constants whatsoever associated with the group. Particles charged under
SU(2)L carry weak isospin charge that corresponds to the eigenvalue of the diagonalizedgenerator T3, while the particles charged under U(1)Y carry weak hypercharge Y . Theoperator „Ψ̄Lγ

µ
ΨL” appearing in Eq. (2.8) should be interpreted the following way: ΨLoperator creates a left-handed fermion state and annihilates a right-handed anti-fermionstate, while Ψ̄L annihilates a left-handed fermion state and creates a right-handed anti-fermion state. Similarly to baryon number, the SM interactions conserve lepton number,which is defined as nℓ −nℓ with nℓ (nℓ ) denoting the number of (anti-)leptons.

The covariant derivative in Eq. (2.8) acts on different multiplets of left- and right-handedfermions that are grouped together based on how they behave in electroweak interactions.There are two left-handed SU(2)L doublets LL =
(

νℓ
ℓ

)
L and QL = ( u

d )L, constructed fromthree copies of lepton neutrino and charged lepton pairs, and from complementary up-and down-type quarks pairs with identical color charge, totaling nine left-handed quarkdoublets. The remaining right-handed fermions form singlets under SU(2)L, except forthe right-handed neutrinos, which are completely absent. The omission of right-handedneutrinos reflects the fact thatC- and P-symmetry are each maximally violated in weakinteractions [35, 36]. In particular, experiments have not found neutrinos that are right-handed, hence not conserving P-symmetry, nor anti-neutrinos that are left-handed, whichindicatesC-symmetry violation. Fermion fields carry the same weak hypercharge only ifthey belong to the same multiplet. The fermion multiplets are defined for each generation,and in case of quarks also for each color state. Thus, a total of 45 Weyl fields are neededto describe the fermion content of the SM.
The flavor-changing aspect of the electroweak interactions becomes apparent after
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rearranging some of the SU(2)L gauge fields in covariant derivative Eq. (2.2):
W1T1 +W2T2 = (W1− iW2) ·

(
0 1
0 0

)
+(W1 + iW2) ·

(
0 0
1 0

)
≡W+T++W−T− ,

where T1 and T2 are proportional to non-diagonal Pauli matrices. The ladder operators T±act on the left-handed fermion doublets by projecting out either of the fermion fields inthe doublet. Therefore, the Lagrangian density specified by Eq. (2.8) contains terms propor-tional to ūL /W
+dL, d̄L /W

−uL, ν̄L /W
+
ℓL and ℓ̄L /W

−
νL. This means that in weak interactions adown-type quark can turn into an up-type anti-quark, and vice versa, assuming that theybelong to the same generation and carry identical color charges. Additionally, leptons andanti-lepton neutrinos, as well as anti-leptons and lepton neutrinos can interact via the weakforce, provided that they are from the same generation of leptons. It is important to notethat both of these statements are valid for the left-handed fermion fields in interactioneigenstates, since the right-handed fermion fields couple only to theU(1)Y gauge field.The excitations of W± fields give rise to W+ and W− bosons. The remaining gaugefields of the EW symmetry group do not directly correspond to the fields of Z bosons andphotons. For the reasons that will be explained later when discussing the Higgs mechanism,the fieldsW3 and B need to be rotated by Weinberg angle θW ≈ 29◦ in order to uncoverphysical field Z and photon field A. After rearranging the gauge couplings of both EWgroups, the covariant derivative that applies to left-handed fermion fields in the Lagrangiandensity Eq. (2.8) can be expressed as

D = ∂ − ie
sW

(W+T++W−T−)− ie
sW cW

(T3− s2
W Q)Z− ieQA , (2.9)

where sW ≡ sinθW and cW ≡ cosθW , e is identified as the electric charge, and Q is thecharge operator. The electric charge Q, weak hyperchargeY and weak isospin T3 operatorsare all related to one another via the Gell-Mann–Nishijima relation 1:
Q = T3 +

Y
2
.

Higher order corrections in perturbation theory are typically expressed in terms of fine
structure constant αEW ≡ e2

4π
, which equals to roughly 1/137 in the low-energy limit [24]

and, in contrast to the behavior of αS in QCD, becomes stronger with increasing energy2.For right-handed fermion fields, the terms containing SU(2)L generators in Eq. (2.9) vanish.It follows that the Z field couples only to the same flavor fields, but with different strengthsdepending on the chirality, while there is no such discrepancy in EM interactions. Bycontrast, the left- and right-handed fermions couple to the photon field with equal strengthbecause both fermion fields carry the same electric charge, as determined by the eigenvalueof charge operator Q. Feynman diagrams that result from rearranging gauge fields intophysical fields in the EW Lagrangian density given by Eq. (2.8) are shown in Fig. 2.2.
1While the expression was first formulated in terms of quantum numbers that are assigned tohadrons [37–39], it was retrofitted in the EW theory by appropriate normalization of theU(1)Y gaugefield.2 Similarly toΛQCD, which demarcates the lowest energy scalewhereQCD can still be approximatedperturbatively, there exists an upper threshold of 10286 eV for αEW called the Landau pole, abovewhich the perturbative QED calculations, which are those that involve only charged fermions andphotons, eventually break down [40]. However, this scale is never reached in a practical settingbecause it well exceeds the theoretical energy limit above which gravity takes over.
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(c)
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ν̄ℓ/q̄

ℓ−/qd

(d)
Figure 2.2: Feynman diagrams generated by EW Lagrangian density defined by Eq. (2.8) afterrearrangement of gauge fields into physical fields: three-point (a) and four-point (b) interactionsbetween the EW bosons (shown with wavy lines); decay of electrically neutral γ and Z bosons into apair of a lepton and its anti-lepton (ℓ−ℓ+), into a pair of a quark and its anti-quark (qq), or into a pairof a neutrino and its anti-neutrino (νℓν̄ℓ), all shown with solid arrows (c); decay of W− boson into apair of a lepton and an anti-neutrino of the same lepton flavor (ℓ−ν̄ℓ), or into a pair of a down-typequark and an up-type anti-quark (qdqu) (d). The decay of W+ boson (not shown) would proceed
into a pair of an anti-lepton and lepton neutrino of the same lepton flavor (ℓ−νℓ), or into a pair ofdown-type anti-quark and up-type quark (quqd). Probability amplitudes of all Feynman diagrams
scale with e, except for (b), which scales with e2.

2.1.4 Higgs mechanism
Neither QCD nor EW Lagrangian densities given by Eqs. (2.5) and (2.8) include fermionmass terms because such terms would violate the local gauge invariance under SU(2)Ltransformations, as demonstrated by Eq. (2.4). For the same reasons it is also not bepossible to introduce Proca terms for the massive vector bosons such as m2

i W 2
i to theEW theory. Yet, all fermions, as well as W and Z bosons are experimentally found to bemassive.These problems can be cured by first recognizing that the mass terms may arise dueto interactions with some yet unknown scalar field. This idea, nowadays most commonlyreferred to as the Higgs mechanism, postulates a complex-valued Higgs doublet φ withEW-invariant Lagrangian density

Lφ = |Dφ |2−V (φ) (2.10)
and scalar potential

V (φ) = µ
2|φ |2 +λ (|φ |2)2 (2.11)

in the theory [14–16]. The scalar field φ has an energy ground state only if the potential
V (φ) is bounded from below, which in turn implies that the parameter λ must be positive.
Both µ

2 and λ must also be real, since otherwise the resulting Hamiltonian would be
non-Hermitian and therefore would produce probabilities that decay over time. If µ

2 > 0
then the potential acquires minimum at |φ |2 = 0, whereas µ

2 < 0 produces a minimum atnonzero value of the scalar field. The latter case is more compelling because it describesthe field that has a nonzero vacuum expectation value (VEV).The Higgs doublet φ contains four real-valued massless fields, which can be reorganizedas fluctuations around electrically neutral VEV like so:
φ(x) =

1√
2

(
g1(x)+ ig2(x)

v+h(x)+ ig3(x)

)
. (2.12)

In contact with covariant derivative given by Eq. (2.9), the Goldstone bosons {gi(x)}3
i=1would interact with W± and Z fields such that their propagation amplitude would be
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modified. The three Goldstone bosons can be removed by fixing the Higgs doublet inEq. (2.12) to unitary gauge,
φ(x) =

1√
2

(
0

v+h(x)

)
. (2.13)

This procedure effectively adds longitudinal degrees of freedom or, equivalently, assignsmass to the SU(2)L gauge bosons. A residualU(1)EM symmetry still remains but it is notthe same unitary group that is present in the original theory. Higgs doublet written in theform given by Eq. (2.13) conserves CP because it is a true scalar, not a pseudoscalar, thatremains unchanged under charge conjugation.This mathematical description provides the basis for electroweak symmetry break-ing (EWSB): at high temperatures of the early universe, the fundamental EW forces aredescribed by the corresponding massless gauge fields. After the universe cooled, theHiggs doublet obtained a nonzero VEV and the gauge fields mixed. The resulting physicalfields W± and Z became massive in the process. Their mass relations mW = ev/(2sW )and mZ = mW/cW can be easily derived by inserting the gauge-fixed Higgs doublet givenby Eq. (2.13) into the Lagrangian density defined by Eq. (2.10), expanding the covariantderivative in terms of physical fields that are present in Eq. (2.9), and identifying massterms m2W and m2Z/2. The method also generates additional interaction terms betweenthe Higgs field and the massive boson fields as illustrated by Feynman diagrams shownin Figs. 2.3(a) and 2.3(b). In three-point and four-point diagrams, the Higgs field couplesto the physical massive boson fields with strength that is proportional to their squaredmasses of the fields:
gV =

2m2V
v

and g2V =
2m2V
v2 , (2.14)

where V stands for either W± or Z. Since the lower component of the Higgs doublet iselectrically neutral, the Higgs field does not interact with the photon field. Therefore, thephoton field remains massless and acts as the gauge field for the residualU(1) symme-try. The leftover gauge group leads to quantum electrodynamics (QED) that describesinteractions between fermions and photons.The (electrically) charged fermions acquire their masses similarly by coupling to theHiggs doublet and undergoing EWSB. For the charged leptons, this is achieved with thefollowing gauge-invariant Lagrangian density:
Lℓ =−yℓi(ℓ̄

i
Rφℓi

L + h.c.) EWSB
= − yℓi√

2
(v+h)ℓ̄iℓi , (2.15)

where i runs over the three lepton generations and yℓi stands for real Yukawa couplingbetween the charged leptons and the Higgs doublet. The lepton masses are directlyproportional to the coupling strength, mℓi = yℓiv/
√

2.The gauge-invariant Lagrangian density that produces massive quarks takes the follow-ing form:
Lq =−yu

i jū
i
Rφ̄

†Q j
L− yd

i jd̄
i
Rφ

†Q j
L + h.c. , (2.16)

where indices i and j run over the three generations of quarks. The sum is implicit overthe matching pair of color and anti-color charges. The field φ̄ stands for charge-conjugateddoublet, φ̄ = iσ2φ
∗, that has its components swapped and is oppositely charged withrespect to the original doublet. Interactions between charged leptons and quarks givenby Eqs. (2.15) and (2.16), respectively, can be summarized as a single Feynman diagramdepicted in Fig. 2.3(c).Analogously to charged leptons, the up- and down-type quark masses are determinedfrom couplings yu

i j and yd
i j. However, the coupling matrices yu and yd include off-diagonal
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elements, which makes the interpretability of the resulting mass terms difficult. Theworkaround is to define physical mass eigenstates from interaction eigenstates usingunitary transformation matrices that diagonalize yu and yd . This procedure turns the initialLagrangian density expressed by Eq. (2.16) into
Lq

EWSB
= −

yqi√
2
(v+h)q̄′iq

′
i ,

where the sum runs over six quark mass eigenstates q′i that couple to the Higgs field withYukawa strength yqi that is proportional to their mass: mqi = yqiv/
√

2.As a result, the weak interactions do not necessarily occur within the same generationof up- and down-type quarks but also between different generations of quarks. In weakinteractions of quarks, the mass eigenstates are related to interaction eigenstates bycomplex-valued Cabbibo-Kobayashi-Maskawa (CKM) matrix [41, 42]:
VCKM =

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

 .

Themagnitude of each element in theCKMmatrix corresponds to the probability amplitudefor an up-type quark transition to a down-type quark in their mass eigenstates. Global fitto all available measurements of the CKMmatrix parameters under the unitarity constraintyields the following magnitudes [24]:|Vud | |Vus| |Vub|
|Vcd | |Vcs| |Vcb|
|Vtd | |Vts| |Vtb|

=

0.97401 0.22650 0.00361
0.22636 0.97320 0.04053
0.00854 0.03978 0.99917

 .

Quarks are therefore most likely to change flavors within the same generation. The inter-pretation of the CKMmatrix elements becomes clear after expressing the weak interactionterms between left-handed quark fields in their mass eigenstates, and reorganizing theresulting up- and down-type fields into tripletsU ′L and D′L in Eq. (2.8):
iQL /DQL ⊃

e
sW
√

2
(Ū ′LVCKM /W+D′L + h.c.) .

This contrasts lepton universality, which tells that theweak interactions do not discriminateleptons based on their flavor. The other terms in the EW Lagrangian density that combinequark fields with corresponding anti-quark fields can be easily rotated into their masseigenstates because the transformation is unitary. This is to say that the kinetic termsof quarks as well as the interaction terms involving Z and photon fields can be readilyexpressed in the mass eigenstates, as there is no flavor mixing.The CKM matrix has 18 real parameters, but its unitary properties bring the numberof independent variables down to four: three mixing angles and one complex phase δCP.Global fits of independent studies that measure the CKMmatrix elements indicate thatthe matrix does adhere to the unitary conditions. The complex phase δCP is found to benonzero, which indicates that the combined symmetry of charge conjugation and parity(CP) is not conserved. The CP violation explains why EW interactions with quarks run atdifferent rates compared to identical interactions with anti-quarks. This effect has beenobserved in experiments such as those involving neutral meson oscillations [43].Finally, the Higgs field itself is alsomassive. This can be seen by inserting the gauge-fixedHiggs doublet given by Eq. (2.13) into the scalar potential defined by Eq. (2.11) and ignoringconstant terms:
V (φ)

EWSB
= λv2h2 +λvh3 +

λ

4
h4 . (2.17)
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The first term in Eq. (2.17) corresponds to the mass term of the Higgs boson while theremaining terms describe its self-interaction. Therefore, the Higgs boson H, which is theexcitation of the field h, has a massmH = v
√

2λ . Trilinear and quartic self-interaction termspredicted by the Higgs mechanism depend on coupling parameter λ . The correspondingFeynman diagrams are given in Figs. 2.3(d) and 2.3(e).

W∓/Z

W±/Z

H

(a)
W∓/Z

W±/Z

H

H

(b)
ℓ+/q̄

ℓ−/q

H

(c)

H

(d) (e)
Figure 2.3: Feynman diagrams for processes involving Higgs boson: three-point (a) and four-point (b)interaction of Higgs boson (shown with a dashed line) with vector massive bosons (W±, Z); Higgsboson interaction with a pair of a charged lepton and its anti-lepton (ℓ−ℓ+), or with a pair of a quarkand its anti-quark (qq) (c); trilinear (d) and quartic (e) self-couplings. Probability amplitudes of (a)and (b) are respectively proportional to gV and g2V , which are given by Eq. (2.14); the probabilityamplitude for the fermion vertex (c) is linearly proportional to the corresponding Yukawa couplingor, equivalently, to the mass of the involved fermion; the probability amplitude for self-couplingdiagrams (d) and quartic (e) are directly proportional to the self-coupling λ .

2.1.5 The standard model of particle physics

This concludes the overview of the SM. The full Lagrangian density can be pieced togetherfrom individual contributions given by Eqs. (2.5), (2.8), (2.10), (2.15) and (2.16), modulodouble application of /∂ on quark fields:

LSM =LQCD+LEW+Lφ +Lℓ+Lq . (2.18)

Before the EWSB, the fundamental forces are described by massless SU(3)C×SU(2)L×
U(1)Y gauge fields. After the Higgs doublet acquires nonzero VEV via the Higgs mechanism,all particles that couple to the doublet become massive. The mass of each particle isdirectly proportional to the coupling strength to the Higgs field, and vice versa. The theorynow has SU(3)C×U(1)EM gauge symmetry, because the original EW symmetry was brokenin the process. The properties of boson and fermion of the SM are summarized in Tables 2.1and 2.2, respectively. While neutrinos and photons are theoretically massless in the SM, itis not possible to completely rule out them being massive experimentally, which is whytheir masses are quoted using upper bounds.
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Particle Spin T3 Y Q m

H 0 −1/2 +1 0 125.10±0.14GeV
g 1 0 0 0 0*W± 1 ±1 0 ±1 80.379±0.012GeVZ 1 0 0 0 91.1876±0.0021GeV
γ 1 0 0 0 < 10−18 eV

* Theoretical value.
Table 2.1: List of SM bosons, their spin, eigenvalues of weak isospin T3, weak hypercharge Y andelectric charge Q, and mass m with 1σ experimental uncertainty. The masses are taken from ParticleData Group (PDG) [24].

Particle
T3 (L, R) Y (L, R) Q

m(1st, 2nd, 3rd) (1st, 2nd, 3rd)
(νe, νµ , ντ ) (+1/2, ✗) (−1, ✗) 0 < 1.1eV
(e−, µ

−, τ
−) (−1/2, 0) (−1,−2) −1 (511keV, 105.6MeV, 1.777GeV)

(u, c, t) (+1/2, 0) (+1/3,+4/3) +2/3 (2.16MeV, 1.27GeV, 172.76GeV)(d, s, b) (−1/2, 0) (+1/3,−2/3) −1/3 (4.67MeV, 93MeV, 4.18GeV)
Table 2.2: List of SM up- and down-type leptons (first two rows) and quarks (last two rows), theireigenvalues of weak isospin T3, weak hypercharge Y and electric charge Q, and mass m. The weakisospin and hypercharge values are listed for left (L) and right (R) chirality separately. The massesare quoted from Ref. [24] (PDG) for each of the three generations. All quark masses are given inMS scheme, except for the top quark mass that is directly measured from data. The cross mark (✗)indicates that the particles (right-handed neutrinos in this case) do not exist in given representation.The signs of all charges are flipped for anti-fermions.

Although the SM explains the interplay between elementary particles and fundamentalforces with impressive precision and consistency, it does have a few shortcomings. Forexample, it fails to address neutrino masses. While theoretically they are consideredmassless in the SM, various experiments have observed neutrino oscillation [44, 45] inwhich neutrinos have been found to change flavors as they travel through space. Thephenomenon demonstrates that neutrino flavor and mass eigenstates mix, which is similarto quark flavor mixing, thus implying that neutrinos do possess a mass. In analogy to theCKMmatrix, the unitary transformation that connects the interaction and mass eigenstatesof the neutrinos can be expressed in terms of three mixing angles and a CP-violatingphase. The values of these transformation parameters are sensitive to the differencesof squared masses between generations, and not to the masses themselves which arecurrently unknown. The exact mechanism of creating massive neutrinos still remainsunresolved, but the most notable candidates for massive neutrinos include Majorananeutrinos and sterile neutrinos.In addition to neutrino masses, the SM also fails to explain dark matter that is estimatedto account for 84% of all matter in the universe [46]. Primary evidence for such a typeof matter comes from astrophysical observations. In particular, the rotational velocity isfound to not decrease with increasing radial distance, as one would expect from the massdistribution of luminous matter in spiral galaxies. It would either mean that the existingNewtonian dynamics needs to be modified, or that the outskirts of spiral galaxies havemore matter that mostly interacts with ordinary matter via gravity. Further evidence, such
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as temperature anisotropies in cosmic microwave background, formation of astrophysicalstructures, or gravitational lensing effects all point to a type of matter that does not coupleto the „visible” SM particles, hence the name.Finally, the unification of theSMwithGR proves to be themost ambitious idea inmodernparticle physics. Merging gravity with the other three fundamental forces implies thatgravity must be quantized. The natural choice for a particle that mediates the gravitationalforce is a massless spin-2 particle called graviton. However, attempts at constructing aquantized theory with gravitons that works at any scale have been unsuccessful becausesuch theory, unlike the SM, is perturbatively nonrenormalizable. As a consequence, thetheory breaks down at higher energies than the Planck scale ΛPlanck ≃ 1019GeV, wherethe quantum effects of gravity become important. It perhaps hints that the full theory,which unifies all known fundamental forces, may require a more general framework thanQFT.
2.1.6 Effective field theoriesThe shortcomings of the SM have motivated a wide selection of theories that attempt toaddress the problems of the SM. Theories that go beyond the SM (BSM) oftentimes bringabout new phenomena that experimental physicists can put to test. However, it is not veryefficient nor practically feasible to consider every exotic BSM model that theorists haveproposed. Instead, a coherent framework is needed that quantifies deviations from theSM in a systematic way.It is not a coincidence that none of the couplings present in the SM Lagrangian densitygiven by Eq. (2.18) have a negative mass dimension. This property stems from the long-believed assumption that any valid theory should be renormalizable for it to have predictivepower. The reason being: if the theory includes couplings with negative mass dimension,it would not be possible to find a finite number of counterterms that compensate for thesingularities arising from the loop diagrams of these interactions. The SM is perturbativelyrenormalizable as long as α and αS remain sufficiently small, but there exists a whole otherclass of BSM theories, which are nonrenormalizable due to the presence of additionalcouplings with negative mass dimension. It would seem that these theories cannot makeany predictions, since they require an infinite number of parameters to be fixed. However,when assuming that the new interactions become important in the energy scales muchhigher than currently attainable by the experiments, then additional corrections by thoseinteractions to known physics established at lower scales are suppressed by the scale ofnew physics.This is the premise of effective field theories (EFTs), which are applicable or „effective”up to some kinematic limit [47, 48]. The formalism purports an extension to the SMLagrangian density of the form

LEFT =LSM+ ∑
d>4

c(d)i (Λ)

Λ
d−4 O

(d)
i , (2.19)

where Λ is sufficiently large energy scale of new physics, c(d)i are dimensionless complex-valued Wilson coefficients and O
(d)
i the corresponding operators with mass dimension

d. The operatorsO(d)
i adhere to intended gauge symmetries, and are constructed fromthe very same fields and derivatives thereof present in the SM. In the standard modelEFT (SMEFT), the operators are expected to respect SU(3)C × SU(2)L ×U(1)Y. Odd-dimensional operators are not favored because they violate the conservation of baryonor lepton numbers [49, 50]. This leaves dimension-6 EFT operators as the leading ordercandidates for new interactions. Higher-order even-dimensional operators are suppressed
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by the cutoff scale Λ and are thus typically ignored. Different combinations of higher-orderoperators can lead to the same S-matrix, which motivates the need for a standard basis forthese operators [51]. There are multiple conventions that have resolved the redundancyand identified a finite set of operators, each with a different focus on the physics goals,such as Warsaw [52], SILH [53–56] and Higgs basis [57]. More elaborate schemes thanSMEFT have been developed, such as Higgs EFT (HEFT) [58, 59], which exploits the global(„custodial”) SU(2) symmetry of the Higgs potential by rearranging the Goldstone bosonsinto an SU(2)matrix and demoting the Higgs field into a singlet of the EW gauge group.This effectively allows the insertion of new Higgs boson interactions into the Lagrangiandensity via powers of (h/v) terms. The HEFT formalism generally predicts larger deviationsfrom the SM than SMEFT, but is only valid for new physics scales of up toO(4πv)≃ 3TeVdue to unitarity constraints [60, 61]. As a consequence, there is no power counting by thescale parameter Λ in HEFT as in SMEFT. Instead, the different terms in HEFT Lagrangiandensity are distinguished by their chiral dimension, which equals one for fermion bilinearsand for derivative operators.The current situation is analogous to the early days of particle physics, when the bestdescription of β decays was modeled by a contact interaction between the four fermionfields [62, 63]. As depicted in Fig. 2.4(a), the intermediate W boson that mediates thisprocess was not yet resolvable because the energy scale of the interactions was muchlower than the EW scale. Albeit nonrenormalizable, the theory was still successful inexplaining the low-energy behavior of the process.

W−
n

ν̄e

e−

p

Q≪mW
n

p

ν̄e

e−

(a)

EFT

New physics

Λ

Known
particle

Energy scale

Pr
od

u
ct
io
n
ra
te

Full theory
SM

(b)
Figure 2.4: (a): Feynman diagrams of β decay for the cases when the W boson could be resolvedat high energies Q, as shown on the left-hand side, and when the description becomes effective atsignificantly lower energies than the mass of the boson mW , which is depicted on the right-hand side.(b): Illustration of the EFT formalism. Yet unknown UV-completing theories (shown with blue lines)beyond some scale Λ can lead to the same effective description below that scale (demarcated bya green vertical line), thus altering the production rate of known particles with respect to the SMprediction (the latter of which is highlighted with a dashed pink line). Discrepancy between the SMand the effective description (yellow shaded area) can be measured if Λ is reachable by experiments.

The philosophy behind EFTs is that one does not have to know the full theory inorder to make consistent predictions about „low-energy” physics that is currently in reachby experiments. This point is also illustrated by Fig. 2.4(b), which demonstrates thatdifferent BSM behavior at high energies can lead to the same effective description atlow scales. It also explains why it is widely conveyed that signs of new physics shouldappear in the high-energy tails of kinematic distributions. Deviations from the SM can bequantified in terms of coupling parameters that are associated with nonrenormalizable
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higher-dimensional operators. Extracting the corresponding EFT parameters c(d)i fromexperimental data helps to place indirect constraints on masses and coupling strengthsof the new particles, to restrict viable classes of BSM theories, and to prompt dedicatedsearches of the corresponding signal models. Thus, the EFT formalism should be viewedas a tool for making incremental progress towards finding a more complete theory.
2.2 LHC phenomenology
Particle colliders function as a testing ground for the SM. Their objective is to accelerateelectrically charged particles to a desirable kinetic threshold, collide them and detect thecollision byproducts. Depending on the trajectory of accelerated particles, the colliders canbe either linear or circular. In circular accelerators, the particles that are being acceleratedtraverse the circular path numerous times and with every turn receive an energy boostuntil they reach the desired energy, whereas in linear colliders the particles receive theirenergy boost only once while they travel along the straight path before colliding. Thus, ingeneral, circular accelerators can reach higher energies compared to linear accelerators,and are therefore ideal for exploring new energy scales.At relativistic energies, charged particles tend to lose energy in the form of EM radiationby emitting bremsstrahlung photons while being accelerated. The effect is more severefor lighter particles, which is why it is more cost-effective to accelerate hadrons than, say,electrons in order to compensate for the radiation loss. The Large Hadron Collider (LHC)does precisely that: it accelerates collection of protons (p) along a circular path and collidesthem inside the detectors that are located at certain points of the beam line. A moredetailed overview of the apparatus is given in Section 3.1. For the purpose of presentdiscussion it is important to recognize that the collision events happening at the LHC areinitiated by protons which comes with its own challenges. In the following, Section 2.2.1gives a brief overview of the phenomenology concerning hadron collision, and Section 2.2.2describes the theory of particle decays.
2.2.1 Event production
The basis of any physics experiment is the delivery of predictions that can be compared tothemeasurement. The outcome of collision events is inherently probabilistic, as dictated byunderlying Lorentz-invariant matrix elements (MEs) that describe the quantum processes.In case the process of interest happens rarely, lots of data would have to be collectedand subsequently filtered. The selection of collision events is based on a series of cutsapplied on kinematic observables that are constructed from the detector information,with the aim to maximize the presence of signal events while reducing the amount ofbackground events in the collected data. For a fair comparison to the measurement, thesesteps need to be repeated in the theoretical prediction as well. However, evaluating thesecuts analytically becomes computationally infeasible due to the complicated structure ofthe resulting phase space [64].To overcome this problem, the MEs are instead evaluated using Monte Carlo (MC)integration techniques such as importance sampling3 [65] and multi-channel sampling [66].These methods allow sampling the underlying phase space more frequently in placeswhere the ME takes the largest values. The task of making theoretical predictions istherefore factorized into several steps, starting with the simulation of relevant processesin identical detector conditions, followed by the analysis of the data and the simulation onequal footing, and finally comparing the results quantitatively. The simulation is produced

3 The method is briefly discussed in Section 6.2.4.
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by first generating a set of events with fixed multiplicities in initial and final states but inrandom kinematic configurations. A weight is assigned to each event such that distributionsof kinematic observables aggregated over all simulated events follow the theoreticalprediction. This is facilitated by the MC integration techniques, which help to generate theevents more efficiently. For this reason, the simulated events are oftentimes colloquiallyreferred to as MC samples.This approach is extremely beneficial because the same simulation can be used fordifferent purposes by multiple analysis groups in parallel. MC samples make it also possibletomodel arbitrary kinematic variables with ease. However, it comes at the cost of statisticaland systematical uncertainties on the prediction, in addition to the uncertainties knownfrom theory. The statistical uncertainties can be reduced by generating, as a general rule ofthumb, at least an order of magnitude more MC events than expected from the data. Thesystematic uncertainties originate from discrepancies between data and MC simulationthat may occur in some kinematic variables. These differences are corrected with dedicatedscale factors (SFs). Overview of such corrections, as well as the extensive list of MC samplesused in this thesis are detailed in Section 5. Systematic uncertainties of theoretical origincan be propagated toMC samples by adjusting event weights accordingly. In fact, this bringsup another advantage of MC samples: the generated events representing one processcan be transformed into a completely different process by appropriately reweighting theevents. A comprehensive summary detailing other aspects of MC event generators can befound in Ref. [67].The main observable of interest in collision experiments is the total scattering crosssection. It has dimension of area and is measured in units of barn (b)4. In short, the totalcross section is defined as the transition rate between initial and final states, normalizedto incident flux of particles. If the scattering process with final state | f ⟩ is initiated byhadrons A and B at center-of-momentum (c.o.m) energy√s, then the expression for itstotal (hadronic) cross section can be written as:
σAB→ f = ∑

a,b

∫ 1

0
dxa fa/A(xa, µF) dxb fb/B(xb, µF) σ̂ab→ f (xa, xb, µR, µF ,

√
s) . (2.20)

The Bjorken scaling variables xa and xb denote the fraction of longitudinal momentumthat is transferred from initial hadrons A and B to partons a and b, respectively [68]. Theprobability for that to happen at some energy scale µF ≫ ΛQCD is governed by partondistribution functions (PDFs) fa/A and fb/B.The hard5 scattering cross section σ̂ab→ f in Eq. (2.20) is computed at fixed order inperturbation theory:
σ̂ab→ f =

(2π)4

4F

∫
dΠn|M(ab→ f )|2 . (2.21)

Here F refers to Lorentz-invariant Møller flux factor caused by initial state partons a and
b, while dΠn stands for Lorentz-invariant phase space (LIPS) element of the n-particle finalstate | f ⟩. The MEM(ab→ f ) in Eq. (2.21) is expanded in the power series of couplingstrength(s) of interest. For example, the perturbation series can be expanded by αS toinclude higher order perturbative QCD (pQCD) corrections, or byαEW to include correctionsfrom the EW theory, or both. If no corrections are included, then the ME and therefore

4 1b= 10−28m2.5 A „hard” quantity in particle physics refers to something that has relatively high energy. Con-versely, a „soft” observable or process has comparatively low energy.
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the cross section itself is said to be at leading order or lowest order (LO), at tree level or atBorn level. Complete set of first order corrections brings the calculation to next-to-leadingorder (NLO). Corrections beyondNLO are possible but become computationally challengingbecause the number of Feynman diagrams representing each possible subprocess in theME grows factorially with every order. Ratio of partonic cross sections σ̂
′/σ̂ of the sameprocess ab→ f , where the numerator is computed to higher perturbative order than thedenominator, is referred to as the k-factor. The dependency of the cross section on somekinematic observable x is expressed in terms of differential cross section dσ̂/dx. Studyingthe functional form of differential cross section can give a better insight into the underlyingtheory.The hard scattering (HS) cross section in Eq. (2.20) depends on the renormalizationscale µR. The dependency is introduced via coupling strength, with the aim to regularizeultraviolet divergences that occur beyond LO. According to Kinoshita-Lee-Nauenbergtheorem, soft and collinear infrared divergences due to higher order corrections canceleach other [69, 70]. However, the theoremdoes notworkwith hadronic initial states, whereextra partons are radiated that cause collinear infrared divergences. The said infinities areremoved by moving the singular behavior from the partonic cross section into PDFs andsubsequently regularizing them with factorization scale µF that the PDFs hence dependon.The PDFs are designed to absorb collinear singularities that happen when a parton,after being released from a hadron, goes through successive emissions or „splits” belowsome scale µF . The process continues until the parton enters the HS process as an asymp-totically free particle. The evolution of PDFs as a function of scale µF is described by

DGLAP6 equations [71–73]. The PDFs can be expanded in power series of αS, taking intoaccount higher order QCD (as well as QED) corrections to parton splitting. Intuitively,partons in the initial (and final) state are confined to hadrons, while in the HS process theybecome asymptotically free as implied from the ME formalism. The scale µF marks theenergy scale that separates soft collinear emissions from the hard process, or equivalentlynonperturbative hadron dynamics from perturbatively calculable scattering.The total cross section should not depend on µR and µF when including all terms of theperturbation series. In practice, though, the perturbation series is truncated, which meansthat the theoretical prediction still depends on these scales. While both scales are arbitraryin principle, they are set equal to each other in the computation, in order to avoid residualdependencies that may arise in higher orders of perturbative expansion. Dependencies onthese artificial scales can be attenuated by computing the scattering cross section to higherorders. Residual dependencies on these scales due to missing higher orders are taken asa source of systematic uncertainty. This uncertainty is estimated using canonical 7-pointmethod, where both QCD scales are independently varied up and down by a factor oftwo in the ME, while maintaining the condition that | ln(µR/µF)|< 1 [50, 74, 75]. Optimalchoice of the scales is the one that minimizes the uncertainties. A common option is touse constant scales and set them equal to half of the invariant mass of final state particles.PDFs are determined from global fits to data by dedicated collaborations. The PDFsets used in this thesis are NNPDF3.0 [76] and NNPDF3.1 [77], as recommended by theCMS collaboration [78–80]. They express individual parton content of protons. In thelow energy limit, the energy of a proton is dominated by its valence u and d quarks, butwhen accelerated to higher energies its content turns into a „sea” of virtual quarks andgluons that constantly pop in and out of existence. Figure 2.5 shows the distributions of
6 The acronym is built from authors’ names who derived the equations: Dokshitzer, Gribov, Lipatov,Altarelli and Parisi.
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several proton PDFs at a scale that is characteristic to single Higgs boson production. Itdemonstrates that the gluon PDF becomes dominant at small values of the Bjorken variable.At the c.o.m energy that the LHC collided the protons (√s= 13TeV), any scattering processthat requires about a few hundred GeV of energy is most likely initiated by a pair of gluons,followed by a quark-gluon and a quark-quark pair. This is because the resulting Bjorkenvariable, which is proportional to the fraction of c.o.m energy contributing to the HSprocess, can take very small values if both incident particles are gluons. Thus, while thecolliding protons have a well-defined momentum of √s/2 directed along the collisionaxis, the partons that actually initiate the HS event carry less energy as dictated by thecorresponding PDF. At least two sources of PDF uncertainties are distinguished: statisticaluncertainties that are related to the way PDFs are extracted from data, and uncertaintiesdue to αS variation in PDF expressions. Protons can also emit a photon, but the likelihoodfor that to happen is an order of magnitude smaller compared to sea quarks. The photonstructure of the proton is modeled by special „LuxQED” PDFs [81], which are used only toimprove the estimated cross sections of a few processes in the present work.
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Figure 2.5: Proton PDFs with uncertainty bands from NNPDF 3.1 NNLO set for various partons asa function of the Bjorken scaling variable. Labels uv and dv stand for valence u and d quarks. Allremaining quarks and gluons are deemed as sea partons. The plot is created with LHAPDF [82].

Two types of flavor schemes exist, depending on how the b quarks are modeled inthe initial state [83]. In the four-flavor scheme (4FS), the b quarks do not originate fromprotons. Instead, the HS event is initiated by four quarks (u, d, c, s) or gluons. In thiscase, the b quarks are excluded from proton PDFs and can appear only in the final state.They can be produced at the ME level via gluon splitting (g → bb) or via top decays.The advantage of this choice is that the b quarks can remain massive in all calculations,thereby yielding an accurate depiction of the kinematics already at LO. While it is naturalto exclude b quarks from proton PDFs because b quarks are four times more massive thanprotons, the resulting fixed order perturbation series may exhibit collinear divergencesat energy scales significantly higher than the mass of the b quark. These problems arecharacteristic to the 4FS but are avoided in the five-flavor scheme (5FS) by letting thePDFs and fragmentation functions to absorb the said divergences. In order to maintain thevalidity of the factorization procedure in this approach, the b quarks are treated asmasslessin the initial state. While 5FS simplifies calculations and reduces the final state multiplicity,the differential observables sensitive to the extra b quarks not originating from top decaysin this scheme may not be as precisely modeled compared to 4FS. Both descriptionsare equivalent when including all orders of perturbation theory. The distinction of flavorschemes becomes relevant in processes that allow b quarks in the initial state, such as
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(associated) production of single top events. Example Feynman diagrams comparing both4FS and 5FS of the same process are shown in Fig. 2.19.The particles that enter or exit the HS process can radiate additional photons or gluons.Depending on where the extra particles originate, one can distinguish between initial stateradiation (ISR) and final state radiation (FSR). The former has the effect of „recoiling” a LOsystem away from the collision axis, whereas the latter degrades the energy resolutionof final state particles at the reconstruction level. Colored particles tend to emit multiplegluons until the radiating particles participate in the scattering process, or until the particleslose energy to the point of reaching the confinement scale followed by hadronization. Thecascade of virtual gluon emissions, gluon splitting and subsequent hadronization constitutesparton showering (PS). The hadronization processes as well as PS of simulated events aremodeled by Pythia software, which employs the string fragmentation approach [84].Contributions due to ISR andFSR can bemodeled as hard emissions in theME calculation,or as soft and collinear emissions at thePS level. In both cases, their predictions are sensitiveto the value of strong coupling αS. Uncertainties attributed to the PS are determined byvarying the renormalization scale in the strong coupling by a factor of 1/2 and 2. PS describessoft processes more accurately while ME does a better job at modeling the hard activity.Thus, a matching and merging scheme is required at a certain energy scale in order toavoid double counting the events with the same final state of jets produced by ME andPS. Various procedures exist that resolve the overlap, such as MLM merging at LO [85]and FxFx merging at NLO [86]. These methods are employed by MadGraph5_aMCatNLOevent generator [87, 88]. POWHEG, which is another MC generator, resolves the describedambiguities internally when generating the events [89–91].Other types of hadronic activity may occur in proton-proton collisions, as illustrated byFig. 2.6. For example, in multiple-parton interactions (MPI) the same protons (depictedas large green blobs) that initiated the HS process (large red circle) may emit secondarypartons that interact with each other (purple blob). The proton content that is left overfrom these scattering processes, gives rise to so-called beam-beam remnants (cyan blobs).The final state particles of the HS process (small red circles) undergo hadronization (smallgreen blobs), thus producing final state hadrons that subsequently decay (dark green blobs).Various color reconnection mechanisms exist that model how color charge is distributed inPS [92]. Figure 2.6 distinguishes between QCD radiation in initial and final states (shown ascurly blue and red lines, respectively) from the EW radiation (yellow). The extra activity incollision events that is not described by neither theHS nor the PS is commonly referred to asunderlying event (UE). Color reconnection and UE are characterized by a set of parameterscalled „tunes” implemented in Pythia software [84]. The simulated samples used in thisthesis are generated with tunes CP5 [93], CUETP8M1, CUETP8M2 and CUETP8M2T4 [94].Systematic uncertainties due to different choices of UE parameters or color reconnectionmodels can be estimated by varying the tune parameters.
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Figure 2.6: Illustration of a proton-proton collision [95].

2.2.2 Particle decaysParticle decay is characterized by its mean lifetime that tells how long, on average, theparticle, call it A, can survive at rest before it decays with probability of 1/e. When movingrelativistically, it experiences time dilation that prolongs its decay. Its lifetime is inverselyproportional to its total decay width ΓA, which equals to the sum of partial widths of allunique decay modes: ΓA = ∑X Γ(A→ X). The probability for decay process A→ X tooccur is given by the ratio of its partial width to total width, also known as the branchingratio (BR).A free-field propagator represents the probability amplitude for a particle with 4-momentum p to traverse through spacetime between interactions. The propagator has asingularity at its rest mass m, which tells that the creation and its subsequent annihilationis most effective when the particle adheres to the energy-momentum relation, p2 = m2.However, this explanation does not account for the radiative corrections that the particlemay receive while it travels. The additional corrections can be absorbed into an extra termcalled self-energy in the propagator, but it has the effect of modifying the particle mass.If the particle is unstable, then the mass shift is going to have an imaginary component.On-shell renormalization conditions can be imposed tomake sure that the pole massmA, atwhich the propagator is maximized, remains real. After doing so, the imaginary componentof radiative corrections is absorbed into total decay width. In this prescription, the polemass would then be interpreted as the physical mass of the particle. The whole procedureeventually yields a relativistically invariant Breit-Wigner propagator ∆BW that can be usedin ME calculations. Its corresponding probability density has Lorentzian form:
|∆BW(p2)|2 =

∣∣∣∣∣ i

p2−m2
A + imAΓA

∣∣∣∣∣
2

=
1

(p2−m2
A)

2 +(mAΓA)
2 . (2.22)

In narrow-width approximation (NWA) ΓA ≪ mA, which turns Eq. (2.22) into a simple
δ -function. It is important to emphasize that the total width is not an artifact of thetheory nor is it in any way related to measurement precision, but it is in fact a real physicalparameter that dictates the width of the resonant mass peak. This is also the reasonwhy ΓA is sometimes referred to as mass width. An illustrating plot for Lorentzian mass
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peaks can be found in Fig. 2.4(b), which shows the mass resonances on a linearly fallingbackground.The probability density defined by Eq. (2.22) reaches its maximum when the particlegoes „on-shell” or, equivalently, has a mass equal to its physical mass. Otherwise, theparticle is deemed as „off-shell” or virtual (as opposed to real), and is usually denoted withan asterisk in decay chains and Feynman diagrams. An off-shell particle can decay intoreal particles and an on-shell resonance into virtual particles, but these processes becomemore suppressed as the virtual particles move further away from their mass shell.In analogy to the partonic cross section defined by Eq. (2.21), which describes „two-to-many” process, the partial decay width can be viewed as „one-to-many” process:
Γ(A→ X) =

(2π)4

2mA

∫
dΠn|M(A→ X)|2 , (2.23)

where dΠn stands for LIPS element of n-particle final state X . The expression Eq. (2.23) isvalid only in the rest frame of the particle. Massless particles cannot decay into massiveparticles unless they go off-shell. The decay widths and thereby BRs directly depend on therelative coupling strength between the mother particle and its descendants. It is importantto recognize that the mass and charge of a particle are not observables. Instead, they areparameters of the theory that describe statistical properties of the particle: its decay widthgiven by Eq. (2.23) and scattering cross section given by Eq. (2.21).Particle detectors cannot detect unstable particles directly if they decay before interact-ing with the detector material. The detectors can register those decay products that arenot only sufficiently stable to reach the detector, but also energetic enough to exceed thedetection thresholds. Particles seen by the detector may result from a series of intermedi-ate resonances. The resonances can be inferred from their decay products if they leave animprint to the detector material or get absorbed by the material. It is therefore importantto understand the properties of decay products, such as lifetimes, masses and charges, aswell as their abundance in typical hadron collisions, in order to make informed decisionswhen designing a detector.None of the massive elementary particles in the SM are directly observable, withthe exception of electrons and muons, because the unstable particles either decay intolighter ones or, in case of quarks, also hadronize. The latter does not apply to top quarks,since their experimentally measured mass width of Γt = 1.42GeV exceeds the QCD scale.Instead, they decay into pairs of a W boson and a bottom quark almost always before thehadronization can even occur. It should be noted that top quark is never a decay productitself because it is the most massive particle of the SM.Barring the top quark, massive vector bosons decay unequivocally into fermions, be-cause these are the only lighter particles that couple to the bosons. At surface level, decaysinto lepton and corresponding anti-neutrino pairs contribute about 33% to the decay widthof W, and decays into quarks contribute to the rest of its width. This is understood inthe following way: W fields couple to the first and second generation of quarks in threecopies of color, totaling six quark doublets, and to three generations of leptons. Sincethere is no preference between quarks and leptons, the branching ratio of leptonic decayscan be simply approximated by the number of lepton fields to the total number of fieldsthat theW fields are coupled to. In practice, the BR of leptonic decays is reduced slightlyafter accounting for the higher order perturbative effects. Decays into any flavor of leptonand corresponding neutrino pair still remain equally probable, as expected from leptonuniversality. The total width of W amounts to ΓW = 2.085GeV [24].The same simple arguments do not work when attempting to ballpark the BRs ofthe Z boson, because left-handed and right-handed fermions couple to the boson with
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different strengths. Some manipulation of the EW Lagrangian density defined by Eq. (2.8)is required: moving out the chiral projections with Eq. (2.3), and grouping the operatorsthat are associated with the Z field into vectorial and axial terms cV and cA yields:
Ψ̄L(T3− s2

W Q)/ZΨL− Ψ̄Rs2
W Q/ZΨR = Ψ̄/Z(cV + cAγ

5)Ψ ,

where cV = T3− 2s2
W Q and cA = T3, and Ψ represents spinor field of some fermion f .Considering that the vectorial and axial amplitudes do not interfere with each other, itfollows that

Γ(Z→ f f̄ ) ∝ (c2
A + c2

V ) = T 2
3 −2s2

W T3Q+2s4
W Q2 .

Plugging in the operator eigenvalues from Table 2.2 and factoring in the number of colorcharges assigned to the five quarks that the boson can decay into tells that Z boson decayshadronically with about 69% probability, followed by „invisible” decays into neutrinos in
20% of the cases, and thus leaving 10% of the total decay width to the charged leptons.Lepton universality still holds, as the decays into different flavors are evenly split betweenthe three generations. On the other hand, Z decays into down-type quarks are preferredover up-type quarks.Despite the low BR for Z to decay into directly observable electrons or muons, thesedecay modes have been instrumental in precision measurements of the resonance. This ismade possible thanks to the large cross section of the Drell-Yan (DY) process that producesthe boson by annihilating a quark with its anti-quark. The quarks can also annihilate intoa virtual photon γ

∗ that decays into the same particles as Z. Interferences between theproduction of either boson cannot be disentangled. Nevertheless, the Z peak in dileptonmass distribution can be easily distinguished at Z boson mass of around 91GeV from thesharply falling spectrum created by the virtual photons. As showcased in Fig. 2.7, at lowdilepton mass of about≲ 10GeV, resonances from heavy meson decays take over, suchas J/ψ at 3GeV that is made up of charm quarks, or ϒ at 9.5GeV that consists of bottomquarks. Since the Z peak in DY events has a clear signature in leptonic channels and asufficiently wide peak of ΓZ = 2.495GeV [24] with respect to the experimental resolution,it is often used as standard candle for developing and assessing selection criteria for leptonsin analyses that are performed on data collected from high energy collisions.
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τ lepton has an extremely narrow width of Γτ ≈ 2.2×10−9MeV compared to its mass,which corresponds to a mean lifetime of 2.90×10−13 s. To put it in perspective, a τ movingat energy E = 100GeV would travel approximately Ec ln2/(mτ Γτ )≈ 3.4mm before itssurvival probability halves. Its decay vertex would be displaced from the point of the HSevent that created it, but the decay process would still remain well within the cavity of theCMS detector. τ decays always proceed through an off-shell W boson, which continues todecay into lighter particles than the τ lepton. As shown in Fig. 2.8, these particles can beelectrons andmuonswith complementary neutrinos, or light quarks (u, d and s). The quarkssubsequently form hadrons, which are collectively labeled by symbol τ h. Considering thatthe quark fields are coupled to theW field in threefold, and that |Vud |2 + |Vus|2 ≈ 1, thenone would crudely estimate 40% for the BR of leptonic τ decays, evenly split betweenelectrons and muons, and 60% for the BR of hadronic τ decays. More accurate predictionsare closer to 35% and 65%, respectively, after accounting for the properties of hadronsthat the τ leptons decay into, as well as higher order perturbative effects [97]. Latestmeasurements of W, Z and τ BRs obtained from fit to data are compatible with the SMand are presented in Table 2.3.

τ − W−

ντ

ν̄e / ν̄μ / ̄

e− / μ− / d, s

Figure 2.8: Feynman diagram illustrating a τ lepton decay.

Electrons Muons τ leptons Leptonic HadronicAverage Total
W 10.71% 10.63% 11.38% 10.86% 32.72% 67.41%Z 3.363% 3.366% 3.370% 3.366% 10.01% 69.91%
τ 17.82% 17.39% ✗ 17.61% 35.21% 64.79%

Table 2.3: Measured leptonic and hadronic branching ratios (BRs) of W, Z and τ lepton [24].

The simplest charged mesons that the quarks from hadronic τ decays can bound to arerho mesons ρ
±(770), pions π

±, or kaons K± and K∗±. The number between parenthesesin the rho meson name denotes its approximate mass inMeV, to distinguish it from itsexcited resonant states [98]. Pions and rho mesons are the bound states of ud or ud,depending on their total electric charge, but with different spins: pions are (pseudo)scalar,while the more massive rho mesons are vectors. This is explained by SU(2) representationthat the quark spin states belong to: two spin- 1
2 particles combine either into a spin-0 or aspin-1 bound state. The situation is analogous for kaons, as both the (pseudo)scalar meson

K± and the more massive vector meson K∗± are bound states of us or us, depending ontheir total electric charge.Each of the mesons have neutral counterparts with similar masses: ρ
0(770), π

0, K0

and K∗0. Neutral kaons correspond to various bound states consisting of d and s quarks.This statement stems from an observation that the light quarks have rather small massesrelative toΛQCD that they can be treated asmassless or, at the very least, with equal massesin pQCD calculations. If assuming the latter, then the QCD Lagrangian density would admit
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global SU(3) transformations that rotate the u, d and s fields in flavor space. Even thoughthe flavor symmetry is spoiled by the mass differences of light quarks, it is a good enoughapproximation that allows to organize light hadrons in a mathematically consistent way.This is done by expressing the direct product of SU(3) irreducible representation, whichstands for quark states, or its complex conjugate representation, which stands for anti-quark states, as a direct sum of irreducible representations. It successfully explains howthere can be multiple neutral mesons besides π
0 that have effectively the same quarkcontent. The organizational scheme, named „Eightfold Way”, was formally developed byGell-Mann and Ne’eman during the 1950s [99, 100].Due to its short mean lifetime of 4.5×10−24 s, ρ
±(770) decays resonantly into π

±
π

0

before it can interact with any of the detector material. Neutral pion has a longer meanlifetime of 8.5× 10−17 s, but it is still not long enough for it to be directly seen by thedetector before it decays into two photons. This is not the case for charged pions or kaons,since their mean lifetime of about 10−8 s, equivalent to proper lifetime of a few meters, issufficient that either of the mesons can be observed directly. However, kaons rarely occurin hadronic τ lepton decays, as only 1% of the hadronic decays end up in the K±ντ finalstate. In fact, it is more likely to see multiple pions produced by intermediate resonancessuch as a±1 (1260) or ρ
±(1450) [101, 102] than kaons in hadronic τ decays. The point isillustrated by Table 2.4 that lists the BRs of dominant τ h decay modes. The hadronic finalstate must have an odd number of charged mesons, as otherwise it would violate chargeconservation. Decay modes that produce one, three or five charged mesons h± with anynumber of neutral mesons are called „1-prong”, „3-prong” or „5-prong”, respectively. Thelatter is an extremely rare decay channel, accounting for just a mere 0.15% of τ h width.

Decay mode Primary mesonresonance BR
h± 17.77%

„1-p
ron

g” π
± 16.70%

h±+π
0 41.21%

π
±+π

0
ρ
±(770) 39.34%

h±+2π
0 14.62%

π
±+2π

0 a±1 (1260) 14.29%

„3-p
ron

g” h±h±h∓ 15.13%
π
±

π
±

π
∓ a±1 (1260) 14.37%

h±h±h∓+π
0 7.84%

π
±

π
±

π
∓+π

0
ρ
±(1450) 7.13%

Other modes 3.44%

Table 2.4: Common τ h decay modes and corresponding BRs [24]. The BRs are quoted with respect tothe decay width of τ h. Dominant final state of each exclusive decay mode, primary resonance andthe full BR of the final state are shown separately on indented lines.

Other hadrons, too, undergo a series of decays into more stable hadrons or leptons. Themost notable hadrons are those formed from b quarks such as B mesons that are pairedwith a light quark. The mean lifetime of B mesons, about 1.5×10−12 s, is just long enoughthat they travel a significant distance before typically decaying into lighter D mesons thatcontain a c quark (because |Vcb| ≫ |Vub|), but sufficiently short that the decay processes
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would still occur within the bounds of a detector. At the LHC, the distances that the bhadrons traverse are slightly longer than that of τ lepton, usually in the order of a cm. Notonly are b hadrons more massive than other hadrons, they also tend to keep most of theenergy from its parent b quark as well [103]. In addition, the jets that enclose the b hadronactivity feature a higher number of charged constituents, including electrons and muons,compared to the jets that are produced from the hadronization of lighter quarks, simplybecause the decay chain of b hadrons is longer. Figure 2.9 depicts a possible compositionof a b jet, where its constituent B meson decays semileptonically into D meson. Becauseof its comparable lifetime to B mesons, the D meson would be displaced before furtherdecaying. All of these properties, and many more, can be measured and are thus takenadvantage of by dedicated „b tagging” algorithms that attempt to distinguish b jets fromlighter jets [104].

b c s

B D K

ℓ−
ν̄ℓ

Figure 2.9: Anatomy of a b jet. The B meson is significantly displaced from the HS collision point (⋆)before it decays weakly into a D meson. The D meson itself may convert into a kaon K through weakinteraction. A charged lepton (ℓ−)may be created as a byproduct ofweak decays. Hadron constituentsmay emit extra QCD or EM radiation. Other hadrons produced in the b quark hadronization mayenter the b jet cone, but they are not displayed here.

Muon always decays through an off-shell W into an electron plus complementaryneutrinos. This is expected, because electrons are the only charged particles that are alsoless massive than muons. Mean lifetime of a muon is an enormous 2.2µs, only second to afree neutron that undergoes β -decay with a half-life of little over 10min. In comparison to
τ lepton made earlier, a 100GeV muon would have a half-life survival distance of 450km.Electrons and protons are the only known massive particles that do not decay. After all,they form bound states with neutrons, which are ultimately the building blocks of stablematter.
2.3 Higgs boson
The seminal papers on EWSB were published by three independent groups of researchersin 1964: Brout and Englert [14], Higgs [15], and Guralnik, Hagen and Kibble [16]. By 1967these ideas were incorporated into the EW theory developed by Glashow [32], Salam [33]and Weinberg [34], and its renormalizability was finally demonstrated in 1971 by ’t Hooftand Veltman [105]. In the following couple of years, Lee [106–109] popularized the work onEWSB in a series of four papers [110]. Progress on the theoretical front of particle physicswas well ahead of its experimental counterpart at the time, but the tides started to turnright around then.Processes involving neutrinos like β decays were hitherto described byV −A theory as4-point interactions between nucleons, charged leptons and neutrinos. It even accountedfor the parity violation [62, 63] and agreed well with experimental data, but did so only
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in the low-energy limit. The EW theory amended this problem by postulating W bosonsas the mediators of β decays, but it additionally claimed the existence of Z boson, whichwas yet to be confirmed. The first hints of the proposed bosons were detected in 1973,when a bubble chamber named Gargamelle managed to capture processes such as elastice−νµ scattering that were consistent with the EW theory [111, 112]. This further propelleddedicated searches of W and Z bosons. Both were eventually discovered in 1983 [113–116],which earned EW gauge theory and symmetry breaking a permanent spot in the SM.
The remaining puzzle pieces of the SM started to fall into place, culminating withthe discovery of the top quark in 1995 [117, 118] and ντ in 2000 [119]. The last free pa-rameter of the SM, mass of the Higgs boson, remained elusive until 2012 when bothATLAS [12] and CMS [13] collaborations confirmed the observation of a particle thatvery much resembles the sought-after Higgs boson. The combination of LHC Run 1measurements by the two experiments reported a Higgs boson mass of mCMS+ATLASH =

125.09±0.21(stat)±0.11(syst)GeV [120]. However, this was later updated after the in-clusion of results on LHC Run 2 data recorded by the CMS detector in 2016 [121], raising theglobal estimate to mPDGH = 125.10±0.14GeV [24]. Its discovery has since finalized the SM,thus marking the end of an era, but it has also launched the particle physics community toa new era of research that is still continuing to this day: precision measurements in theHiggs sector. These searches include measurement of production and decay rates of theHiggs boson, its quantum numbers and differential observables, which all serve to betterunderstand the EWSB and the SM in general.
The rest of this section explores the properties of the Higgs boson and explains how tomeasure them in more detail. Section 2.3.1 covers known Higgs boson decay modes andSection 2.3.2 its main production mechanisms. The discussion concludes with Section 2.3.3,which gives an overview of frameworks that facilitate the measurement of Higgs bosonproperties.

2.3.1 Decay modes
The Higgs boson is a short-lived particle with a theoretical decay width of ΓH = 4.10MeVat mH = 125.09GeV [50], which corresponds to a proper lifetime of 1.56×10−22 s. Thisis a relatively narrow width when compared to massive vector bosons. Direct access tothe width of the on-shell resonant peak of the Higgs boson is unfeasible due to largeexperimental resolution of about 1GeV [122], which exceeds the desired resolution by atleast two orders of magnitude. Higgs boson width can be indirectly inferred from relativerates of its off-shell and on-shell production [123]. The method relies on the knowledge ofSM couplings to the Higgs boson, but the model-dependency can be mitigated with theconsideration of anomalous BSM couplings. This method has provided the most stringentconstraints on Higgs boson width to date, which amount to 3.2+2.4

−1.7MeV [124].
Matrix element of any process is proportional to the product of coupling strengthsbetween interacting particles. Higgs boson couples to fermionswith a probability amplitudethat is linearly proportional to fermion mass, and to gauge bosons with a probabilityamplitude that is proportional to their mass squared. Thus, the basic assumption is thatthe Higgs boson is more likely to decay into a pair of massive particles than into lighterparticles. However, there are some caveats to this claim. Higgs boson decaying into a pair oftop quarks is kinematically forbidden because mH ≪mt . It can decay into a pair of massivevector bosons, but does so as long as at least one of the vector bosons goes off-shell since

mH < 2mW,Z . Such decays are suppressed by the virtuality of one of the bosons [125]. Adecay process does not necessarily have to occur at the tree level but may also proceed vialoops, although the corresponding decay widths are scaled down by the extra couplings.
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Loop-induced Higgs boson decays are primarily mediated by virtual top quarks for whichHiggs boson has the strongest affinity, but other decay mechanisms involving W loops arealso possible, as illustrated by Feynman diagrams in Fig. 2.10. The loop processes enableHiggs boson decay modes into massless bosons that are not otherwise possible at the treelevel: H→ gg, H→ γ γ and H→ Zγ . Higgs boson branching ratios and the correspondinguncertainties as predicted by the SM are provided in Table 2.5.
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(a)
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W
H

(c)

W
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(d)
Figure 2.10: Loop-induced Higgs boson decays: into a pair of gluons via fermion loop dominated bytop quarks (a); into γ γ or Zγ via the same fermion loop (b), or via cubic (c) or quartic (d) W fusion.

H→ bb WW∗ gg τ
−

τ
+ cc

BR 0.5824 0.2137 8.187×10−2 6.272×10−2 2.891×10−2

Uncertainty +1.24%
−1.27%

+1.55%
−1.53%

+5.14%
−5.09% ±1.65% +5.54%

−1.99%

H→ ZZ∗ γ γ Zγ µ
−

µ
+

BR 2.619×10−2 2.270×10−3 1.533×10−3 2.176×10−4

Uncertainty +1.55%
−1.53%

+2.06%
−2.08%

+5.82%
−5.83%

+1.67%
−1.70%

Table 2.5: Branching ratios of the Higgs boson at mass mH = 125GeV as predicted by the SM [50].Uncertainties on theBRs are obtained by adding theoretical uncertainties and parametric uncertaintiesresulting from heavy quark masses and strong coupling αS in quadrature. Theoretical uncertaintiesreflect the omission of higher order corrections in the corresponding MEs.

Technically, the uncertainties onHiggs bosonBRs should be propagated to the simulationsuch that the sum of all Higgs boson BRs remains equal to unity [50]. This in turn impliesthat changing a BR in one direction would induce changes to all other BRs in the oppositedirection. The size of these secondary shifts can be estimated as follows: Let BRi denotethe branching ratio of a particular Higgs boson decay, e.g., H→WW∗. It is assumed that achange in the nominal BR is solely caused by the increase or decrease of the correspondingpartial width Γi:
BRi→ BR′i = BRi +∆BRi =

Γi +∆Γi

ΓH +∆Γi
.

From this conjecture one can work out that all other BRs would need to be uniformlyscaled by a factor of
BR′jBR j

= 1− ∆BRi

1− BRi
(i ̸= j) .

This effect is most pronounced when varying the BR of H→ bb decays, which causes a
1.7% shift in all other Higgs boson BRs. However, the effect is much milder when varying
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the BR of any other Higgs boson decay mode: 0.4% for H→WW∗ decays and per millefor H→ τ
−

τ
+ decays. Given that the H→ bb decays are not actually featured in any ofthe signals studied in this work, the described anti-correlation effects are in fact ignored.

Only a subset of Higgs boson decay modes have been detected with varying degreesof sensitivity. The discoverability of a decay mode not only depends on its BR, whichregulates the occurrence probability of the decay process, but also on type of the resultingdecay products. For instance, the detection of H→ bb decays relies heavily on accurateidentification of b jets to distinguish them from lighter jets. This is needed to overcome theenormous multijet background, which arises solely from QCD interactions between thepartons that are expelled from the initial state protons. The detection of hadronic decaymodes of the Higgs boson is further complicated by the fact that the energy resolution ofhadronic jets is intrinsically inferior to that of electrons and muons. The presence of extrajets produced from any quark or gluon that pass the identification criteria increases thenumber of combinations that would need to be considered in order to reconstruct a viablecandidate of the Higgs boson.
For these reasons, the searches of Higgs boson decays encompass multiple Higgs bosonproduction processes, which are discussed in the next section. It suffices to say that thealternative, so-called associated production modes of the Higgs boson imply the presenceof extra particles in the final state, which provide an additional handle for detecting thedecay processes. Higgs boson itself was discovered in H→ γγ and in H→ ZZ∗→ 4ℓ decaymodes [12, 13] also known as „golden channels”, where the symbol ℓ collectively stands foran electron or a muon from this point onward. The former decay mode was instrumentalin confirming the scalar nature of the Higgs boson, since Landau-Yang theorem forbids anymassive vector boson to decay into two photons [126, 127]. Subsequent studies of spin andparity properties of the new resonance in the same golden channels, but on more data andwith refined analysis techniques, solidified its compatibility with the SM prediction [128,129]. Higgs boson has also been observed in H→ bb [130, 131], H→WW∗ [132–134] andH→ τ
−

τ
+ [135, 136] decay modes. There is also evidence for H→ µ

−
µ
+ [137, 138] andH→ Zγ [139] decays, but more data is needed before any claims about their observationcan be made. The H → cc process, which is the only Higgs boson decay process thatcaptures its interactions with up-type fermions, has remained elusive to this day [140, 141].

2.3.2 Production mechanisms
Higgs boson production modes can be inferred from the decay processes by reversingthose that have gluons or quarks in the final state because these are the particles thatinitiate the HS processes in hadron colliders. At surface level, it only leaves Higgs bosonproduction via gluon-gluon fusion (ggF), shown in Fig. 2.11(a), which corresponds to theinverted Feynman diagram in Fig. 2.10(a), and Higgs boson production from the annihilationof quark and anti-quark pair, as depicted in Fig. 2.3(c). However, the latter is suppressedfor a multitude of reasons. First, the probability for a proton to emit a gluon is aboutan order of magnitude higher compared to the case where the proton emits a quark.Additionally, the initial quarks need to enter narrow kinematic configuration that is ableto generate an on-shell Higgs boson. The quarks must also have the correct quantumnumbers: opposite color and anti-color charges, same quark flavors andmatching helicities.The latter is understood in the following way: in order to create a spin-0 particle such asHiggs boson, the initial state fermions must have opposite spin projections: ± 1

2 and∓ 1
2 .The 3-momenta of the quarks similarly point in the opposite direction in the rest frame ofthe Higgs boson. Therefore, both relativistic fermions must possess either left-handed orright-handed helicities. Finally, Higgs bosons have much stronger coupling to top quarks
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than to any other quark. The only such production mechanism that has comparable crosssection to that of other mechanisms is bb→ H. Given how much lighter first and secondgeneration quarks are with respect to the b quark, the production rates from lighter quarksmust be at least an order of magnitude smaller.As such, themost viablemechanisms, aside from the dominating ggF, are the associatedproduction modes, where the Higgs boson is accompanied by extra particles in the finalstate. In decreasing order of cross section, these processes are: vector boson fusion (VBF),where a Higgs boson is produced in association with the pair of quarks that initiated theprocess (qq→ Hqq) as shown in Fig. 2.11(b); the so-called Higgs-strahlung, or simply VH,where the Higgs boson is radiated off of amassiveW or Z vector boson, collectively denotedby V, as depicted in Fig. 2.11(c); associated production with a pair of top quarks, or ttH inshort, where the Higgs boson is emitted from a top quark line as illustrated by Feynmandiagrams in Fig. 2.11(d)–(f); associated production with a pair of bottom quarks (bbH) thatis identical to ttH when swapping top quarks with bottom quarks, but 5FS processes suchas bb→ H and bg→ bH are included here as well; associated production with a singletop or anti-top quark (tH), which, alongside with ttH, will be covered in more detail inSection 2.4; associated production with a pair of top quarks and a massive vector boson,or ttVH in short, shown in Fig. 2.12(c). Figure 2.13 displays cross sections per productionmode as function of c.o.m energy at the LHC. The increase in production cross section withthe c.o.m energy is driven by PDFs. Total cross sections and corresponding uncertainties ofeach production mode are given in Table 2.6.
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Figure 2.11: LO Feynman diagrams for the dominant production modes of a single Higgs boson: ggFdominated by virtual top quarks (a), VBF (b), VH initiated by quarks (c), and associated productionwith a pair of top quarks initiated by gluons (d)–(e) and by light quarks (f).
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Figure 2.12: LO Feynman diagrams for the subdominant production modes of a single Higgs boson:gluon-induced ZH via triangle (a) and box (b) loop dominated by top quarks, and one of the manypossibilities for ttVH production (c). In the latter case, the Higgs boson may be radiated from the Vleg also.
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Figure 2.13: Cross sections for various Higgs boson production mechanisms parametrized by c.o.menergy at the LHC [50].

Process Cross section [pb] Uncertainty [%]
PDF αS QCD scale

ggF 48.58 ±1.9 ±2.6 ±3.9

VBF 3.782 ±2.1 ±0.5 +0.4
−0.3

WH 1.373 ±1.7 ±0.9 +0.5
−0.7

ZH 0.8839 ±1.3 ±0.9 +3.8
−3.1

↪
including−−−−−−→ gg→ ZH 0.1227 ±1.8 ±1.6 +25.1

−18.9

ttH 0.5071 ±3.0 ±2.0 +5.8
−9.2

bbH 0.4880 [ +20.2
−23.9 ]

tH


t-channel
W-channel
s-channel

7.425×10−2 ±3.5 ±1.2 +6.5
−14.9

1.517×10−2 ±6.1 ±1.5 +4.9
−6.7

2.879×10−3 ±2.2 ±0.2 +2.4
−1.8

ttWH 1.582×10−3 ±4.3 ✗
+3.2
−8.7

ttZH 1.535×10−3 ±3.0 ✗
+1.9
−6.8

Table 2.6: Cross sections of processes that produce a single Higgs boson with mass mH = 125GeVat c.o.m energy of 13TeV at the LHC [50, 142]. The PDF and αS uncertainties are computed asrecommended by the PDF4LHC working group [79]. The QCD scale uncertainties are due to missinghigher orders in perturbation theory. All cross sections are computed in 5FS, except for the crosssection of bbH that is obtained frommatching 4FS (NLO in pQCD) and 5FS (NNLO in pQCD) calculations.Cross sections of ttH, tH and ttVH are computed to NLO in pQCD; VBF and VH to NNLO in pQCD;ggF to N3LO in pQCD. Cross sections of all processes but tH and bbH include additional NLO EWcorrections. The uncertainties on bbH cross section are added in quadrature. Symbol ✗ means thatthe uncertainty is not available.
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The ggF production mode has the largest cross section and the simplest final state.These properties are ideal for studying the golden decay channels. The VBF productionmode, on the other hand, offers a rather distinct jet topology compared to the ggF Higgsproduction mechanisms. In particular, it is characterized by two „forward” jets, which areseparated by a wide angle and have large invariant dijet mass. The jets are created by initialstate quarks that continue their hadronization process roughly in the same direction afterthey have exchanged a vector boson. The vector boson then radiates a Higgs boson thattends to decay such that its decay products fly in the direction perpendicular to the collisionaxis. These features provide a unique handle for detecting the VBF production process.Associated productions of the Higgs boson with a vector boson are typically searched insubchannels, where the vector boson decays leptonically (Z→ ℓℓ and W→ ℓν ) or invisibly(Z → ν ν ). The VH production mode has been essential for the discovery of H → bbdecays [130, 131]. Of the two possible production modes, WH is clearly the dominatingone, contributing to roughly 60% of the inclusive VH cross section. The correspondingcross section is about six times smaller compared to the equivalent process induced byquarks, but the Z boson has harder transverse momentum, which significantly improvesits acceptance.
2.3.3 Measurement frameworks
Couplings of Higgs boson to vector bosons, gV , can be inferred fromVBF and VH production,or by searching for H→ VV∗ decays. From this example it is evident that the searches ofproduction and decay modes go hand-in-hand, since the information about Higgs bosoncouplings is present in both. In order to exploit the variations in signal and backgroundcomposition that occur in different regions of the phase space, the analyses are oftendivided into independent subcategories. The categorization is based on the properties ofreconstructed objects in signal events that pass the selection cuts, such as their multiplicityor flavor. It generally enhances sensitivity of the analysis, provided that there is sufficientevent statistics in each event category.In a similar vein, multiple analysis results that address the same physics can be combinedto yield even more precise physics results. The combination efforts require coordination toensuremutual exclusivity of the phase space covered by each analysis if they are performedon the same data, i.e., collected by the same detector. The level of agreement betweenthe analysis results and the SM can be studied with two separate but related methods:with µ-framework or with κ-framework.The former quantifies compatibility of the measurement with the SM in terms of signalstrength parameter µ . It is a number that scales the simulated signal contribution suchthat it gives the best match between observed yields in data and expected yields in thesimulation7. If the goal is to compare the measurement of some Higgs boson productionmechanism I to the SM expectation, then the ratio would be defined as µI = σI/σ

SM
I ,where the cross section in the numerator is obtained from the measurement and thedenominator corresponds to the SM prediction. Similarly, signal strength µ

F of someHiggs boson decay modeF would be defined as the ratio of measured to expected BRsof that decay mode. The measurements of production or decay modes are said to becompatible with the SM if µ = 1 within the uncertainties. Signal strength parameters havebeen extracted separately for production and decay modes from CMS data collected duringLHC Run 2 operations. The results confirm the observation of five major production modesggF, VBF, WH, ZH and ttH, and five decay modes γ γ , ZZ∗, WW∗, τ τ and bb of the Higgsboson.
7More formal definition of the signal strength parameter will be given in Section 6.1.

35



Deviations from the SM are systematically scrutinized in the κ-framework [143]. Itcapitalizes on the idea discussed earlier that Higgs boson couplings affect both productionand decay modes simultaneously. The framework assumes that the functional structure ofthe SM remains the same and only the values of individual Higgs boson couplings that areotherwise fully specified in the SMmay deviate from their predicted values in the presenceof BSM physics. Any such deviation can be absorbed into dimensionless coupling modifiers
κP that are associated with particles P. This formalism is unable to explain any BSMphysics that otherwise implies new Lorentz-invariant structures in the Lagrangian density.For example, the only way to realize CP-odd fermion interactions with Higgs boson is toinclude terms that feature the γ

5 operator. Such „anomalous couplings” are introduced tothe theory with more general approaches like EFT.
According to the κ-framework, the cross section measurement that corresponds tocertain Higgs boson production mode I and decay channelF can be decomposed in thefollowing way:

σ(I→ H→F) = σ(I→ H)BR(H→F) = σ
SM
I BRSMF fI(κκκ) fF(κκκ) , (2.24)

where fI and fF, respectively, refer to the normalization functions of production anddecay processes that depend on a set of coupling modifiers κκκ . Although not explicated,the former also depends on c.o.m energy at which the process is created. The SM crosssection and branching ratio are fully restored by setting all coupling modifiers equal tounity, which effectively means that the normalization functions in Eq. (2.24) drop out. Thenormalization functions are second-degree or higher order polynomials of the couplingmodifiers, but their exact form generally depends on the perturbative corrections that thecross sections and BRs receive. Nevertheless, the coupling modifiers still factorize out thesame way after accounting for dominant higher order pQCD corrections, thus making itpossible to derive the scaling behavior at just LO in EW.
At basic level, there is one coupling modifier per interaction to the Higgs boson: twofor the couplings to the massive bosons, nine for the fermions, and one for the self-coupling. Depending on the analysis, the scaling behavior of mechanisms that feature aquantum loop, such as ggF production or H→ γ γ decay, can be expressed in terms ofbasic coupling modifiers, or by a single effective coupling modifier. In practical applications,however, the coupling modifiers that have no discernible impact to production or decayprocesses can be safely ignored. For instance, it is sufficient to consider just the couplingmodifiers to top and bottom quark interactions, κt and κb , when expressing the scalingbehavior ofggF production, because contributions to the fermion loop from fermions lighterthan the bottom quark are negligible. In case there are multiple competing mechanismscontributing to the same process, such as fermion loop and W loop in H→ γ γ decays, thescaling behavior must include interference terms, which are sensitive to the relative signof coupling modifiers.
Connection to signal strength parameters can be made by noticing that the normal-ization functions fI and fF in Eq. (2.24) precisely correspond to µI and µ

F given earlier.Therefore, by varying the coupling modifiers in some range it is possible to evaluate thelevel of compatibility between data and simulation. Best fit of fundamental coupling mod-ifiers extracted from CMS data collected during LHC Run 2 is presented in Fig. 2.14. Itdemonstrates incredible agreement with the linear proportionality of Higgs boson couplingstrength with the mass of particles it interacts with, as predicted by the Higgs mechanism,over three orders of magnitude in mass scale.
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Figure 2.14: Coupling modifiers of Higgs boson to fermions and massive vector bosons as functionof their mass measured in CMS data recorded in LHC Run 2 [8]. The results published in Ref. [1] areincluded in this measurement. Higgs boson mass is quoted from dedicated measurement performedby the CMS collaboration on data collected in 2016 [121].

While the κ-framework maximizes the sensitivity of a coupling measurement, it isnot flexible in accommodating changes in signal hypothesis after the measurement hasconcluded. In particular, if the theory inputs are updated, the measurement would have tobe repeated. A complementary approach would be to measure fiducial differential crosssections of a process, which minimizes the model-dependency. In fiducial cross sectionmeasurement, the phase space of interest is limited only to the kinematic region thatis visible to the detector or where the detector performs at maximum efficiency. Thefiducial volume is further restricted by analysis cuts that are applied at the reconstructionlevel. Such an approach would avoid theory assumptions that are associated with theextrapolation to the phase space that is not accessible by the detector. However, it alsomeans that the sensitivity of the analysis deteriorates significantly due to simpler cuts, sinceit is not feasible to implement complicated selection strategies in MC event generators.Standard template cross section (STXS) frameworkmakes a compromise between theorydependency and re-interpretability [50, 144]. This is achieved by splitting the expectedsignal events into mutually exclusive fiducial-like regions by Higgs boson production modes.The fiducial volumes are then further divided into bins based on kinematic variables thatare available at the MC generator level post-showering. The binning is designed to increasethe chances of observing possible BSM effects and to make connection to EFT parameters,while retaining maximum sensitivity of the analysis and keeping the number of bins assmall as possible in order to avoid prohibitively large statistical uncertainties in each bin.From power expansion of the EFT Lagrangian density given by Eq. (2.19) it is evident thatthe BSM effects become stronger with the energy of interactions. As explained earlier,signs of new physics are expected to appear in the high-energy tails rather than in thebulk of kinematic distributions. In principle, it is possible to infer constraints on Wilsoncoefficients from fit to STXS bins, but it is not the most accurate method as it relies onassumptions that the EFT effects on acceptance and on backgrounds are negligible or atthe very least covered by the uncertainties on the SM prediction [145].
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There are multiple versions or „stages” of the framework, with each subsequent ver-sion having finer granularity of the binning scheme than the previous one, in order toaccommodate the increasing amount of available data. For example, the latest iteration ofthe framework, STXS stage 1.2, recommends a scheme where the ttH events are binned bytransverse momentum of the Higgs boson, pHT , while the earlier versions of the frameworkdo not recommend to partition the ttH events at all. Variable pHT is particularly sensitiveto potential CP-violating effects of the top Yukawa coupling, but also to Higgs boson self-coupling [146]. The STXS stage 1.2 binning scheme of other single Higgs boson productionmodes are shown in Fig. 2.15.

Figure 2.15: STXS stage 1.2 binning of the following Higgs boson production modes: ggF (blue, 16bins); VBF and VH with hadronically decaying vector boson (orange, 10 bins); VH with leptonicallydecaying vector boson (green, 15 bins) and ttH (purple, 5 bins). The variables featured in the binningscheme are: multiplicity of jets; transverse momentum of the Higgs boson (pHT ) and massive vectorboson (pVT ); dijet mass (m j j); magnitude of the transverse momentum sum of the Higgs boson anda single jet (pH j
T ), or Higgs boson and two jets (pH j j

T ). Only those signal events are considered forthe binning, where absolute pseudorapidity of the Higgs boson is less than 2.5. All thresholds onmomentum and mass variables are given in units of GeV. The plots are created by the LHC HiggsWorking Group [50].

Unlike fiducial cross section measurements, this prescription makes it possible tolater combine multiple analyses that target different Higgs boson decay modes, therebyimproving statistical uncertainties of the signal in each bin. When it comes to the STXSmeasurement, all STXS bins enter simultaneous fit to data, where each bin has beenassigned its own signal strength parameter. The inclusive cross section measurement of aHiggs boson production mode can be reproduced if the same signal strength parameter isassigned to all STXS bins of that production mode. However, one needs to also account foranti-correlated uncertainties that are associated with the migration of events between thebins [147].
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2.4 Associated production of Higgs boson with top quarks
This section is dedicated to the phenomenology of associated Higgs boson productionwith a pair of top quarks (ttH) and associated Higgs boson production with a single topor anti-top quark (tH). The eventual goal of studying these processes is to probe topYukawa coupling yt . Section 2.4.1 provides arguments as to why this might be interesting,and highlights some of the intricacies concerning ttH and tH production from theoreticalperspective. Section 2.4.2 describes the current status of experimental searches of theseprocesses.
2.4.1 Theoretical aspectsTop quark plays a prominent role in EW symmetry breaking due to its large mass. Inparticular, the Higgs boson self-coupling λ evolves with the energy scale, the same wayhow αS changes with the energy scale as described by its renormalization group equationgiven by Eq. (2.7). It is possible to gauge the vacuum structure of the early universe byrolling the self-coupling back to the Planck scale in present day vacuum potential modeledby Eq. (2.11). It turns out that the top Yukawa coupling yt contributes to the evolution of λand thereby to the effective vacuum potential in a major way that renders the present dayvacuum meta-stable, meaning that the vacuum potential possesses an additional, evendeeper minimum at larger values of the Higgs field [148]. Since the true vacuum was notrealized in the early universe by this argument, it may suggest that there exists anotherBSM mechanism below the Planck scale that prevented this from happening [149]. If thecurrent vacuum is truly meta-stable or if there is new physics at play here, the outcome isparticularly sensitive to the precise value of yt (as well as self-coupling λ ) either way. Thesituation is illustrated by Fig. 2.16, which shows a phase diagram for SM vacuum that isparametrized by themasses of the Higgs boson and the top quark. Moreover, any deviationof yt from its predicted SM value may jeopardize the unitarity and renormalizability of theSM altogether [150, 151]. Therefore, it is important to measure not only the Higgs bosonself-coupling λ , but also the top Yukawa coupling to the highest possible accuracy.

(a) (b)
Figure 2.16: Stability regions of SM vacuum as a function of Higgs boson and top quark massesspanning over a wide range of values (a) and zoomed into experimentally relevant range (b) [148]. Inunstable regions, the effective vacuum potential V (φ) becomes unbounded from below; in meta-stable regions, the current minimum ofV (φ) is not global; in stable regions, the current minimumof V (φ) coincides with the global minimum. The red dotted lines correspond to the energy scalegiven in GeV, at which the vacuum becomes unstable. The shaded contour regions that are centeredaround Higgs boson and top quark mass indicate the associated uncertainties.
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Anomalous Yukawa couplings are predicted in several types of two-Higgs-doubletmodels (2HDM) [152], such as in minimal supersymmetric SM (MSSM) theories [153], intwin Higgs models [154], and in composite Higgs models [155, 156], to name a few. Suchtheories postulate additional Higgs boson-like particles that modify the effective couplingto the existing SM particles. While SMHiggs boson itself has been confirmed to beCP-evenin H→ VV∗ and H→ γ γ channels, the CP-violating nature of its fermionic couplings stillremains to be determined. The most generic way to parametrize CP-violating top Yukawainteractions is to consider the following Lagrangian density [157, 158]:
LttH =− yt√

2
t̄ (cα κt + isα κ̃tγ5) th ,

where cα ≡ cosα and sα ≡ sinα , and α ∈ [0,2π) corresponds toCP-mixing phase. Scalarcoupling modifier κt and pseudoscalar coupling modifier κ̃t can in principle take any realvalues. However, such parametrization affects other SM processes like ggF production andH→ γ γ decays. Setting κt = 1 and κ̃t = 2/3 reproduces the SM rates of both processesfor every value of α , but such coupling configuration does modify the production crosssection of ttH and tH processes. Assuming nonzero coupling modifiers, the interactionremains CP-even when α = 0 or α = π , but becomes CP-odd with α = π/2. The SMscenario is restored when κ̃t = 0 and cα κt = 1. In SMEFT, the couplings may receive thefollowing tree-level contributions from dimension-6 operatorsOtφ :
κt = 1− 3

2
√

2
ctφ

mtv
Λ

2 , κ̃t =−
3

2
√

2
ctφ

mtv
Λ

2 ,

where ctφ eiα would be theWilson coefficient that is associated withOtφ and Λ is the scaleof new physics [159]. Another interesting special case is the inverted top coupling (ITC)scenario where κ̃t = 0 and cα κt =−1. The CP-violating nature of top Yukawa couplinghas been studied by ATLAS and CMS collaborations [160, 161], but the work that will bepresented later in Section 7 does not consider CP-violation in top Yukawa interactions. Forthis reason, the CP-mixing angle α is taken to be zero without any loss of generality. Inthe following, the interaction between top quark and Higgs boson is parametrized onlyby the scalar coupling modifier κt , which is defined as the ratio of measured top Yukawa
coupling yt to its SM expectation ySMt ≃ 1.The top Yukawa coupling can be determined indirectly by measuring ggF or gluon-induced ZH production cross sections, or H→ γ γ and H→ Zγ decay rates. Even probingthe sign of yt is possiblewith these processes, since the Feynmandiagrams that are sensitiveto yt interfere with the other diagrams that also contribute to a given process [150, 162].However, these mechanisms proceed through quantum loops. Some yet unknown BSMmechanism may affect the loops and compensate for the deviations in yt such that it stillreproduces the expected SM rates. This motivates accessing yt directly from ttH and tHproduction side, where the coupling appears already at the tree level.At the LHC, the ttH process can be initiated by a pair of gluons through dominant
t-channel or s-channel diagrams, as shown in Figs. 2.11(d) and 2.11(e), respectively, or bya pair of quarks as illustrated by the Feynman diagram in Fig. 2.11(f). At LO in EW, itsproduction cross section scales trivially with κ

2t , and is therefore not sensitive to the signof the coupling but only to its magnitude. The simulated ttH events used in this thesis aregenerated at NLO in pQCD, but it is normalized to cross section of σ
SMttH = 507.1 fb, whichfeatures additional NLO EW corrections.The Higgs boson and top quark in the final state of tH are always accompanied by anextra b quark, light quark, or W boson. Based on this, the tH production is accordingly
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separated into the following channels: s-channel tH production, W-channel or simply tHW,and t-channel or tHq. As illustrated by the Feynman diagrams in Fig. 2.17, the s-channelprocess is initiated by a pair of quarks that annihilate into a virtual W boson, which thenproceeds to decay into a b quark and a top quark. Since its cross section adds just 3%to the inclusive cross section of the tH process, the s-channel signal is omitted from thediscussion of the analysis that is presented in Section 7. The second largest tH productionchannel in terms of cross section is tHW, the Feynman diagrams of which are shown inFig. 2.18. The process is realized in 5FS, where the initial state b quark produces an on-shellW and a top quark in the final state. The dominant production mode that contributes tothe inclusive tH cross section the most is tHq, where a W boson is exchanged between alight quark q and heavier top or b quarks. The corresponding LO Feynman diagrams aredisplayed in Figure 2.19 for 5FS where the initial state features a b quark, and for 4FS wherethe b quark appears only in the final state.In all three tH production modes, the Higgs boson may couple to the top quark withstrength yt , or to the W boson with strength gW that is defined by Eq. (2.14). Under theassumptions of the SM, the diagrams where the Higgs boson is radiated by a W interferedestructively with the diagrams where the Higgs boson is emitted from a top quark line.It can be also viewed as a consequence of unitarity in weak interactions [158, 163]. Ona process level, both tHq and tHW experience interferences between diagrams wherethe Higgs boson is emitted either from a top quark or from a W boson. This becomesevident when expressing the scaling of their cross sections in terms of the relevant couplingmodifiers κt = yt/ySMt and κW = gW/gSMW as follows [164]:
σtHq(κt , κW) = (2.63κ

2t −5.21κtκW +3.58κ
2W)σ SMtHq , (2.25)

σtHW(κt , κW) = (2.91κ
2t −4.22κtκW +2.31κ

2W)σ SMtHW . (2.26)
The corresponding scaling behavior of the expected cross section as a function of cou-pling modifiers is depicted in Fig. 2.20. These relations tell that the cross section of tHqshrinks most drastically when κt/κW equals to 1, or to 1.38 in case of tHW cross section.Furthermore, the Higgs bosons that are produced in tH processes for the case of maximumdestructive interference between κt and κW tend to have a lot softer pT than the otherscenarios. The effect is a lot more pronounced in tHW than it is in tHq, however. On theother hand, the production cross section of tH processes is enhanced by about an order ofmagnitude with respect to the SM scenario if κt/κW =−1. The extreme sensitivity of tHinteractions on the relative sign of yt and gW couplings is particularly useful when studyingalternative hypotheses like the ITC scenario. It is worth noting that the coupling modifiers
κt and κW influence other processes besides ttH and tH. For example, ggF production
rate of a single Higgs boson grows with κ

2t , while κ
2W is featured in WH production rate

and H →WW∗ decay rate. Therefore, when searching for BSM signal as a function ofthose coupling modifiers, the event yields from processes that depend on κt or κW mustbe scaled accordingly if the analysis is sensitive enough to those processes8.

8 This is also the main reason why the HH process was eventually ignored in ttH multileptonanalysis. Despite its rather steep scaling behavior in terms of κt , the SM HH process has simply toosmall cross section times branching ratio that effectively no events passed the analysis cuts evenwhen normalizing the final yields to a BSM scenario.
41



W+

q’

q̄

b̄

H

t
yt

(a)

W+

q’

q̄

b̄

t

H

gW

(b)
Figure 2.17: Feynman diagrams at LO for the production of a Higgs boson in association with a singletop quark in the s-channel.
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Figure 2.18: Feynman diagrams at LO for the production of a Higgs boson in association with a singletop quark and a W boson in the s-channel (a)–(b) and t-channel (c)–(d), all in 5FS.
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Figure 2.19: Feynman diagrams at LO for the production of a Higgs boson in association with a singletop quark in the t-channel in 5FS (a)–(b) and in 4FS (c)–(d).
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Figure 2.20: Contour plots showing expected BSM cross section in units of SM cross section as afunction of κt and κW values for the tHq process (a) and for the tHW process (b), computed at√

s = 13TeV in 5FS. Only the pairs of κt and κW coupling modifiers that are marked with orangecrosses in the plot are considered in the BSM coupling scan. Each of these points define a uniqueratio of κt/κW . The SM and ITC scenarios are marked with a star (⋆) and a diamond (♦) symbol,respectively.

In 5FS, all three tH production modes are well-defined up to NLO in pQCD, but theprocesses start to interfere with each other at higher orders in a way that they cannotbe uniquely separated [158]. The tHW process interferes with ttH at NLO in pQCD whendefined in 5FS, and already at LO when specified in 4FS. Therefore, the simulated tHWevents are produced at LO in 5FS, the Feynman diagrams of which are depicted in Fig. 2.18,to avoid rather sizable interference effects with the ttH process. The tHq process isgenerated at LO in 4FS, as shown in Figs. 2.19(c) and 2.19(d), because the extra b quarksthat result from gluon splitting are modeled more accurately in 4FS than in 5FS. ThecorrespondingNLO process mildly interferes with the s-channel atNNLO. The tHq and tHWsamples were initially generated for the ITC scenario. However, since the event kinematicsvaries depending on the coupling scenario, it would not be possible to just transformthe generated events from ITC to any other scenario based on inclusive observables.Instead, the event samples for the remaining SM and BSM scenarios are obtained throughreweighting. This is accomplished by evaluating MEs for every coupling scenario underconsideration in a given event. The event-level weight is then derived from the ratio ofMEs, in which the numerator corresponds to the coupling scenario of interest and thedenominator to the ITC scenario. The BSM coupling scenarios are studied in Section 7,where the coupling modifier κt is varied between−3 and+3 with a step size of 0.25, while
κW spans values {0.5, 1, 1.5}. These particular ranges were motivated by Run 1 analysisresults, which provided the strongest constraints on κt and κW that were known at thetime of MC sample production. These results are summarized in Table 2.7, which alsoquotes even more stringent constraints on those coupling modifiers from supersedinganalyses. The particular values of couplings that were ultimately chosen for the couplingscans are highlighted with orange crosses in Fig. 2.20.

43



Experiment Data κt κW
ATLAS and CMS Run 1 [134] 1.40+0.24

−0.21 0.87+0.13
−0.09ATLAS Run 2 (2016–2017) [165] 1.09+0.15

−0.14 1.05±0.09Run 2 (2016–2018) [166] 0.94±0.11 1.05±0.06
CMS Run 2 (2016) [164] 1.11+0.12

−0.10 1.10+0.12
−0.17Run 2 (2016–2018) [8] 1.01+0.11

−0.10 1.02±0.08

Table 2.7: Observed 1σ constraints on κt and κW coupling modifiers, while assuming no BSMinteractions with the Higgs boson.

2.4.2 Experimental characterization
Dedicated measurements of the ttH process are performed in three separate channelsbased on the decay modes of the Higgs boson: H → bb, H → γ γ , and the so-calledmultilepton channels, where the Higgs boson decays into a pair of vector bosons or τleptons, which then subsequently decay into electrons, muons and τ h. Other Higgs bosondecay modes have either too small BR (H→ µ µ ) or are difficult to resolve (H→ cc). Thefirst one in the list, H→ bb, has the largest BR and is therefore a good candidate for suchsearches. However, the signal is dwarfed by huge QCD background, by the production oftop quark pair with extra jets (tt+jets), or by the production of single (anti-)top quarks.The background composition varies with the phase space region that is usually defined interms of signal. In ttH(→ bb) events, the phase space of the signal region is divided intothree categories, depending on the decay mode of the top quark pair: in fully hadronic(FH) case both top quarks decay hadronically with 45% probability; in semileptonic (SL)case just one of the top quark decays hadronically, while the other decays leptonically with
44% probability; in dileptonic (DL) events both top quarks decay leptonically with 11%probability. The analyses rely heavily on accurate identification of b jets [167, 168] as wellas on the correct association of the jets with the Higgs boson and top quark candidates.This is achieved with modern multivariate analysis (MVA) techniques such as boosteddecision trees (BDTs) andmatrix elementmethod (MEM), which will be formally introducedin Section 6. The latest searches of ttH in H→ bb channel published by the ATLAS andCMS collaborations show strong evidence of ttH production that is compatible with theSM expectation [169, 170]. Statistical uncertainties on the results are small compared tosystematic uncertainties, which reflects the fact that the number of selected events inthose analyses is huge. The systematic uncertainties can be suppressed with more accuratemodeling of the input processes.

Although H→ γ γ has one of the smallest BRs, it features a clean diphoton signal thathelps to resolve the Higgs boson. The backgrounds that dominated the H→ bb channelare suppressed significantly in the H→ γ γ channel, leaving only tt+γ γ and light jets+γ γ asthe main processes that obscure the signal. Analyses performed in this channel on full LHCRun 2 data claimed observation of the ttH production [160, 161]. The CP-structure of topYukawa couplings was also probed, ruling out pure CP-odd interactions. The analysis doneby the ATLAS collaboration also considered tH as part of the signal, but no observationof the process was made. The statistical component of total uncertainty on the resultsdominates here due to low number of selected events in this channel.
The analysis presented in Section 7 and published in Ref. [1] was performed on LHCRun 2 data collected by the CMS detector. It targeted ttH multilepton final states, whichimplies the presence of multiple electrons, muons and τ h. The final states that featureelectrons and muons but not τ h are sometimes referred to as pure multilepton final states.
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The leptons and τ h are expected to originate from the top quark pair, and from H→ VV∗or H→ τ τ decays, except for H→ ZZ∗→ 4ℓ events, which are vetoed in order to avoidoverlap with dedicated measurements of this particular decay mode. The latest analysisdone by the ATLAS collaboration was based on the data collected in 2016, which wassufficient for claiming evidence on SM-like ttH signal [171]. The main backgrounds in thischannel are tt+jets and associated production of massive vector bosons V with a pair of topand anti-top quarks, or ttV in short, but also backgrounds that arise from misidentificationof jets as leptons or τ h. Statistical and systematical uncertainty have similar magnitude inthis analysis.Dedicated searches of tH signal have been performed only on LHC Run 2 data collectedby the CMS detector in 2016, yielding slight preference towards positive yt , while assumingthat κV = 1 [172]. Given that tH process is sensitive to yt at LO just like ttH, the processis considered as an additional source of signal in the ttH multilepton analysis presentedhere. The ttH process itself is commonly included as part of signal in dedicated searchesof Higgs boson decay modes. The observation of ttH was announced in late LHC Run 2data-taking period independently by ATLAS and CMS collaborations [17, 18]. The results bythe CMS collaboration were based on data collected up to 2016 data-taking period, whilethe ATLAS collaboration additionally included the data collected in the following year. Thelatest results of dedicated ttH and tH analyses done by the ATLAS and CMS collaborationson data collected in LHC Run 2 are summarized in Table 2.8.
H decay mode ATLAS CMS
bb µ = 0.35±0.20(stat)+0.30

−0.28(syst) at µ = 1.15±0.15(stat)+0.28
−0.25(syst) at

1.0(2.7)σ on 139 fb−1 of data [169]*§ 3.9(3.5)σ on 77.4 fb−1 of data [170]‡
γ γ µ = 1.43+0.33

−0.31(stat)+0.21
−0.15(syst) at µ = 1.38+0.29

−0.27(stat)+0.21
−0.11(syst) at

5.2(4.4)σ on 139 fb−1 of data [160]†‡ 6.6(4.7)σ on 137 fb−1 of data [161]†‡
Multilepton µ = 1.6±0.3(stat)+0.4

−0.3(syst) at µ = 0.92±0.19(stat)+0.17
−0.13(syst) at

4.1(2.8)σ on 36.1 fb−1 of data [171] 4.7(5.2)σ on 137 fb−1 of data [1]†
Combination µ = 1.32±0.18(stat)+0.21

−0.19(syst) µ = 1.14+0.17
−0.16(stat)+0.26

−0.22(syst)(first observation) at 5.8(4.9)σ [17] at 4.5(4.1)σ [18]
(the latest fit) µ = 0.74±0.17(stat)+0.17

−0.16(syst) µ = 0.94±0.15(stat)+0.13
−0.12(syst)[166] [8]

* Does not considerFHdecays of the top quarkpair in the signal process.† Also measures tH production rate.
‡ Also measures the CP-mixing angle.§ Also measures in STXS bins.

Table 2.8: Summary of the latest dedicated ttH analyses performed by the ATLAS and CMS collabora-tions on LHC Run 2 data. Signal strength µ of ttH production rate is quoted with the correspondingobserved (expected) significance.

2.5 Higgs boson pair production
This section presents the essential ingredients of the theory behind Higgs boson pairproduction (HH). Measuring the production rate of HH events gives direct access to Higgsboson self-coupling λ , which is known to dictate the vacuum structure. This section ispartitioned in the following way: Section 2.5.1 discusses HH production mechanisms thatare predicted by the SM, as well as the scaling behavior of the relevant SM couplingparameters in various production and decay processes; Section 2.5.2 looks at the HH
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production through the lens of a more general EFT formalism; Section 2.5.3 describesthe possibility of HH production through some yet unknown resonance; Section 2.5.4concludes the section by summarizing the status of experimental HH searches in variousHiggs boson decay modes.
2.5.1 Nonresonant HH productionFollowing the discovery of the Higgs boson with mass mH it is possible to indirectly deduceits self-coupling parameter using the familiar SM relation λ = m2H/(2v2). However, thevalidity of this correspondence still has yet to be tested. Deviations of λ from its designatedSM value can have profound implications for EW phase transition, during which the Higgsfield acquired a nonzero VEV [51]. If the transition was not smooth, it could have led to anexcess of matter over anti-matter [173], which may happen for large deformations of λ .Such deviations can arise explicitly from a variety of BSM models that typically introducenew Higgs boson-like scalars to the theory [174].Modifications of Higgs boson self-coupling can be studied within the EFT framework. InSMEFT, for instance, theWilson coefficients c6 and cH that are associated with dimension-6
operatorsO6 ∼ (|φ |2)3 andOH ∼ (∂ |φ |2)2 give different contributions to the cubic andquartic Higgs boson self-interaction terms in Higgs potential [51]:

δλ
3

λ
3 ∼

(
2v2

m2H
c6−3cH

)
,

δλ
4

λ
4 ∼

(
12v2

m2H
c6−

50
3

cH

)
.

This has motivated the distinction of trilinear (λHHH ) and quartic (λHHHH ) self-interactionterms in the Higgs potential given by Eq. (2.17):
V (h) =

m2H
2

h2 +λHHHvh3 +
λHHHH

4
h4 .

The trilinear coupling is associated with Higgs boson pair production, as depicted inFig. 2.3(d), while the quartic coupling corresponds to the production of three Higgs bosons,as shown in Fig. 2.3(e). The SM cross section of triple Higgs boson production, which isknown up to NNLO accuracy in pQCD, is by a factor of∼ 300 smaller than that of doubleHiggs boson production [175, 176]. Unfortunately, it is too small for probing the quarticcoupling experimentally at the LHC, even when accounting for the planned upgrades ofthe accelerator [177], which are expected to increase the amount of delivered data by anorder of magnitude. However, accessing the trilinear coupling is certainly viable, as thefuture upgrades of the LHC are projected to increase the experimental sensitivity to a levelthat is sufficient for establishing the existence of SM HH production [8]. For these reasons,the quartic coupling will not be considered and λ will refer only to the trilinear coupling inthe following.The trilinear coupling λ has been commonly studied within the κ-framework, whereany deviation of λ from its expected SM value λSM ≃ 0.13 is expressed through multi-plicative coupling modifier κλ = λ/λSM. Limits on κλ can be inferred from single Higgsboson production and decay processes where the trilinear coupling appears at the looplevel. Feynman diagrams of a few such examples are shown in Fig. 2.21. The constraints on
κλ can be extracted from the rates of these single Higgs boson processes, or by studyingthe influence of λ on the shape of differential distributions of kinematic variables such astransverse momentum of the Higgs boson, pHT , or invariant mass of final state particles [146,178]. At LO, cross sections and branching ratios vary trivially according to some quadraticform of κt and κV , but the scaling behavior becomes more intricate when accounting for
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NLO EW contributions from κλ , as illustrated by Fig. 2.22. The effects of κλ on pHT distribu-tion are the most pronounced in ttH and tH production mode but barely noticeable in VBFevents. In particular, the extra contributions from Higgs boson self-coupling interactionsto ttH and tH processes tend to cause the pT of the Higgs boson to be softer comparedto LO [146]. Global fits of single Higgs boson processes to 2016 and 2017 data collectedby the ATLAS detector placed bounds of−3.2 < κλ < 11.9, while assuming that the SMholds for all other couplings [179]. The same fits on full LHC Run 2 data collected by theCMS detector yielded slightly more stringent limits of 0.1 < κλ < 11.3 [180]. Relaxing theSM assumption degrades the constraining power considerably due to additional degreesof freedom in the fit. Extraction of κλ from differential information of single Higgs bosonprocesses provided in the form of STXS bins does not improve the limits, either [179].
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Figure 2.21: Feynman diagrams of some single Higgs boson processes that are sensitive to Higgsboson self-coupling λ at the loop level: ggF (a) and ttH (b) production, and H→ ZZ∗ decay (c).
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Figure 2.22: Approximate scaling of production cross section of single Higgs boson processes at√

s = 13TeV (a) and branching ratios of Higgs boson decay modes (b) as a function of trilinearself-coupling modifier κλ computed to NLO in EW. The scaling behavior in both cases is perturbativelyvalid only for |κλ | ≲ 20. Symbol ff̄ in (b) stands for any pair of massive fermions. The plots arerecreated from the information available in Refs. [146, 178].

Higgs boson self-coupling λ can be directly probed by studying the production of HHevents, where the coupling appears at the tree level. In decreasing order of cross sectionas predicted by the SM, the mechanisms that produce two on-shell Higgs bosons are ggFHH, VBF HH, VHH and ttHH. Feynman diagrams of these processes can be constructedby starting with the diagrams of corresponding single Higgs boson processes shown inFig. 2.11, and either splitting the single Higgs boson line into two, or by attaching a secondHiggs boson to a top quark line or to a vector boson line. The resulting diagrams of thedominant ggF and VBF mechanisms are presented in Fig. 2.23. The corresponding crosssections are detailed in Table 2.9. Subdominant VHH and ttHH processes are omitted hereand not simulated in this work due to∼ 2.5 times smaller cross section compared to theVBF HH process [50].
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It follows that the ggF HH production mode contains destructive interferences betweenthe triangle diagram shown in Fig. 2.23(a), which is sensitive to λ and yt , and the boxdiagram depicted in Fig. 2.23(b), which is sensitive only to y2t . Cross section of the ggF HHprocess is dominated by the box diagram, but reduced by up to 50% due to interferencebetween the triangle and box amplitudes [51]. The interplay between the box and trianglediagrams does not only influence the HH production cross section but also its eventkinematics. In particular, the kinematic observable that is most sensitive to Higgs bosonself-coupling is the invariant mass of the HH system, mHH . The triangle diagram contributesmostly to the soft mHH spectrum near the kinematic threshold of 2mH . The box diagramas well as the negative interference term, on the other hand, start peaking at the shoulderthat roughly corresponds to the tt production threshold of 2mt . In order to create twoon-shell Higgs bosons via self-interaction, the virtual Higgs boson that mediates the processneeds to just barely exceed the kinematic threshold of creating the two bosons, whereasin the box diagram the two Higgs bosons are created independently from each other. Itexplains why the triangle amplitude contributes mostly to the lowmHH region, while eventsfrom the box diagram populate the medium mHH spectrum.
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Figure 2.23: Feynman diagrams at LO for the SM production of two Higgs bosons via ggF (a)–(b) andvia VBF (c)–(e).

Process Cross section [fb] Uncertainty [%]
PDF+αS QCD scale mt

ggF HH 31.05 ±3.0 +2.2
−5.0

+4
−18

VBF HH 1.730 ±2.1 +0.03
−0.04 ✗

Table 2.9: Cross section of dominant processes that produce two on-shell Higgs bosons with mass
mH = 125GeV at√s = 13TeV at the LHC. Cross section of the ggF process is computed to NNLO inpQCD using heavy top limit approximation [175]. The last column indicates the uncertainty thatcaptures the effects of the topmass scheme, which is the leading source of uncertainty in this estimate.Cross section of the VBF HH process is calculated to the full N3LO accuracy in pQCD and hence doesnot feature the uncertainty that is associated with the top mass approximation [181].

A higher value of |κλ | relative to the SM expectation would increase the fraction ofevents at the kinematic threshold of the mHH distribution. A negative κλ would also flipthe sign of the interference term, thereby enhancing the peak at medium mHH values evenmore. As a result, negative values of κλ produce a harder mHH spectrum compared to
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positive values of the coupling modifier. This also affects the acceptance of HH events,because harder Higgs boson pairs produce more energetic decay products, which in turnare more likely to pass the analysis requirements. Maximum destructive interference isachieved at κλ ≃ 2.45 [182], although the precise location of the minimum varies in theliterature depending on the perturbative order of the cross section. Figure 2.24(a) explicitlydemonstrates the rich variety of kinematics that are induced by different values of κλ .Cross section of the ggF HH process that is used in the current work is estimated atNNLO in pQCD using the so-called full theory approximation [175]. In this procedure, thetop quark mass mt is preserved in all calculations of real QCD emissions at NNLO, but thevirtual contributions are computed in the heavy top limit where mt → ∞ is assumed. Inthis approximation, the triangle and box loops between gluons and Higgs bosons reduceto effective single-point couplings like depicted in Figs. 2.25(b) and 2.25(c). The virtualcontributions that are computed in the heavy top limit are then rescaled to the full theorywith a factor that is determined in finite top mass limit at LO. The method comes with
2.6% uncertainty, which is far below the uncertainties that arise due to different choices ofrenormalization schemes and scales of mt [183], as evidenced by Table 2.9. The resultingcross section scales with κλ quadratically,

σggF(κλ )

σ
SMggF

= 0.356κ
2
λ −1.624κλ +2.267 , (2.27)

while the size of its uncertainties due to the choice of QCD scale and top mass schemevaries with κλ according to
δσggF(κλ )

σ
SMggF

=

max
(

0.407κ
2
λ −1.819κλ +2.467 , 0.409κ

2
λ −1.814κλ +2.430

)
min

(
0.309κ

2
λ −1.385κλ +1.858 , 0.318κ

2
λ −1.416κλ +1.880

) ,

where the uncertainties from both sources are combined linearly [183]. PDF uncertainties,which are typically added in quadrature, remain fairly flat at ±3% across all values of
κλ . The same uncertainties are attributed to other BSM scenarios where other couplingsbesides κλ are shifted away from their SM value. The scaling behavior of inclusive ggF HHcross section and corresponding uncertainty with κλ is also displayed in Fig. 2.24(b).
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Figure 2.24: (a): density plot for invariant mass of the Higgs boson pair, mHH , for selected values of
κλ in ggF HH production process. The distributions are scaled to match the expected signal yield Ndelivered by the LHC in Run 2 data-taking period. The plot is obtained from MC samples simulated atNLO in pQCD; (b): cross sections of ggF (blue) and VBF (red) HH production as a function of κλ , andVBF HH production as a function of κ2V (green). The uncertainty band covers the effects of choosingQCD scale and top mass scheme in ggF HH cross section estimate.
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VBF HH production receives interfering contributions from the self-coupling vertex, andthree-point and four-point coupling vertices gV and g2V , which are defined by Eq. (2.14).The latter cannot be probed directly in single Higgs processes, nor in ggF HH productionprocesses. Deviations of these couplings from the SM expectation are quantified in termsof coupling modifiers κV = gV/gSMV and κ2V = g2V/gSM2V , where it is understood that thechanges in coupling strength are fully correlated between W and Z bosons. The VBF HH
cross section is known up to N3LO in pQCD [181]. Contributions from the scattering oflongitudinal vector bosons to the cross section drops out at κ2V = |κV |2, thus resulting inmaximum destructive interference [184].
2.5.2 EFT benchmarks and coupling scansThe SM can be augmented by a HEFT Lagrangian density, which introduces new nonrenor-malizable Higgs field operators to the theory. The Higgs field itself appears as a singletunder the EW symmetry. Assuming no new particles besides the SM ones, nor any new
CP-violating interactions in the Higgs sector, the terms in SM Lagrangian densityLSM thatare relevant to HH production via ggF can be improved in the following way [182]:

−λSMvh3−
ySMt√

2
(v+h)t̄t ⊂LSM→

→LEFT ⊃−κλ λSMvh3−
ySMt√

2

(
v+κth+ c2

v
h2
)

t̄t +
αS

12πv

(
cgh− c2g

2v
h2
)

G2 ,

where the first line brings out the operators fromLSM that are generalized by the EFTformalism in the next line. Three new effective couplings are introduced: interactionbetween two Higgs bosons and top quarks with strength c2; interaction between oneHiggs boson and two gluons with strength cg; interaction between two Higgs bosons andtwo gluons with strength c2g. The last two also arise from heavy top limit approximation,with cg and c2g representing the effective couplings of triangle and box loops in ggF HHproduction that are reduced to contact interactions between Higgs bosons and gluons.In SMEFT, the two couplings are fully (anti-)correlated: c2g = −cg. Couplings c2 and
c2g can be directly probed in HH production but not in single Higgs boson production.SM is restored by setting κλ = κt = 1 and c2 = cg = c2g = 0. The Feynman diagrams ofadditional processes that contribute to ggF HH production in this EFT prescription areshown in Fig. 2.25. More detailed comparison of HEFT and SMEFT models can be found inRef. [61]. Explicit correlations between κλ , κt and c2 in various BSM models can be foundin Ref. [185].
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Figure 2.25: Feynman diagrams at LO for the ggF production of two Higgs bosons with effective BSMcouplings.

All five couplings and coupling modifiers {κλ ,κt ,c2,cg,c2g} influence the inclusive ggFHH production rate as well as HH signal topology. The squared MEs feature pure SM terms,
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interference terms between the SM and dimension-6 EFT operators and pure EFT terms.Interferences between the SM and dimension-8 EFT operators as well as contributionsfrom terms suppressed byO(Λ−6) where Λ denotes the cutoff scale at 3TeV are ignored.At LO, the inclusive cross section of ggF HH process can be parametrized by fifteen linearlyindependent combinations of the five couplings as follows [182]:
σ
BSMggF

σ
SMggF
∼= ALO

1 κ
4t +ALO

2 c2
2 +ALO

3 κ
2t κ

2
λ +ALO

4 c2
gκ

2
λ +ALO

5 c2
2g +ALO

6 c2κ
2t +

+ALO
7 κ

3t κλ +ALO
8 κtκλ c2 +ALO

9 cgκλ c2 +ALO
10c2c2g +ALO

11cgκλ κ
2t +

+ALO
12c2gκ

2t +ALO
13κ

2
λ cgκt +ALO

14c2gκtκλ +ALO
15cgc2gκλ .

(2.28)

The coefficients ALO = {ALO
i }15

i=1 can be extracted from simultaneous fit to inclusive crosssections that each corresponds to a different coupling scenario [186]. The cross sectionscan be computed with MC generators. Uncertainties on the coefficients are driven by alimited number of generated events, but also by the choices of QCD scale and PDF sets.NLO corrections in pQCD improves the parametrization with eight additional terms [187]:
σ
BSMggF

σ
SMggF
∼= PolyT

23(κλ ,κt ,c2,cg,c2g) ·ANLO =

= . . .+ANLO
16 κ

3t cg +ANLO
17 κtc2cg +ANLO

18 κtc2
gκλ +ANLO

19 κtcgc2g+

+ANLO
20 κ

2t c2
g +ANLO

21 c2c2
g +ANLO

22 c3
gκλ +ANLO

23 c2
gc2g .

(2.29)

In the above, Polyk(c) is shorthand for a function of N couplings (or coupling modifiers)
c = {ci}N

i=1 that is wrapped into a k-dimensional vector. Each component of the vector
is a product of the couplings, ∏

N
i=1 cpi

i , with a unique combination of exponents pi suchthat every component is linearly independent from other components in the vector. Whensetting c2 = cg = c2g = 0 and κt = 1, then Eq. (2.28) reduces to a quadratic function of κλ ,like the one given by Eq. (2.27). Parametrization at NNLO in pQCD adds two more termsto Eq. (2.29), which are proportional to c4
g and c3

gκt [188].Small changes in any of the five couplings can drastically alter theggFHH production rateas well as the event-level kinematics. Testing all possible combinations of the couplings infive-dimensional parameter space is simply not feasible, since it would require a prohibitiveamount of computing time to generate the MC samples with full detector simulation for allpossible coupling scenarios. However, the problem can be simplified if the couplings giverise to a finite number of possible configurations of the HH system. A viable strategy can bedevised with this premise by first identifying a manageable number of coupling scenariosor benchmarks (BMs) that uniquely modulate the distributions of selected observables,and search for BSM signals in those BMs. At LO, invariant mass of the Higgs boson pair, mHH ,and polar angle θ
∗ between collision axis and either of the Higgs bosons in the rest frameof HH system, also known as the helicity angle, unambiguously describe the full kinematicsof HH production via ggF. Azimuthal angle of either Higgs boson has no relevance herebecause the HH system is rotationally invariant about the collision axis. Similarly, theredundancy in θ
∗ can be resolved by considering |cosθ

∗| instead when attempting touniquely describe the topology of a HH system.The idea of finding a finite number of representative BMs was initially proposed anddemonstrated in Ref. [182]. A large number of MC samples were generated at LO, each fora different coupling scenario. Only those coupling combinations were considered in theMC simulation that were not yet excluded experimentally. For example, there is no point in
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identifying unique features in mHH for a κt value ofO(10) if it has been already establishedthat such value is excluded by experiments. Searches of other unconstrained parameterssuch as cg and c2g can be confined to a narrow region around the SM point, especially giventhat the SM kinematics of a HH system changes rapidly in response to small variationsof the couplings. The coupling scenarios were iteratively grouped together if they sharedsimilar features in mHH distributions until the designated number of clusters was reached.As it turned out, alternative variables such as |cosθ
∗| or transverse momentum of eitherHiggs boson, pHT , are not as sensitive to coupling variations as mHH . The combination ofcouplings that produced kinematic distributions most similar to other distributions withinthe cluster was chosen as the BM. It was found that one needs twelve BMs to cover allpossible, yet distinct enough features that may occur in mHH distribution in response todifferent coupling values. The precise coupling values of the twelve shape BMs are listedin Table 2.10, and the corresponding distributions of mHH are shown in Fig. 2.26.

Benchmark κλ κt c2 cg c2g σ
BSMggF /σ

SMggF k

SM 1 1 0 0 0 1 1.40

JHEP04BM1 7.5 1 −1 0 0 5.83 1.59JHEP04BM2 1 1 0.5 −0.8 0.6 0.426 1.70JHEP04BM3 1 1 −1.5 0 −0.8 31.6 1.67JHEP04BM4 −3.5 1.5 −3 0 0 271 1.67JHEP04BM5 1 1 0 0.8 −1 1.75 1.59JHEP04BM6 2.4 1 0 0.2 −0.2 0.748 1.67JHEP04BM7 5 1 0 0.2 −0.2 5.21 1.85JHEP04BM8 15 1 0 −1 1 4.66 1.37JHEP04BM8a 1 1 0.5 0.4 0 1.17 2.05JHEP04BM9 1 1 1 −0.6 0.6 4.38 1.93JHEP04BM10 10 1.5 −1 0 0 17.6 1.69JHEP04BM11 2.4 1 0 1 −1 5.30 1.82JHEP04BM12 15 1 1 0 0 111 1.75

JHEP03BM1 3.94 0.94 −1/3 3/4 −1 6.76 1.83JHEP03BM2 6.84 0.61 1/3 0 1 5.11 1.80JHEP03BM3 2.21 1.05 −1/3 3/4 −3/2 4.49 1.63JHEP03BM4 2.79 0.61 1/3 −3/4 −1/2 1.92 1.63JHEP03BM5 3.95 1.17 −1/3 1/4 3/2 4.60 1.36JHEP03BM6 5.68 0.83 1/3 −3/4 −1 5.50 1.57JHEP03BM7 −0.10 0.94 1 1/4 1/2 3.90 1.93

Table 2.10: EFT shape BMs in terms of five couplings (κλ , κt , c2, cg, c2g) that were developed to studyBSM effects in ggF HH signal. Second middle horizontal line separates older BMs derived in LO theory,which were subsequently published in JHEP 04 journal [182], from those later found in NLO pQCDtheory and then released in JHEP 03 publication [189]. The only exception is JHEP04BM8a, which wasproposed in Ref. [187]. The second-to-last column quotes the ratio of the corresponding cross sectionto the SM cross section, both computed at NLO in pQCD. The last column lists NLO-to-LO k-factorscomputed with Eqs. (2.28) and (2.29), where the LO cross section coefficients are taken from [182]and the NLO coefficients from Table 2.11, while assuming σ
SM,LOggF = 19.85 fb [187].

The distributions of mHH determined at NLO in pQCD remain by and large the samecompared to the shapes obtained from LO simulation, except for the eighth BM pointfor which its characteristic dip at around 350GeV in mHH disappeared after including the
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NLO corrections [187]. A different coupling configuration was proposed that restored thefeature in mHH , and was thus named BM point 8a. The NLO corrections not only increasethe total cross section by a factor of 1.5–2, depending on the BM, but the shapes ofkinematic distributions are also slightly modulated, as illustrated by Fig. 2.26. They alsopush the mHH distribution of the SM signal towards a softer spectrum than what is foundin LO production. Additionally, at the ME level, ISR from gluons causes the HH system torecoil away from the collision axis, which in turn modifies pHT .
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Figure 2.26: Density plots of mHH for all EFT BM scenarios that are listed in Table 2.10. The distri-butions are obtained by reweighting MC samples that are simulated at LO or at NLO in pQCD. NoNLO corrections are applied to distributions extracted from the LO samples. Grid lines are spaced bythe same amount in all plots.

The exploration of EFT shape BMs was reconsidered in Ref. [189], which took advantageof previously unavailable simulation of the ggF HH production at NLO in pQCD, but alsoreplaced the custom clustering algorithm with an autoencoder, which is a type of neuralnetwork suitable for detecting unique features [190]. The features are represented in lower-dimensional latent space of the autoencoder, where they are subsequently grouped into kclusters using the k-means clustering algorithm [191, 192]. The procedure yielded a total ofseven alternative shape BMs that each displayed distinct features in mHH distribution. The
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resulting coupling values are documented in Table 2.10 and corresponding plots of mHHshown in Fig. 2.26.In this work, both sets of EFT shape BMs are considered in searches of ggF HH signal.The two sets are distinguished from each other by attaching a prefix to the BM name, whichcorresponds to the journal where the BMwas initially published. For example, JHEP04BM2refers to the second BM extracted from LO MC simulation [182], while JHEP03BM2 is thesecond BM that is defined in the more recent publication [189].Complementary alternative to EFT BM scans is to directly perform linear scans of singleor multiple couplings while fixing all other parameters to their SM values, which bringsin the assumption that the BSM effects arise only from those couplings that are scanned.Instead of generating a MC sample for every possible coupling scenario of interest, inspiredby Ref. [193], a more efficient approach can be devised by first recognizing that the numberof events NO found in bin ∆O of some observable O is proportional to the squared sum ofall MEs of the process:
NO ∼ ∆σ ∼

∫
∆O

dO
dσ

dO
∼
∫

∆O
dO

d
dO

∣∣∣∣∣ p

∑
i=1

Mi

∣∣∣∣∣
2

.

Since each amplitudeMi depends on a product of real couplings c, the above expressioncan be organized into the following quadratic form:
NO(c) = PolyT

p (c) MO Polyp(c) , (2.30)
where MO is a real p× p matrix. Given that NO ⩾ 0, the matrix MO must also be positivesemidefinite and hence symmetric [194]. In principle, the matrix MO can be determined ineach bin ∆O independently by a simultaneous fit to the expected event yields, which areobtained after the event selection cuts for p(p+1)/2 chosen coupling scenarios.However, in analogy to Eqs. (2.28) and (2.29), Eq. (2.30) can be arranged into a linearsum of k unique coupling products, with p ⩽ k ⩽ p(p+1)/2:

NO(c) = PolyT
k (c) ·AO . (2.31)

It is possible to eliminateAO from Eq. (2.31) completely by carefully choosing n⩾ k couplingscenarios Cfix = {cfixi }n
i=1 to write the following linear expression:NO(c

fix
1 )...

NO(c
fix
n )


︸ ︷︷ ︸

≡ Nfix
O

=

PolyT
k (c

fix
1 )...

PolyT
k (c

fix
n )


︸ ︷︷ ︸

≡Cfix

· AO .

The n×k matrixCfix can be inverted with Moore-Penrose method [195, 196], thus allowingto rewrite Eq. (2.31) as:
NO(c) = PolyT

k (c) · (Cfix)−1 ·Nfix
O . (2.32)

The above relation transforms a collection of n known yieldsNfix
O into number of events thatis expected from coupling scenario c in the same bin ∆O. The transformation is applied onper-bin basis, thus ensuring the correct normalization as well as the shape of the resultingdistribution in observable O. The optimal choice of Cfix depends on a number of factors:on the available MC samples that have already been produced, on the variety of kinematics
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that is covered by the choice of couplings, and on numerical stability of the resulting matrix
Cfix. The latter can be quantified in terms of condition number of the matrix, which tellshow many times relative uncertainties in the input yields Nfix

O could possibly be amplifiedin the output distribution [194].
It is not necessary or even reasonable (from the point of numerical stability) to useall couplings in the parametrization of observables, since the physics model given byEq. (2.29) works with single coupling dependencies as well. For example, it is clear thatwhen parametrizing ggF HH cross section in terms of just κλ , then one needs to specifyjust PolyT

3 (κλ ) = (1, κλ , κ
2
λ ) for three different values of κλ when constructing Cfix inEq. (2.29). The values chosen in the present work are: the SM scenario (κλ = 1), maximuminterference case (κλ = 2.45) and high κλ regime (κλ = 5). For these reasons, the ggF HHMC samples employed in this thesis are generated for κλ ∈ {0, 1, 2.45, 5} at NLO in pQCDusing POWHEG event generator [197–199]. The box-only scenario (κλ = 0) was included forvalidation purposes. The distribution of mHH shown in Fig. 2.24(a) for κλ =−1 is obtainedwith the matrix-based reweighting method.

In the present work, the existing MC samples that were produced with the intention toprovide limits for EFT BMs were simulated just for the twelve JHEP04 BMs at LO using theMadGraph5_aMCatNLO event generator [87]. The LO MC samples could be reweightedto other BM points using Eq. (2.28), if the cross section coefficients ALO are parametrizedby variables that describe the HH kinematics. Such parametrization was performed inRef. [185], where the authors measured the cross section coefficients in bins of mHH and
|cosθ

∗|. reweighting to any other BM scenario can be factorized into two steps: first, theshape profile that spans mHH and |cosθ
∗| is flattened by multiplying the weight of each

event that belongs to the i-th bin in the two-dimensional plane with (σi/σ)−1, where σirefers to the exclusive cross section of that bin and σ is the total cross section. The crosssections can be replaced with respective event counts Ni and N, which are extracted fromthe input MC sample prior to any event selection. The second step is to multiply the weightof each event in the i-th bin with (σ ′i /σ
′), where both cross sections now correspondto the target BM scenario. The exactness of the reweighting procedure is dictated bythe width and range of the bins, wherein the cross section coefficients are determined.The flattening step is universal enough that it enables to combine multiple MC samplesthat each are produced with identical generator and showering settings but with differentcoupling scenarios into one sample. In fact, this is the preferred mode of operation, sinceit enhances the event statistics of the resulting distribution that represents a BM scenario,thereby reducing statistical uncertainties assigned to the BSM signal process. The methodalso combats pathological cases, in which a distribution that features a valley is reweightedto another distribution that now has a peak in the same bin of the distribution. Such casescan be mitigated by not using just one but all available MC samples in the reweightingprocedure.

However, one would also need to incorporate NLO corrections to the existing LO MCsamples. The extra step can be avoided if the LO samples are ignored altogether andNLO samples are used instead, even though they were initially produced for κλ scan.The corresponding cross section coefficients ANLO are available in Ref. [187] that allowreweighting the samples to any coupling scenario. Unfortunately, the measurement wasparametrized only by mHH and restricted to 250GeV < mHH < 1040GeV. Since someanalysts in CMS collaboration target boosted HH signal for which mHH ≳ 1TeV, it wasdecided to measure the NLO cross section coefficients again, which would be then utilizedby all HH analyses performed by CMS collaborators. By following the procedure detailedin Ref. [187], the coefficients were measured in 36 bins of mHH up to 5TeV and in four
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bins of |cosθ
∗|, using dedicated MC samples produced with POWHEG [197–199] as input.The MC samples were generated without detector simulation and are therefore not usedanywhere else in this work, except for extracting the cross section coefficients. In orderto avoid unexpected inconsistencies between the measurements, constant cross sectioncoefficients were also determined from the same set of samples. The resulting coefficientsthat implement inclusive ggF HH cross section given by Eq. (2.29) are listed in Table 2.11.The inclusive ggF HH cross section of any coupling scenario is improved to NNLO precisionin pQCD by applying a flat k-factor of∼ 1.11 that is calculated for the SM case.By combining the matrix-based reweighting procedure with the method that reweighsNLO MC samples to different BM points, it is possible to perform scans of other parametersbesides κλ or EFT BMs. One can first reweigh the samples with parametrized crosssection coefficients ANLO(mHH , |cosθ

∗|) to produce a few kinematic distributions that arethen utilized in the matrix-based reweighting procedure implemented by Eq. (2.32). Theadvantage of this approach is threefold: it maximizes the available statistics of NLO MCsamples, it minimizes the number of distributions needed for the scan, and it allows tolater adjust the scan range and step size without having to explicitly run the analysis againin order to create the missing distributions.
ANLO

1 2.244
ANLO

2 12.409
ANLO

3 0.346
ANLO

4 0.156
ANLO

5 1.401
ANLO

6 −9.646

ANLO
7 −1.590

ANLO
8 3.467

ANLO
9 1.921

ANLO
10 −5.594

ANLO
11 −0.850

ANLO
12 1.959

ANLO
13 0.439

ANLO
14 −0.965

ANLO
15 −0.696

ANLO
16 −0.003

ANLO
17 0.012

ANLO
18 0.016

ANLO
19 −0.001

ANLO
20 −0.022

ANLO
21 0.046

ANLO
22 0.013

ANLO
23 −0.018

Table 2.11: Cross section coefficients in Eq. (2.29) that parametrize inclusive ggF HH cross section atNLO in pQCD.

For instance, the initial plan of performing a c2 scan envisaged the production of 56individual distributions for dedicated values of c2 between −2 and 3, in steps of 0.1 for
|c2|> 1 and in steps of 0.05 for |c2|⩽ 1. This assortment of distributions would have to beobtained for each analysis channel, its subcategories and decay modes of the Higgs bosons,which severely increases the computation resources needed to create these distributions.Furthermore, extending the grid to higher dimensions becomes computationally prohibitiveand would jeopardize further combination efforts with other HH analyses down the line.A more efficient approach is to produce two other of distributions for selected values of
c2 besides the SM scenario that represent kinematic extremes in the scan region [200].This is because the NLO polynomial in Eq. (2.29) contains constant, linear and quadraticterms in c2, which means that one needs at least three coupling scenarios with differentvalues of c2, while keeping all other couplings at their SM values, in order to specify thetransformation matrixCfix in Eq. (2.32). As illustrated by Fig. 2.27, good candidates wouldbe c2 = 3, which approximates the asymptotic shape of mHH at large c2 values quite well,and c2 = 0.35, which corresponds to the case of maximum destructive interference andgive rise to mHH distribution that presents a shallow dip at around mHH = 380GeV. Inmore general three-dimensional scan over κλ , κt and c2, the same polynomial expressionthat implements the matrix-based reweighting given by Eq. (2.32) has the form

PolyT
6 (κλ , κt , c2) = (κ4t , c2

2, κ
2t κ

2
λ , c2κ

2t , κ
3t κλ , κtκλ c2) . (2.33)

The same three coupling scenarios that were chosen for the one-dimensional c2 scan are
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also used for the general three-dimensional case to keep the computational efforts minimalbut to also make the task of finding the remaining coupling scenarios tractable. In order todefineCfix for the reweighting procedure, three additional coupling scenarios are needed.These are the box-only scenario (κλ = c2 = 0, κt = 1), the case of maximum interferencebetween the box and triangle diagrams (κλ = 2.45, κt = 1, c2 = 0), and the scenario where
κt = c2 = 1 but κλ = 0. The latter is also displayed in Fig. 2.27. The above relation can beutilized in two-dimensional κt–c2 scan, for which κλ = 1 is used as argument to Eq. (2.33),and one-dimensional c2 scan, where κλ = κt = 1 is assumed. Similarly, c2 is set to zero in
κλ–κt scans, which brings Eq. (2.33) to a simple quadratic form in terms of the scannedcouplings.
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Figure 2.27: Density plots of mHH for the intended 56 scan points of c2 (solid lines) between −2(yellow, for reference) and+3, plus another scenario for κt–c2 scan (dashed line). All other couplingsnot explicated in the legend are set to their SM values. Colored lines highlight the chosen points usedin the c2 scan. The corresponding BSM cross sections are quoted in parentheses as multiple of theSM cross section, both computed at NLO accuracy in pQCD using Eq. (2.29). The distributions areobtained by reweighting SM MC samples that are simulated at NLO in pQCD.

Thematrix-based reweighting is not extended to cg nor c2g couplings for several reasons.First, according to Eq. (2.29) the ggF HH cross section is parametrized by 23 independent
coupling terms, which implies that Cfix in Eq. (2.32) would have to be at least a 23×23matrix. Inverting such a large matrix is prone to numerical instabilities, not to mentionthat the whole reweighting procedure becomes very cumbersome to validate. Second, cgand c2g appear uncorrelated in HEFT, so there is no good motivation for studying themseparately, either. Third, subtle variations of the c2 coupling have been shown to drasticallymodify the event kinematics and production cross section of the ggF HH process [187].The effects of varying cg or c2g couplings are not as pronounced, however. To summarize,constraining the c2 coupling helps to narrow down the parameter space of various BSMmodels where the c2 coupling is uniquely connected to the κλ and κt modifiers [185].The matrix-based reweighting method is completely universal, since it makes no as-sumptions about the underlying processes that induce the coupling parametrization in thefinal observables. Thus, it can be also employed in scanning of SM couplings that the VBFHH production is sensitive to: κλ , κV and κ2V . The square sum of the Feynman diagramsshown in Figure 2.23 results in the following parametrization:

PolyT
6 (κλ , κV , κ2V) = (κ2

2V , κ
4V , κ

2Vκ
2
λ , κ2Vκ

2V , κ2VκVκλ , κ
2Vκλ ) .
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The above relation reduces to a simple quadratic function in one-dimensional κλ or κ2Vscan. As evidenced by Fig. 2.24(b), the VBF HH process is much more sensitive to κ2Vcompared to κλ . At anomalous values, the former not only enhances VBF HH productioncross section but also the falling tail in mHH distribution. On the other hand, the gain insensitivity on κV from VBF HH processes is not great compared to single Higgs processes.Combination studies of the latter have already demonstrated a good compatibility of κVwith the SM expectation, at the level of ≲ 10% [8]. Some BSM theories that proposealternative gauge groups do accommodate small modifications in all three couplings [184].The size of these deviations help to also understand whether the Higgs boson really belongsto SU(2)L doublet, as currently established by the SM.The six coupling scenarios that implement the transformation matrixCfix in Eq. (2.32)are the SM coupling scenario, the cases where either κλ or κ2V is turned off or doubled, andthe case where κV = 1.5 [201]. Only one coupling is varied at a time, while the remainingcouplings maintain their SM values. The VBF HH production process is simulated at LOfor each coupling scenario. The cross sections are extracted from the corresponding MCsamples and scaled to N3LO accuracy in pQCD using a k-factor of∼ 1.03 that is derivedfor the SM case. Distributions of mHH and |cosθ
∗| extracted from these MC samples areshown in Fig. 2.28. As |κ2V | approaches to large values, the mHH spectrum asymptoticallyfollows arithmetic averages of κ2V = 0 and κ2V = 2 distributions.
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Figure 2.28: Density plots ofmHH (a) and |cosθ

∗| (b) for various coupling values in VBF HH production.SM values are assumed for all couplings not explicitly shown in the legend. The distributions areextracted from corresponding MC samples that are simulated at LO. The corresponding BSM crosssections are quoted in parentheses as multiple of the SM cross section, both estimated from the MCsamples.

2.5.3 Resonant HH productionMany BSM models consider the possibility that the on-shell Higgs boson pair may beproduced by some yet unknown heavy resonance X. A Feynman diagram for genericresonant HH production is depicted in Fig. 2.29, where the intermediate resonance isinduced via ggF. Instead of modulating the mHH spectrum as described in the previoussection, the invariant mass of the Higgs boson pair that results from X decay would belocalized at mass mX(⩾ 2mH) of the resonance. This signature is universal among manyresonant HH production mechanisms, but the details differ in how such resonances arise,and what problems the alternative phenomenological models attempt to address.In Higgs singlet models, for instance, a new scalar field is introduced to the theorysuch that it couples only to the Higgs doublet [202, 203]. After EWSB, the two fields
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acquire different VEVs and the physical fields would result from mixing the singlet fieldwith the neutral component of the doublet, analogously to how Z boson and photonfields arise from the mixing of SU(2)L×U(1)Y gauge fields. Excitations of the lighterfield would be identified as the Higgs bosons, while excitation of the heavier field wouldcorrespond to some unknown particle. Such models are sometimes referred to as Higgsportals, since they promote the idea of a hidden sector of particles that only the Higgsis able to interact with [204, 205]. The new particle could also function as a viable darkmatter candidate [206].
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Figure 2.29: Feynman diagram for ggF production of an intermediate resonance X and its subsequentdecay into two SM-like Higgs bosons.

Other models that feature resonant HH production try to address the EW hierarchyproblem, which is concerned about the large discrepancy of the EW scale v and the Planckscale ΛPlanck. The premise here is that the SM itself should be considered as an EFT, alow-energy manifestation of more complete theory. The simplest yet most convincingargument for this claim would be that there is no valid description of gravity beyond
ΛPlanck. Although the BSM interactions to the Higgs boson are suppressed by the new scale
Λ > v, as indicated by Eq. (2.19), the Higgs boson mass, on the contrary, should receivecorrections that are proportional to Λ

2 [207]. The conundrum can be resolved by eitheradding new particles that cancel the large increase in Higgs boson mass, or create someother mechanism that circumvents this problem.In 2HDM, which is typically seen in the context of MSSM, new scalar particles arise withthe addition of a second SU(2)L Higgs doublet [208, 209]. Different types of models aregenerated, depending on how the two Higgs doublets interact with fermions. For example,in type I 2HDM, the extra doublet couples to all charged fermions, while in type II one ofthe doublets couples to up-type quarks and the other doublet couples to the remainingcharged fermions. The prescription produces one CP-odd and two mixed CP-even fields,plus two additional charged scalar fields. The CP-even fields would yield the familiarHiggs boson and a new heavier scalar particle that would be responsible for resonantHH production. Some extensions to the framework introduce a CP-violating phase tothe theory [210], while others incorporate an extra singlet [211] or two [212]. The fieldcontent of MSSM is extended by a CP-even scalar and a CP-odd pseudoscalar field innext-to-minimal supersymmetric SM, thus predicting yet another Higgs-like scalar Y, whichhas motivated dedicated searches of asymmetric X→YH decays [213]. A comprehensiveoverview of other resonant HH production mechanisms can be found in Ref. [51].Another way to get around the hierarchy problem is to add one or more dimensions tofour-dimensional spacetime. The extra dimensions would have to be incredibly microscopicthat it would not be possible to observe them directly. One can think of the followinganalogy: a long line drawn on a piece of paper has a certain width to it, which becomessignificant when looked at up close, but imperceivable from a distance. The concept isalmost as old as GR itself, dating back to the 1920s when Kaluza and Klein attempted tounify GR with EM by adding a fifth dimension to spacetime [214, 215]. Although the theory
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did not turn out to be the correct one, the idea of compactified extra dimensions persistedand inspired many models like string theory in the coming years.One of such models was developed by Randall and Sundrum (RS) in late 1990s, whichexplicitly tackled the hierarchy problem [216]. The authors proposed a five-dimensionalmetric that yields a line element of the form
ds2 = e−2ky

ηµν dxµ dxν +dy2 ,

which was shown to respect Poincaré symmetries and field equations of GR. The familiarspacetime coordinates x are now accompanied by a fifth dimension, which is parametrizedby variable y. The extra dimension spans the interval between 0 and πrc with periodicitycondition (x,y) = (x,−y). The symbol rc corresponds to the radius of extra dimension,while factor k tells how much the four-dimensional spacetime is warped when movingalong the fifth dimension. Slices of this five-dimensional hyperspace at particular values of
y are referred to as „branes”, while the hyperspace volume that is enclosed by branes iscalled „bulk”. It can be shown that the ultraviolet mass scale ΛUV at y = 0 is related to theinfrared scale ΛIR at y > 0 via the following relation:

ΛIR = e−ky
ΛUV .

The scale ΛUV could be identified as the Planck scale and ΛIR as the EW TeV scale inthe above expression if krcπ ≃ 35. It follows that there is no hierarchy of different scales,but one fundamental scale that is exponentially suppressed by the geometry of five-dimensional spacetime. A lower-dimensional analogue of the classic RS model is shown inFig. 2.30.
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Figure 2.30: Schematic of the original RS model.

The original RS model confined the SM particles exclusively to the TeV brane, butsubsequent iterations of the model considered the possibility by which the matter andgauge fields were allowed to wander into the bulk region [217]. Perturbations in the tensorcomponent of the metric result in gravity-mediating spin-2 graviton, while fluctuations
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in the scalar term of the metric yield a spin-0 particle called radion, which is needed tostabilize the size of extra dimensions [218]. Both radions and gravitons dynamically acquiretheir masses, which can be specified explicitly in the theory. The new particles are expectedto interact with the SM content, including the Higgs boson [219, 220].The study on HH production in multilepton channel, which is presented in Section 8,specifically looks for the resonant signal in the decays of radions and gravitons as theyappear in the bulk RS scenario, although the resulting phenomenology of radions is verysimilar to the original RS model [221]. The corresponding MC samples are generated atLO for the following range of invariant masses, totaling 19 mass points: from 250GeV to
270GeV in steps of 10GeV; from 280GeV to 320GeV in steps of 20GeV; from 350GeVto 900GeV in steps of 50GeV; and final mass point at 1TeV. Searches of resonant HHproduction in the boosted region would require different analysis techniques not employedhere and are hence omitted from the current discussion. Decay widths of the new reso-nances are assumed to be negligible in the simulation, which is in line with conclusionsof phenomenological studies on the bulk RS model [221]. The only production modeconsidered here is ggF, because other production mechanisms are suppressed by quarkPDFs at the LHC. The cross sections of Higgs boson pair production via bulk RS radionsand gravitons are shown in Fig. 2.31. The precise figures depend on the choice of freeparameters in the model.
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Figure 2.31: Theoretical HH production cross section at 13TeV via radions (blue line) and gravitons(orange line) as a function of mass mX of the resonance as they appear in the bulk RS model [221].Symbol k̃ stands for k/ΛPlanck, where ΛPlanck = ΛPlanck/
√

8π ≈ 2.4×1018GeV denotes the reducedPlanck scale. The shaded bands coverQCD scale andPDF uncertainties, which are added in quadrature.HH production cross section increases with 1/Λ
2IR in case of radions and with k̃2 in case of gravitons.

Unlike in nonresonant production, where pHT of either Higgs boson is theoreticallylimited only by the c.o.m energy, the distribution of pHT of the Higgs bosons produced in res-
onant decays at LO has a sharply falling peak at upper kinematic threshold of√m2X/4−m2H .The tail of pHT distribution is more pronounced for radion decays compared to gravitondecays, which develops due to wider angular distribution of the Higgs boson pair that areproduced in these decays. As demonstrated by Fig. 2.32, the Higgs bosons tend to fly intothe transverse plane where θ

∗ ∼ π/2 more often in graviton decays than in radion decays.The plot is in agreement with the theory prediction, according to which the differentialcross section with respect to Jacobian term sinθ
∗dθ

∗ in the rest frame of the gravitonfollows sin4
θ
∗ [222] but stays constant for radions, since there are no products of spinvectors present in the MEs that model a scalar particle decaying into other scalars.
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Figure 2.32: Angular distribution of spin-0 (blue) and spin-2 (orange) resonances produced via ggFthat subsequently decay into a pair of Higgs bosons at polar angle θ
∗ in the rest frame of theresonance. The distributions extracted from LOMC samples (solid histogram) are compared to shapesas predicted by theory (dashed curve).

2.5.4 Experimental status
Experimental searches of HH production started in late LHC Run 1 data-taking period [223,224] and are still ongoing today but at considerably higher intensity and wider range ofanalysis channels. A total of ∼ 4300 pairs of Higgs bosons are expected in the SM outof tens of billions of events that were recorded by the CMS detector during LHC Run 2data-taking period. Similarly to single Higgs boson studies, the Higgs boson pairs aresearched in mutually exclusive phase space regions defined by HH decay modes. As shownin Fig. 2.33, by considering only those single Higgs boson decay modes for which there isdirect experimental evidence available today, one might consider up to 28 unique waysthe Higgs boson pair might decay into. However, only a fraction of those decay modesare experimentally viable for probing the HH production. In order to gain sensitivity tothe HH signal, some phase space regions with high event statistics may be further dividedby HH production modes into ggF and VBF categories, or by the kinematic regime intoresolved (or low mHH ) and boosted (or high mHH ) regions. Analyses that target the VBFcategory require the presence of additional two jets that are separated by a wide angleand have a large invariant mass. Higgs boson decay products are much more collimated inboosted HH events, which makes it more difficult to resolve them with the same analysistechniques utilized in the low mHH regime. For this reason, the hadronic decay productsof a boosted Higgs boson are clustered into a single jet with larger cone radius instead oftwo distinct jets with smaller cone radius as commonly employed in the resolved analyses.The background composition also changes with increasing mHH , further motivating thedistinction of resolved and boosted regimes.

Each individual analysis targets a particular experimental signature, but there is nosingle „golden channel” that alone is simultaneously sensitive enough for probing the SMhypothesis and the various EFT shape BMs. This very much applies to the HH multileptonanalysis presented here, as it provides excellent sensitivity to kinematic scenarios thatexhibit soft mHH spectrum. Compared to other HH analyses, in particular those targetingH→ bb decays, the multilepton channels excel in the low mHH regime because of relativelylow energy thresholds that the selected electrons, muons and τ h are required to satisfy.On the contrary, the multilepton channels are not as sensitive to the kinematic scenariosthat display very energetic mHH spectrum compared to the channels that involve moreprobable H→ bb decays because the selection thresholds play less of an important rolein signal acceptance.
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Figure 2.33: Branching ratios of Higgs boson pair decays. Inputs are taken from [50]. Cells markedwith a green tick symbol (✓) indicate the decay modes for which there are published analysis resultsbased on LHC Run 2 data. Multilepton decay modes are highlighted with blue cell borders. Dashedcell borders indicate that the decay mode is technically included in the signal hypothesis but theanalysis was not optimized for those events.

The same challenges that are prevalent in single Higgs boson searches are now amplifiedin HH searches: the decay modes with clean final state have way too small BR, while thedecay modes with larger BR show poor signal over background ratio (S/B). Therefore, theresults of multiple HH analyses need to be combined in order to reach maximum possiblesensitivity, which in turn implies that the analyses have a common set of deliverables.Analyses that target nonresonant HH production typically quantify upper limits on HHproduction cross section, constraints on κλ and on κ2V , multidimensional limits involvingSM and EFT parameters, and limits on EFT shape BMs. This is different from resonant HHsearches, where a radion or a bulk RS graviton with unknown mass mX is presumed todecay into a pair of SM Higgs bosons. Although the signal hypothesis is fixed to a specificscenario, the resulting peak in mHH that is located at mX is representative of all mechanismsthat feature a heavy narrow-width resonance decaying into a pair of Higgs bosons. Limits inresonant HH analyses are quoted for spin-0 and spin-2 hypothesis separately for selectedvalues of mX.The HH searches have been performed by the ATLAS and CMS collaborations ondata collected in LHC Run 2 in seven decay modes. The most sensitive analyses coverHH→ bbbb [225–230], HH→ bbτ τ [231–233] and HH→ bbγ γ [234, 235] decay modes.These are followed bymultilepton analysis, which captures HH→ VV∗V′V′∗, HH→ τ τVV∗and HH → τ τ τ τ signal, and HH → bbWW∗ [7, 236, 237] analysis, which is sometimescombined with HH→ bbτ τ and HH→ bbZZ∗ decay modes to target DL final states [238].Finally, there are analyses targeting HH→ bbZZ∗→ bb4ℓ [239] and HH→WW∗γ γ [240,241] decay modes. The decay modes have have been analyzed thus far are marked with agreen tick symbol as a visual aid in the BR matrix that is depicted in Fig. 2.33. All aforemen-tioned HH analyses have only studied the dominant ggF and VBF production modes. TheCMS collaboration has very recently published preliminary results on subdominant VHHproduction by exploiting those unique final states, which arise from both Higgs bosonsdecaying into a pair of b quarks [242].
63



In FH channels, such as HH→ bbbb and HH→ bbτ τ with both τ decaying hadronically,the overwhelming majority of background events that pass the analysis selection cuts arecoming from QCD multijet processes. Although their contribution to the signal region (SR)diminishes in the boosted regime, the same goes for the efficiencies of state-of-the-art b jetidentification algorithms [167, 168] that the present channels heavily profit from. Since it isnot computationally feasible to model the QCD background with MC simulation withoutinflating the statistical uncertainties on the estimation, especially in the tails of distributionswhere BSM signal is expected to surface, data-driven techniques are oftentimes employedto model the multijet background in the SR. Channels like HH→ bbτ τ and HH→ bbVV∗,where one or two leptons are required in the final state, have to discriminate againstmassive tt+jets, DY and W+jets backgrounds, which can produce the same experimentalsignature. In multilepton and HH→ bbZZ∗→ bb4ℓ channels, where the multiplicity offinal state electrons, muons and τ h is higher, the dominant backgrounds come fromWZand ZZ production processes, followed by associated production of a single boson witha pair of top quarks. Although the QCD background is less of an issue in those channels,it can still seep into the SR if hadronic jets are misidentified as leptons or τ h. Such „fakebackground” is generally modeled with data-driven approaches, which will be discussedin more detail in Section 5.3. Finally, HH→ bbγ γ channel has two types of backgrounds:nonresonant γ γ+jets, which has continuously falling energy spectrum, and single Higgsboson production processes, where the Higgs boson decays into two photons. Limits onmore generic production of X→ YH process, where X and Y represent distinct speciesof hypothetical particles, can be converted into limits on HH production if the Y particlehas the same mass as the Higgs boson. Limits on resonant HH production in bbbb [243],bbτ τ [244] and bbγ γ [245] decay modes set by the CMS collaboration are indeed deducedfrom the limits of X→ YH production.The analyses that require the presence of multiple leptons, τ h or photons in the finalstate have generally fewer background events, but also much smaller signal rate becauseof low BRs of the involved decay processes. Thus, HH→ bbγ γ , HH→WW∗γ γ , HH→bbZZ∗→ bb4ℓ and multilepton channels are generally limited by the available data, whichis also reflected by the enlarged statistical uncertainties in the corresponding results. Thisis not a problem in the remaining channels, however, any systematic biases that may arisein the modeling of signal and background processes become pronounced. It may createtensions in the signal extraction, which can be relieved by improving the uncertainty model,but at the expense of increasing systematic uncertainties. Results of the latest HH analysesare summarized in Table 2.12, demonstrating good compatibility with the SM expectation.
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HH decay mode Mass range of X inresonant X→ HH ATLAS CMS
bbbb (▲, •) ATLAS: −3.5(−5.4)< κλ < 11.3(11.4), Resolved:

[251,5000] ([226]G); 0(−0.1)< κ2V < 2.1(2.1), −2.3(−5.0)< κλ < 9.4(12.0),
[260,1000] ([225]V); 5.4(8.1)σSM, −0.1(−0.4)< κ2V < 2.2(2.5),
CMS: 130(130)σ VBF-onlySM [227]†GV; 3.9(7.8)σSM [228]GV
[1000,3000] ([230]G); −0.8(−0.9)< κ2V < 2.9(3.1), Boosted:
[1000,4000] ([243]‡G) 840(550)σSM [225]V −9.9(−5.1)< κλ < 16.9(12.2),

0.6(0.7)< κ2V < 1.4(1.4),
9.9(5.1)σSM [229]GVVHH:

−38(−30)< κλ < 37(29),
−12(−7.6)< κ2V < 14(8.9) [242]

bbτ τ (▲, •) ATLAS:
(FH) [1200,3000] ([231]G); ✗ ✗

(FH, SL) [251,1600] ([232]G) 4.7(3.9)σSM [232]GV −1.7(−2.9)< κλ < 8.7(9.8),CMS: −0.4(−0.6)< κ2V < 2.6(2.8),
[280,3000] ([244]‡G) 3.3(5.2)σSM,

124(154)σ VBF-onlySM [233]GV
bbγ γ (▲, •) ATLAS: −1.5(−2.4)< κλ < 6.7(7.7), −3.3(−2.5)< κλ < 8.5(8.2),

[251,1000] ([234]G) 4.2(5.7)σSM [234]GV −1.3(0.9)< κ2V < 3.5(3.1),CMS −0.6(−0.4)< c2 < 1.1(0.9),
[260,1000] ([245]‡G) 7.7(5.2)σSM [235]†GV

Multilepton (•)
(4W) [250,500] ([246]*G); 160(120)σSM [246]*G ✗

(4V, 2V2τ , 4τ ) [250,1000] ([2]G) ✗ −6.9(−6.9)< κλ < 11.1(11.7),
−1.0(−1.0)< c2 < 1.5(1.4),

21.3(19.4)σSM [2]†GV
bbWW∗ ATLAS:

(SL) [500,3000] ([236]*G) 300(300)σSM [236]*G ✗

(DL) ✗ 40(29)σSM [238]G ✗(SL, DL) CMS:
[250,900] ([7]G); ✗ −7.2(−8.7)< κλ < 13.8(15.2),
[800,3500] ([247]*G) −1.1(−1.4)< κ2V < 3.2(3.5),
[800,4500] ([237]G) 14(18)σSM [7]†GV

bbZZ∗→ bb4ℓ (•) ✗ ✗ −9(−10)< κλ < 13(15),
32(40)σSM [239]G

WW∗γ γ [260,500] ([240]*G) 230(160)σSM [240]*G 97(53)σSM [241]†GV
Combination ATLAS: −0.4(−1.9)< κλ < 6.3(7.6), −1.2(−1.0)< κλ < 6.5(6.3),

[260,3000] ([248]*G) 0.1(0.0)< κ2V < 2.0(2.1), 0.7(0.7)< κ2V < 1.4(1.4)CMS: 2.4(2.9)σSM [249] (obs. at 6.6σ ), 3.4(2.5)σSM [8]
[250, 3000] ([250]*G)

* Performed on 2016 data only.† Provides limits for EFT BMs.‡ Scalar X→ YH search with mY ∈ 125GeV.
G Considers ggF HH signal hypothesis.V Considers VBF HH signal hypothesis.

Table 2.12: Summary of the latest HH analyses performed by the ATLAS and CMS collaborations onLHC Run 2 data. Mass ranges of the unknown resonance are given in the units of GeV. Last twocolumns quote observed and expected upper limits on HH production cross section in the units of SMcross section and constraints on various couplings based upper limits at 95% CL. Expected limits aregiven in parentheses. The combination of ATLAS results considers single Higgs boson channels plusthree HH channels (which are marked with a black triangle, ▲), while the combination of CMS resultsincludes only five HH channels (which are marked with a black bullet, •).
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3 The LHC and the CMS experiment
The European Organization for Nuclear Research, commonly referred to by its Frenchabbreviation „CERN”, is the largest international organization that conducts cutting-edgeresearch in high energy physics (HEP). The organization has grown in size from a just dozenstates since its inception in 1954 to more than 70 states today, including 23 member states,ten associated member states (including Estonia that intends to become a full memberby 2023 at the latest), three observer states and 41 other countries contributing to CERNresearch program on a regular basis. CERN has more than 11000 active users from 700institutes working in scientific, technical and administrative fields as part of more than 30accelerator experiments [251].The largest and most powerful particle accelerator in the world is currently the CERNLarge Hadron Collider (LHC) [11]. The accelerator supports eight independent experimentsthat each have their own instruments for collecting the collision data. Behind everyexperiment is a highly skilled teamwho develops andmaintains the hardware and software,performs the data analysis, and publishes the results. One of the two general-purposedetectors that is located on the 27km long circular path of the LHC is the Compact MuonSolenoid (CMS) detector [19]. Since the analyzed data in this work is collected by the saiddetector, the remainder of this section is precisely dedicated to the description of the LHCin Section 3.1, followed by Section 3.2, where a brief overview of the CMS apparatus isgiven.
3.1 The Large Hadron Collider
Plans for the LHC already started right after the discovery of Z boson [252], with the primaryphysics goal of improving the SM of particle physics even further. Its construction began in1998 and concluded ten years later, which was then followed by a 14 month long testingperiod. The hadron collider is installed in the tunnel of the now defunct Large Electron-Positron Collider, which resides about 100m below the ground surface of the Genevaregion that is shared between Switzerland and France. It accelerates and collides mostlyprotons (pp), but it can and has been used for colliding lead ions with protons (p-Pb) orcolliding just the lead ions (Pb-Pb). These heavy ion collisions create conditions for nuclearmatter to transition into an exotic form of plasma that consists of asymptotically freequarks and gluons. Month-long experiments with the heavy ions are typically scheduled atthe end of a data-taking year, leaving the rest of the year for pp collisions. The remainderof this section focuses exclusively on pp collisions at the LHC.Protons are accelerated through a chain of linear and circular pre-accelerators beforethey enter the LHC ring, as illustrated in Fig. 3.1. The whole process starts with a vessel ofhydrogen gas, from which hydrogen atoms are pulled. The hydrogen atoms are strippedfrom electrons and the residual protons are injected into LINAC29, which acceleratesthem to 50GeV. The protons are subsequently transferred to Proton Synchrotron Booster,where they are accelerated to 1.4GeV. Next, the protons are passed to Proton Synchrotron,where they are lumped into bunches that each contain about 100 billion protons. Oncethe bunches are boosted to 26GeV in the ring, they are then passed to the Super ProtonSynchrotron, which raises their energy to 450GeV. The resulting stream of protons is splitinto two and directed into the LHC ring at two separate interaction points (IPs). One beam(„Beam 1”) enters the LHC cavity at IP2 and runs clockwise, while the other beam („Beam 2”)enters the LHC ring at IP8 and travels anti-clockwise (from ground-level perspective).The LHC ring has eight IPs in total. Two general-purpose detectors, ATLAS and CMS, are

9 LINAC stands for linear accelerator. LINAC2 was replaced by LINAC4 after LHC Run 2 concluded.
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respectively located at IPs 1 and 5. The proton beams also cross at IPs 2 and 8, where ALICEand LHCb detectors are situated. The former is designed to collect and study the datafrom Pb-Pb collisions, while the latter is specialized in b quark physics and CP-violation.Smaller complementary experiments (LHCf, MilliQan, MoEDAL, and TOTEM) occupy theaforementioned IPs (1, 5, 8, and 5). They tackle specific questions of particle physics, suchas the existence of magnetic monopoles (MoEDAL) or millicharged particles (MilliQan), ordetermine the characteristics of pp collisions (TOTEM) and cosmic ray phenomena (LHCf).The remaining IPs are equipped with instruments that facilitate the LHC operations, likebeam collimation at IPs 3 and 7, two independent radiofrequency (RF) systems that areresponsible for accelerating the protons at IP4, and beam dumping at IP6.
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Figure 3.1: Schematic of the CERN accelerator complex at the tail end of the LHC Run 2 operations in2018 [253]. Each accelerator system in the plot is labeled by its name, date of commission and, in casecircular accelerators, its circumference. Injection paths from one system to another are shown witharrows, the color of which tells the type of particle that is transferred, as indicated by the legend.

At every lap in the LHC, the protons receive energy by electric potential difference thatis present only in RF cavities. The ratio between voltage oscillation frequency in the RFcavities, fRF, and the revolution frequency of proton bunches, frev, determines the totalnumber of vacant segments or „buckets” of the circular path that could be populated byproton bunches. Since the proton bunches are separated by an interval ∆t of 25ns, onlya small fraction of buckets are actually populated with the protons. The precise numberof proton bunches in a train, Nb, depends on the choice of filling scheme at the beaminjection time.The protons are guided by 1232 superconducting dipole magnets along the circularpath of the LHC. The magnetic coils sustain a field strength of up to 8.3T. Such strongmagnetic fields are necessary to provide sufficient centripetal force that is able to bend thetrajectory of protons. Various multipole magnets are placed between the dipole magnetsin succession to prevent the proton bunches from dispersing in the transverse plane whilethey travel inside the vacuum cavities of the LHC. Right before the proton bunches reach
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the detector, they are squeezed together by a series of quadrupole magnets. The beamscross each other at a subtle angle θc inside the detectors.Proton trajectories are continually corrected by multipole magnets, which causes theprotons to oscillate about the longitudinal axis. The collectivemotion of protons is generallydescribed by two phase space parameters: amplitude modulation β (l) and transverseemittance ε . As the name already implies, the former quantifies oscillation amplitude,which varies with longitudinal position l in the accelerator, while transverse emittancetells how much phase space is covered by these oscillations. Amplitude modulation at thecollision point is commonly denoted by β
∗.Instantaneous luminosity is a parameter of the accelerator that quantifies the collisionrate of a scattering process. Assuming that the colliding proton bunches contain the samenumber of protons, Np, and that the proton density in both bunches follows a Gaussiandistribution with variance σ

2
T in transverse direction, then instantaneous luminosity at theLHC can be approximated by
Linst =

f NbN2
p

4πσ
2
T
R(σT ,σL,θc,d) , (3.1)

with σT =
√

β
∗
ε/γL and σL standing for the bunch width and length, respectively, and

γL referring to the Lorentz factor of the accelerated protons [254]. Reduction factorR inEq. (3.1) captures the degradation of instantaneous luminosity that is caused by collidingproton bunches at angle θc or at some unknown offset d, but also includes the effectsof bunch size variation at low values of β
∗. It is worth noting that shorter than 25nsbunch spacing would lower the instantaneous luminosity due to parasitic beam-beameffects [255].Integrated luminosity L over some time period T is obtained from:

L =
∫ T

0
Linst(t)F(t)dt ,

whereF(t) accounts for luminosity decay, which is causedmainly by collisions. The protonbeam circulates in the accelerator anywhere between a few hours up to a day and a half,but it usually averages to T ≈ 10h. Once the beam has been exhausted, it is extracted fromthe storage ring, diluted, and dumped into a graphite block. Every new injection of thebeam starts a new „fill” recording, which contains multiple discrete data-taking intervalsor „runs”, during which the detector conditions do not change. Collision events collectedafter 218 revolutions of the beam in a 23s long interval comprise a luminosity „block” or„section” of a run. Each fill, run, luminosity block and recorded event is assigned a uniquenumber that is sequentially incremented.Integrated luminosity can be thought of as a measure of collected data, because theproduct of integrated luminosity and the cross section of some process, which is usu-ally known or at the very least hypothesized, yields the total number of events that isexpected from the proton collisions. About 70% of total pp interactions are inelastic andhence contribute to the production of new particles. The corresponding cross section issometimes called minimum bias cross section and amounts to σMB = 69.2(±4.6%)mb at√
s = 13TeV [256]. As detailed in Table 3.1, peak instantaneous luminosity ranged from

14 to 21Hz/nb during LHC Run 2, which means that pp interactions were produced at arate of up toLinstσMB = 970MHz–1.45GHz. However, given that bunch crossings (BXs)are happening at a rate of Nb frev = 25–28.8MHz, then one would expect
⟨µPU⟩= LinstσMB

Nb frev ≈ 40–50 (3.2)
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pp interactions per BX on average. This average turned out to be smaller, between 23 and
32, for the full data-taking period because the LHC machine was not constantly operatingat its peak instantaneous luminosity.Each pp interaction from a BX produces particles that leave tracks inside the detectorvolume. The tracks can be traced back to common points. Only one of those points calledthe primary vertex is considered as the HS event, while all other pp interactions in theevent are deemed as pileup (PU). One can distinguish between in-time PU if the extra ppinteractions are happening in the same BX as the HS event, and out-of-time PU, in whichcase the detector does not have enough time to clear up the information from previousBX or receives new information from the next BX too early. The average number of PUvertices per BX follows Poisson distribution with mean ⟨µPU⟩, which increases linearly withinstantaneous luminosity as evidenced by Eq. (3.2). Figure 3.2 shows the distribution of
⟨µPU⟩ for each data-taking year and for their aggregation.

√
s [TeV] ∆t [ns] fRF [MHz] frev [kHz] Nb

† Np |θc| [µrad]
13 25 400 11.245 2220–2556 ∼ 1011 145–185

β
∗ [cm] ε [µm] σL [cm] Linst† [Hz/nb] ⟨µPU⟩

25–40 1.9–2.2 6.4–9.4 14–21 23–32

Table 3.1: A selection of parameters characterizing the LHC machine during its Run 2 operations.Parameters marked with a dagger (†) indicate their peak values. If the parameter changed betweenthe data-taking years, a range is shown instead.
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Figure 3.2: PU profile in LHC Run 2 data broken down by data-taking years [256].

The LHC program is scheduled into multiple „Phases” and „Runs” based on the c.o.menergy of pp collisions and instantaneous luminosity supplied by the machine, as depictedin Fig. 3.3. The LHC Runs span multiple years of data-taking operations, which also includeshorter breaks (Technical Stops) that are reserved for minor upgrades, tuning and mainte-nance work. There are Long Shutdowns between each LHC Run, during which the wholeaccelerator complex is turned offline for major upgrades. Even though the year 2015 ispart of LHC Run 2, the amount of data recorded in that year was too low and detectorconditions too different compared to the following years. Therefore, it was not practicallyfeasible to include this data in LHC Run 2 analyzes. Just like most CMS analyses, the work
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presented here considers only the data that was recorded over the next three years, from2016 to 2018. The data is acquired in multiple chunks or „eras”, which refer to periods oftime when the collected data was acquired with consistent detector and trigger settings.Acquisition eras are denoted by uppercase letters and enumerated in alphabetical order.There are seven acquisition eras in 2016 (labeled as B-H), five in 2017 (B-F) and four in 2018(B-D).
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Figure 3.3: Long-term schedule of the LHC program. The plot shows c.o.m energy √s (blue line),peak instantaneous luminosity Linst (red circles) and accumulated integrated luminosity L (solidgreen areas) of pp collisions delivered by the LHC in each data-taking year or projected period. Theprojections are based on Refs. [177, 257].

The LHC will be upgraded to High Luminosity LHC (HL-LHC) after Run 3 [177]. The newmachine is expected to produce proton-proton collisions at c.o.m energy of√s = 14TeVat an instantaneous luminosity ofLinst = 50Hz/nb. This comes at the cost of increased PUactivity, as 200 parasitic proton-proton collisions are foreseen to occur per BX on average.The HL-LHC is projected to deliver about 250 fb−1 of data per year over the span of atleast twelve years, with the ultimate goal of accumulating at least 3ab−1 of data by theend of its operations. This is more than 20 times the amount of data collected duringLHC Run 2 data-taking period. Such significant boost in the amount of recorded data willgreatly benefit the analyses that suffer from limited event statistics.
3.2 The CMS detector
The CMS detector consists of various subdetectors that are placed around the beam linein concentric layers. The detector is centered precisely around the collision point whereproton bunches cross each other. Despite having „compact” in the name, the wholeapparatus is still impressively large: it stands at 21.6m long, has a radius of 7.3m andweighs about 12500 t in total. Layout of the CMS detector with a couple of people for scalecan be found in Fig. 3.4.Each subdetector measures either energy or momentum of particles that are producedfrom the proton collisions. In the innermost layer is the tracker that determines the positionof charged particles as a function of time. The second layer consists of electromagneticcalorimeter (ECAL) and hadronic calorimeter (HCAL), which absorb particles with electro-
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magnetic and hadronic origin, and measure their deposited energy. Muon detectors areplaced to the outermost layer because muons have particularly long proper lifetime com-pared to other collision products. Each of these subdetectors are explored in more detailin Sections 3.2.1 to 3.2.3. The discussion concludes with Section 3.2.4, which describes howthe CMS detector handles the unprecedented rates of collision data.
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Figure 3.4: Cutaway view of the CMS detector [19].

One of the defining features of the CMS detector is its 12.5m long and 6mwide solenoidmagnet, which is placed between the HCAL and muon detection system. The solenoid isable to generate field strength of |B|= 3.8T, which is directed along Beam 1 inside thecoil. The purpose of such a strong magnetic field is to detect electrically charged particleswhen they pass through the detector material. In particular, an electrically charged particlewith mass m and charge q would be subject to Lorentz force F = (q/m)p×B when ittravels through the magnetic field with momentum p. Since the acting force is alwaysperpendicular to its direction of motion, the trajectory of the charged particle curls into ahelix, the axis of which coincides with the direction of the magnetic field. It follows thatthe track bending happens on a plane that is perpendicular to the beam line. Radius ofthis curved path provides an estimate for the mass of the particle, while the sign of thecurvature tells whether the particle is positively or negatively charged. The equation ofmotion of a charged particle can be fully specified by its 3-momentum components ata closest approach to a reference point and by another two parameters quantifying thedistance of its track to that reference point [258].The tracker, calorimeters and the solenoid are all housed inside a steel yoke, whichprovides structural support for the whole detector. It additionally guides and homogenizessome of the magnetic field outside of the solenoid. The magnetic field present outside ofthe coil can only influence the trajectory of muons. The 12-sided steel structure consists
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of three radial layers with varying thickness that interleave with the muon detectors.Figure 3.5 illustrates how different types of particles interact with the detector material inthe presence of the magnetic field.
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Figure 3.5: Transverse view of one of the twelve azimuthal sectors of the CMS detector at its centerpoint facing in the direction of Beam 2. The sketch demonstrates how different particles interact withvarious parts of the detector [259].

The instruments that are facing parallel to the beam line constitute the central „barrel”region of the CMS detector, while the subsystems that are placed perpendicular to thecollision axis at the both ends of the barrel make up the „endcaps” of the detector. Asseen from Fig. 3.4, for instance, the barrel portion of the return yoke has five segments,which are surrounded or „capped” by three layers of steel plates from both ends, hencethe name „endcaps”.Given the distinct cylindrical shape of the barrel region, it is more convenient toparametrize the three-momentum of particles using modified cylindrical coordinates
(pT ,θ ,φ) than Cartesian coordinates (px, py, pz). The two coordinate systems are relatedto each other in the following way:

pT =

√
p2

x + p2
y , θ = arccos

pz

|p| , φ = arctan
py

px
, (3.3)

with |p|=√p2
x + p2

y + p2
z . The origin of the coordinate system is set at the center of the

CMS detector. The x-coordinate points to the center of the LHC ring, the y-coordinatepoints to the ground surface and the z-coordinate points in the direction of Beam 2.The definition of the y-coordinate coincides with the radial distance r from the beam line.Transverse momentum pT refers to the projection of three-momentum onto the transverseplane spanned by x- and y-coordinates. Azimuthal angle φ quantifies the position of thisprojection on the transverse plane, whereas polar angle θ tells how far away from the
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beam line a given particle travels. Both coordinate systems are depicted in Fig. 3.6(a).All kinematic variables are defined in the laboratory frame of reference where they aremeasured.
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Figure 3.6: (a): Coordinate systems parametrizing three-momentum (shown in red), viewed fromthe ground surface inside the LHC ring. The Cartesian projections are shown in orange, while thedefault CMS coordinates are shown in green. (b): A selection of values for pseudorapidity η andcorresponding polar angle θ .

It is fairly common to use pseudorapidity, defined as η =− ln tan(θ/2), instead of polarangle. If a particle flies perpendicular to the beam line, that is at an angle θ = π/2, thenits pseudorapidity is equal to zero. The advantage of using pseudorapidity over the polarangle is that differences in the former remain invariant under Lorentz boosts along thecollision axis, which helps to construct an invariant measure for the angular separationbetween two particles i and j under such boosts using

∆Ri j =

√
(ηi−η j)

2 +(φi−φ j︸ ︷︷ ︸
∈[−π,π]

)2 . (3.4)

Someexample pseudorapidity values and corresponding polar angles are listed in Fig. 3.6(b).Longitudinal view of the CMS detector in Fig. 3.7 shows the coverage of individual subde-tectors in terms of pseudorapidity. A related quantity is rapidity, which is defined as

y =
1
2

ln
(

E− pz

E + pz

)
,

where E refers to particle energy. Similarly to pseudorapidity, it remains invariant underLorentz boosts in the direction of the z-axis. At energy scales much higher than the particlemass, rapidity becomes approximately equal to pseudorapidity. Spatial distances ∆Ry
i j in

y–φ plane are computed analogously to Eq. (3.4), but with pseudorapidity coordinatesswapped for rapidity coordinates.
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Figure 3.7: Longitudinal view of a quadrant of the CMS detector that highlights the followingsubdetectors and structural elements [260]: tracker (green); ECAL (white) split between barrel(EB) and endcap (EE) regions; HCAL (yellow) in barrel (HB), endcap (HE) and forward (HE) regions;muon detectors (blue) in barrel (MB) and endcap (ME) regions, interleaved with the steel yoke (YBand YE, in gray). Muon detectors are segmented into five „wheels” in the barrel region or into two„rings” in the endcap region (both enumerated by the first number), and into four „stations” in bothMB and ME (indicated by the second number). Magnetic field generated by the solenoid (CB) pointsfrom left to right.

In addition to the transverse momentum defined in Eq. (3.3), it is sometimes advan-tageous to employ transverse momentum in an analysis. The observable is expressedas
mT =

√
E2− p2

z =

√
p2

T +m2 , (3.5)
where m denotes particle mass. As explained in Section 4.1.5, it provides a viable handlefor estimating the mass of particles or energy scale of processes that feature a mixtureof visible (leptons, jets) and invisible (neutrinos) decay products. The observable remainsinvariant under Lorentz boosts along the collision axis.
3.2.1 Tracker
Particles produced from pp collisions first encounter silicon material of the tracker [261].The particles would ionize the silicon atoms while passing through the substance, leavingbehind charges that are collected by electrodes under some bias voltage at different pointsin the detector. The position and time of these charges is then registered, which enablesthe tracking of particles that interacted with the silicon material. Spatial resolution ofthe tracker is therefore dictated by the spacing of the electrodes in a silicon module andalignment of the modules around the beam line. The found tracks are fed into variousalgorithms that aim to reconstruct and identify these particles. The ionized paths canbe traced down to a common point where the HS collision took place, or to secondaryvertices that resulted from decay processes of particles with distinct lifetimes such as bhadrons. Because the particle tracks are very close to each other at the collision point butthen spread out over some distance, the spatial resolution of the tracker is understandablyhighest near the collision point. The whole tracker is cooled down to temperatures below
−10 ◦C, which prevents the on-site electronics from entering a positive feedback loop of
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self-heating and increasing leakage current that eventually damages the instruments.
At the core of the tracker is the pixel detector, which is surrounded by a collection ofsilicon strip detectors. From its initial construction until the end of 2016 data-taking period,the barrel portion of the pixel detector (BPIX) consisted of three 54cm long layers of siliconsensors, which were installed 4.4, 7.3 and 10.2cm away from the beam line. The barrelregion was complemented by two endcap disks in the forward region (FPIX) from bothends. The disks were placed perpendicularly around the collision axis at 34.5 and 46.5cmfrom the IP. The last BPIX layer covered pseudorapidity range of |η |< 1.3, while the FPIXextended the coverage to |η | < 2.5. Each silicon sensor with its supporting structure,readout electronics and cooling were engineered to minimize the material budget, whichwas necessary to avoid disturbing the particles that penetrate the tracker as much aspossible. The small area of 100×150µm2 of each silicon pixel resulted in a high spatialresolution of 10–25µm.
The pixel detector was completely swapped out for a new one after the 2016 data-takingperiod concluded [262]. The Phase 1 upgrade was necessary to counter increasingly intenseluminosity conditions in the following years. The new BPIX now had four layers of pixels,which were moved to radii of 2.9, 6.8, 10.9 and 16cm. The FPIX also received an additionaldisk, however, all three disks were separated into mechanically independent half-rings,which eased the installation process. In addition, the on-site readout chips and coolingsystemwere also renewed during the upgrade. Comparison of the pixel detector alignmentbefore and after the upgrade is available in Fig. 3.8.

Figure 3.8: Layout of one quadrant of the pixel detector before the Phase 1 upgrade (below) and afterthe upgrade (above) in longitudinal view [262].

As shown in Fig. 3.9, the surrounding silicon strip detector is divided intomultiple regionsbased on the position and alignment of its layers: tracker inner barrel (TIB), tracker innerdisks (TID), tracker outer barrel (TOB) and tracker endcaps (TEC). The silicon strip detectoris installed around the beam line, occupying a region of 22.5–113.5cm in radial directionand 248–564cm in longitudinal direction. Due to lower particle flux in the outer layers ofthe tracker, radial strips instead of close-to-square pixels are used in the strip detector as acost-saving measure. The average size of silicon strips varies from 10cm×80µm in theinnermost layers of TIB to 25cm×180µm in the outermost disks of TEC, which loweredthe spatial resolution by an order of magnitude compared to the pixel detector. However,thanks to the higher number of layers and disks, the strip detector is able to provide manymore measurement points than the pixel detector.
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Figure 3.9: Longitudinal view of the CMS tracker, including its pixel detector before the Phase 1upgrade [263]. Silicon strips shown by thin black (thick blue) lines provide measurement in two (three)coordinates, which is achieved with a single (double) layer of silicon strip modules. The pixel detector,which is indicated by thick red lines, also measures coordinates in three dimensions in each layer.

3.2.2 CalorimetersThe next detector subsystem that the particles meet is the ECAL, which is followed by theHCAL. Both units intend to quantify the absorbed energy of all particles but the muons.Electrons and photons are stopped in the ECAL, while hadrons pass through the ECAL butare eventually absorbed into the HCAL material.When an electron enters the ECAL volume and interacts with the calorimeter material,it may prompt the electron to emit a bremsstrahlung photon. Photons, on the other hand,convert into electron-positron pairs while traversing through the calorimeter. The cascadeof bremsstrahlung emissions (e → eγ ) and photon conversions (γ → e+e−) continuesuntil the remaining particles lose their last bit of energy through ionization. An incident
electron or photon that enters the ECAL would lose a fraction of (1− e−X/X0) of its energyafter passing through the detector material of thickness X and radiation length of X0. Itfollows that a small radiation length of the absorption material allows for more compactcalorimeters. Lateral spread of the EM showers is characterized by Molière radius RM ,which is equal to the width of the shower that contains 90% of its energy on average.Smaller RM is preferred because it would result in more localized showers.The working principle of HCAL is very similar: once a hadron enters the calorimeterbounds, it splits into lighter hadrons such as pions. The avalanche of light hadrons proceedsuntil the energy for the inelastic collisions to continue has been exhausted. In analogyto radiation length that characterizes the ECAL material, the longitudinal developmentof hadron showers is described by nuclear interaction length of the HCAL material, λI .Hadron showers are typically more diffuse and longer compared to EM showers.The ECAL is constructed from 61200 lead tungstate (PbWO4) crystals, which aremounted at r = 1.29m from the beam line in the barrel part (EB). It is complementedby 7324 crystals on either side at |z| = 315.4cm, which constitute the endcaps of theECAL (EE). The EB covers a fiducial volume of up to |η | < 1.479, which is extended to
|η |< 3 by the EE. Preshower detectors (ES) are placed in front of the EE crystals in regions
1.653 < |η |< 2.6. Geometrical arrangement of the ECAL modules is depicted in Fig. 3.10.The scintillating lead tungstatematerial has a small radiation length ofX0 = 0.89cm anda narrowMolière radius ofRM = 2.2cm. The ECAL crystals have a tapered shape, with front-

76



facing area of R2
M (1.3× 1.3R2

M) and rear-facing area of 1.18×1.18R2
M (1.36×1.36R2

M)in the EB (EE). A single crystal in the EB covers a solid angle of 0.0174×0.0174 in the η-φplane and has a length that corresponds to 25.8X0. The crystals in the EE are slightly shorter,measuring at 24.7X0, and vary from 0.0175×0.0175 to 0.05×0.05 in η–φ dimension. Amechanical arrangement of 5×5 crystals forms a tower in the EB and a supercrystal in theEE.

Figure 3.10: Layout of the CMS ECAL [19]: the EB (green) consisting of two sets of 18 supermodules,two „Dees” on either side of the EE (blue) and the ES (red) in front of them.

The scintillating medium is optically transparent: a charged particle that strikes thematerial would produce light that peaks broadly near the UV spectrum. The intensity ofthe generated light scales proportionally with the kinetic energy of the charged particle.The light is collected and subsequently converted into an electric signal by photodetectors,which are installed at the back of each crystal. The optical transparency of crystals iscontinuously monitored with lasers in order to derive corrections that compensate forfluctuations in the transparency due to irradiation and temperature. The calorimeter hasto operate at a temperature of 18 ◦C within 0.05 ◦Cmargin.Unlike the rest of the ECAL, ES is built from two layers of lead radiators that areinterleaved with silicon strip sensors. The purpose of the ES is to identify neutral pions aswell as to improve the positioning of electrons and photons outside the EB.With a thicknessof 20cm, the effective radiation length of the ES with its on-site electronics amounts toabout 3X0. This translates to 95% showering probability before the EM particles break outthe sampling detector and reach the EE crystals.A particle shower would extend over a cluster of ECAL crystals or „cells” in the calorime-ter. An array of 3× 3 cells is enough to capture approximately 94% of the energy fromincident electrons or photons. Magnetic field that is generated by the surrounding solenoidcauses the ECAL deposits to spread along the φ direction. The total energy that is associ-ated with an electron or a photon is obtained by summing the energy deposits of adjacentcells that make up a cluster, which is then corrected according to calibration data, position,energy scale, temperature and transparency of the crystals. The energy resolution of a
3×3 cell configuration can be approximated by

∆E
E

=
2.8GeV

1
2

√
E

⊕ 0.12GeV
E

⊕0.3% , (3.6)
where the first term on the right-hand-side stands for the stochastic fluctuations in theresponse of photodetectors, the second term models noise from electronics, digitization
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and PU, and the last (constant) term captures nonuniformities of the crystals, calibrationerrors and energy leakage. Electron and photon clusters can be discerned from each otherby looking for tracker tracks that are aligned with the cluster: electron clusters have a trackpointing towards them, while photons do not leave any tracks in the tracker.The HCAL consists of four subdetectors: barrel (HB) and endcap (HE) calorimeters,which are installed inside the solenoid, plus forward (HF) and outer (HO) calorimeters,which are placed outside of the solenoid. The arrangement of each subsystem can befound in Fig. 3.11. Unlike the ECAL, which is a homogeneous calorimeter, the HCAL is atypical sampling calorimeter: it is built from alternating layers of a passive absorber andan active medium. The purpose of the absorber is to initiate particle showers, while theactive sensors measure the energy that is deposited into them. Since only a fraction oftotal energy is actually detected in the active layers of HCAL, the total energy of a hadronicjet must be inferred from the calibration. In addition, about two thirds of hadron energywould already be lost to tracker and ECAL regardless. Considering that the material budgetof the tracker amounts to just 0.02λI in central rapidities [262], most of the lost energywould be deposited to PbWO4 crystals of the ECAL, which account for 1.1λI [24]. Becauseof these reasons the energy resolution of the HCAL is much lower compared to the ECAL.Experiments prior to the LHC Run 1 data-taking period with a test beam comprising mostlyelectrons and pions revealed that the combined energy resolution of EB and HB amountsto [264]:
∆E
E

=
84.7%√

E
⊕7.4% ,

thus demonstrating that the uncertainties on the deposited energy are dominated by ran-dom fluctuations of the sampling. This is also consistent with the jet energy measurementstudies performed in LHC Run 1, where it was found that the uncertainty on the jet energyin central rapidities varies between 15 and 20% for jets with pT < 30GeV, and can go aslow as 5% for jets with pT > 1TeV [265]. The uncertainties increase with |η |.Both halves of the HB are built from 18 tapered brass wedges, each of which is sand-wiched between steel plates for keeping them in place. The wedges are installed 1.77mfrom the beam line, thus covering a fiducial region of |η |< 1.392. Each wedge is 313cmlong when measured from the beam-facing side, 96cm thick and weighs about 26 t [266].The wedges are segmented into 16 „towers” in |η | and into four azimuthal sectors in φ ,such that each tower covers a solid angle of 0.087× 0.087 in the η-φ plane. One suchsegment of the brass absorber has 16 trays for plastic scintillators, which are evenly spacedthroughout the wedge. At η = 0, the effective thickness of the HB with its supporting steelplates amounts to 5.8λI , which increases with decreasing θ as a function of 1/sinθ .The 36 wedges of the HE are constructed from the same very same active and passivematerials. The wedges are positioned around the beam line 4m from the collision pointon either side of it. Each wedge is divided into another 14 towers in |η | and embeds 17layers of plastic scintillators. Since the HE occupies a volume that spans 1.3 < |η | < 3,its first tower overlaps with the last tower of the HB. At |η |> 1.6, the granularity of theHE amounts to 0.17×0.17 in η-φ . Its angular resolution improves to the level of HB at
|η |< 1.6 because the number of scintillators doubles in more central towers.The scintillators in both HB and HE emit UV light when encountering a hadron. The lightis then shifted to green spectrum by fiber optics and transferred to hybrid photodiodes(HPDs), which convert the light to electric signal and amplify it before sending the signalto the front-end electronics system for further processing. Some HPDs in the HE werereplaced with silicon photomultipliers (SiPMs) during Phase 1 upgrade of the CMS detector,in order to improve the detection efficiency and resilience against radiation damage [267].
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After a successful testing period, the remaining HPD in the HE were also swapped out forSiPMs during the technical stop between 2017 and 2018 data-taking years.

Figure 3.11: Segmentation of the CMS HCAL [19]. The outer numbers (1–29) enumerate the η towers,while the inner numbers (0–16 in HB, 0–17 in HE) count the layers in a calorimeter tower. The differentcolors represent a group of scintillator units that can be read out and calibrated separately (beforethe Phase 1 upgrade).

Moving further up in |η |, the next HCAL subdetectors the particles encounter are thetwo steel cylinders of HF, which are located 11.2m from the collision point and cover apseudorapidity region of 2.85 < |η |< 5.2. Both of those units have a thickness equivalentto 10λI , an outer radius of 130cm and a 25cm wide hole at the center for the beam topass through. The steel blocks are split into 13 rings radially and 18 sectors laterally. Theresulting calorimeter towers span an angular section of ∆η×∆φ ≃ 0.17×0.17 each. TheHF measures Cherenkov radiation, which is emitted by charged particles when they travelat speeds exceeding that of light in the medium. The Cherenkov light that is produced byparticle showers inside the steel absorber is registered by quartz optics. The optical linesthat are installed into the grooves of both steel blocks guide the light signal out of theabsorber to readout electronics. In order to protect the on-site electronics from intenseradiation damage, the HF is housed in a compact radiation shield made of concrete andsteel.
The purpose of the HO is to catch remaining hadrons that punch through the EB, HBand the magnetic solenoid, and thereby to further improve the estimate of total transversemomentum of all reconstructed particles. The barrel region of |η |< 1.3 spanned by theHO is split into five radial rings in η and twelve sectors in φ . The segmentation in φ followsclosely the barrel structure of the muon system. In order to increase the effective thicknessof the calorimeter where the absorption depth is minimal, a 19.5cm thick steel slab issqueezed between two scintillator tiles of the central ring. The remaining rings have justone layer of scintillators, since the particles that enter the outer rings would have to piercethrough more material and hence do not require extra medium to stop the particles. Thescintillation light is read out by SiPMs, which have been employed in the HO since the verybeginning of LHC Run 2 data-taking period [268].
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3.2.3 Muon detectors
Muons typically fly through the tracker and calorimeters, but may lose a little bit of energywhile doing so. However, hadrons are much less likely to punch through the same amountof material, since the effective absorption depth of the calorimeters alone already amountsto no less than 11.8λI . In order to identify muons, measure their 3-momentum, and triggerthe on-site instruments to select the collision event, four layers of muon detectors called„stations” are installed between iron yoke plates outside of the magnetic solenoid in boththe barrel and endcaps, as indicated in Fig. 3.7. Themuon barrel system employs drift tubes(DTs), which extend to |η | < 1.2, while muon endcaps rely on cathode strip chambers(CSCs), which cover pseudorapidity region of 0.9 < |η | < 2.4 and thus slightly overlapwith the barrel region. Resistive plate chambers (RPCs) are present in both barrel andendcaps to provide fast signals for triggering purposes. Following closely the structureof iron return yoke, the muon system is azimuthally divided into 12 separate sectors. Anoptical alignment system is used to monitor the relative position of the muon chamberswith respect to the rest of the CMS detector, which can change over time in response toconstruction tolerances, mechanical and thermal stress, and intense magnetic fields.

The three types of gaseous detectors utilized in the muon stations are all based on thesame design principle: one or several cathode and anode terminals are placed into a tightlysealed gas volume. The electrodes shape the electric field that charged particles follow.When a muon travels through the gas chambers, it ionizes the gas atoms by knockingsome electrons off them. The positively charged ions and negatively charged electronsthat are left behind flock towards cathode and anode, respectively. The muon track isreconstructed from the position of electrodes that collected the induced charges. Variousfactors are considered when designing a gaseous detector, such as acceptable spatialresolution, triggering times, cost, effectiveness and durability of materials in an extremelyirradiated environment.
Muon stations in the barrel region consist of either two or three so-called superlayersthat each have four staggered layers of rectangular 13×42mm2 DT cells. The describedconfiguration is also shown in Fig. 3.12(a). A DT cell holds a mixture of 85% Ar and 15%CO2 gases at standard atmospheric pressure. Like depicted in Fig. 3.12(b), it comes withfive individual electrodes: one 2.4m long anode wire (+3600V) suspended in the middleof the cell, two anode strips (+1800V) on the innermost sides of the cell and another twocathode strips (−1200V) on the outermost walls of the cell. It could take at most 380µs foran electron to reach from a cathode strip to the anode wire. The DT cells are oriented suchthat the outer superlayers, SL1 and SL3, measure muon coordinates in the transversal r-φplane, while the middle superlayer provides the measurement in the longitudinal r-z plane.The only exceptions are the outermost muon stations, which are missing the middle layer.The intentional gap between SL1 and SL3 provides optimal resolution for measuring muontransverse momentum. The DT chambers achieve a spatial resolution down to 100µm inthe transversal plane.
As shown in Fig. 3.12(c), a CSC consists of seven trapezoidal planes that each covereither a 10◦ or 20◦ degree sector in φ . The six gaps between the planes are filled with amix of 40% Ar, 50% CO2 and 10% CF4 gases. Copper strips are placed on both sides of oddpanels and run radially outwards at constant φ , thus defining the azimuthal coordinate.Anode wires run along the azimuth on both sides of even panels and therefore define theradial coordinate. CSCs were better suited for endcaps because they are more robust interms of temperature, irradiation and nonuniformity of the magnetic field. In addition,they have faster response time but a coarse 2mm spatial resolution at the first triggerlevel.
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7 trapezoidal panels forming 6 gas gaps
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wire plane (a few wires shown)

(c)

Figure 3.12: Elements of the muon system. (a): Layout of DT chambers in the muon barrel system.(b): A DT cell with its anode wire and surrounding electrode strips on each side of the cell that shapethe electric field inside of it. (c): Cutaway sketch of a CSC sector. Figures (a) and (b) were taken fromRef. [260], while (c) was obtained from Ref. [19].

The RPC elements are built from two 2mm thick plates of bakelite, which is a type ofsynthetic plastic that does not conduct electricity nor heat. The plates are separated by
2mm from each other and a 9kV potential is applied between them. The gap betweenthe anode and cathode plates is mostly filled with C2H2F4 gas. A pair of single-gap RPCelements are stacked on top of each other, with metallic readout strips between them, toform a double-gap RPC unit. The RPC units are mounted on either side of DT chambers inthe first two muon stations and in front of the DT chambers in the outermost two muonstations. The RPCs are also installed in the three innermost stations in the endcap region upto |η |< 1.6. Their spatial resolution is in the order of 1cm, which is much worse comparedto other muon detectors [269]. However, the main advantage of RPCs is their fast responsetime that remains well below the bunch spacing, which is ideal for triggering purposes.
3.2.4 TriggersNot all collision events can be recorded by the CMS instruments for long-term storagebecause of unprecedented data rates: one BX alone would generate 1–3MB of raw data.Recording every such collision, which occurs at the rate of 40MHz, would fill up all knownstorage devices in just a few months. Besides, only a minuscule fraction of pp collisionsproduce the HS events that are relevant for searches of new physics. In order to filterout these „interesting” events and thereby reduce the data rates to manageable levels,advanced systems called triggers have been implemented, which decide whether or notto keep the data from a given BX. The triggering system has two tiers: a hardware-basedLevel-1 trigger (L1T), and a software-based high-level trigger (HLT) [270]. The event selectionat the trigger level is usually referred to as „online” selection, whereas the analysis cutsthat are applied on the recorded data are commonly referred to as „offline” selection.
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The preliminary decision is first carried out by the L1T, which reduces the data ratesfrom 40MHz down to about 100kHz. This is achieved by fast electronic systems that areinstalled on-site. These devices generate a set of trigger primitives (TPs) from the depositsin the ECAL and HCAL, and from the hits in the muon chambers. The basic trigger objectsgo through multiple processing and evaluation steps before a global decision of approvingthe event is made. If that is the case, then the full detector information is read out fromthe buffer pipelines and passed on to the HLT.TheHLTmakes the final decision of keeping the event based on global event information.It runs very simplified but fast algorithms on commodity computers that aim to reconstructand identify various particle candidates and event-level observables, and impose cuts onthem. These trigger conditions can be updated during the data-taking because the wholedecision process is implemented in software. HLT reduces the data rates considerablydown to about 1kHz, therefore making long-term storage for offline analysis possible [271].The offline reconstruction is run promptly after the HLT decision. This complements otherdata-taking paradigms, where the events are selected with special HLT requirementstargeting a distinct kinematic signature, such as dimuon events in DY or dijet events inVBF production, but the event reconstruction is either significantly simplified (like in datascouting) or delayed (as in data parking) to maintain as low data rates as possible [272].In the context of triggers, a sequence of selection criteria constitutes a trigger „path”.There are hundreds of trigger paths that each probe a different aspect in physics. Forinstance, there are HLT paths for selecting electron candidates that each pass certainquality cuts, such as on the later spread of 5×5 ECAL cluster in η direction10 (σ5×5
iη iη ), onthe ratio of deposited energy in the HCAL to the ECAL in η–φ cone of size 0.15 (H/E), oron the difference in the reciprocals of SC energy and track momentum (1/ESC−1/p) [273].However, the most common way of classifying the HLT paths is by the requested numberof electron, muon, and τ h candidates, and the corresponding pT thresholds that eachcandidate must exceed. The set of conditions that concern one particular object in theHLT path is referred to as „leg”. For instance, electron-plus-muon cross triggers consist ofan electron leg and a muon leg, while a triple muon trigger has three legs, one for eachrequested muon. If all selection conditions imposed by the trigger path are satisfied, thenit said that the trigger path is „fired”.A collection of HLT paths comprise data streams, which are bundled into primarydatasets (PDs) based on the HLT type. The HLT paths used in this work are listed in Table 3.2and contribute to the following PDs: SingleMuon PD recorded by single muon triggers andmuon-plus-τ h cross-triggers; SingelElectron PD by single electron triggers and electron-plus-τ h cross-triggers; DoubleMuon PD by double and triple muon triggers; DoubleEG PDby double and triple electron triggers; MuonEG PD by electron-plus-muon cross-triggers(1e+1µ , 1e+2µ , 2e+1µ ); and Tau PD by double-τ h triggers. In the 2018 data-taking

10 The variable is formally defined as
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5×5
iη iη =
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∑
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,

where ηi refers to the pseudorapidity coordinate of the i-th crystal in a 5×5 array that is centeredaround the most energetic crystal at position η5×5. The logarithmic weights are calculated as
wi = max{0, 4.7+ ln(Ei/E5×5)}, where the ratio of deposited energies is taken between the i-thcrystal and the whole cluster. It follows that crystals storing less than 0.9% of total energy areexcluded from the sum. The spread in η is generally more pronounced in EE than in EB due tophysically larger crystal dimensions in the former.
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period, the SingleElectron and DoubleEG PDs were merged into one EGamma PD. Abinary data unit called „trigger bit” is used to indicate whether or not the trigger wasfired in the event. Each PD stores the status of only those HLTs that contribute to its datastreams. There is no such distinction needed for MC datasets, because each simulatedevent contains the trigger bits of every trigger that was enabled during the data-taking.
Triggertype HLT paths
1e 2016: pT (e)> 25/27† 2017: pT (e)> 32†/35 2018: pT (e)> 32
1µ 2016: pT (µ )> 22†/24 2017: pT (µ )> 24†/27 2018: pT (µ )> 24
1e+1µ 2016: pT (e)> 23, pT (µ )> 8 2017, 2018: pT (e)> 23, pT (µ )> 8/122016: pT (e)> 8, pT (µ )> 23 2017, 2018: pT (e)> 12, pT (µ )> 23
1e+1τ h 2016: pT (e)> 24, pT (τ h)> 20/30 2017, 2018: pT (e)> 24, pT (τ h)> 30
1µ +1τ h 2016: pT (µ )> 19, pT (τ h)> 20 2017, 2018: pT (µ )> 20, pT (τ h)> 27
2τ h 2016: pT (τ h)> 35 2017, 2018: pT (τ h)> 35/40
2e 2016–2018: pT (e)> 23, 12
2µ 2016–2018: pT (µ )> 17, 8
3e 2016–2018: pT (e)> 16, 12, 8
3µ 2016–2018: pT (µ )> 12, 10, 5
2e+1µ 2016–2018: pT (e)> 12, pT (µ )> 8
1e+2µ 2016–2018: pT (e), pT (µ )> 9

Table 3.2: List of the HLT paths used in the current work. Only the pT thresholds applied to the triggerobjects are shown (in units ofGeV). A combination of multiple HLT paths with different pT thresholdswas employed, either to combat higher instantaneous luminosity conditions or to take advantage ofother looser selection criteria of the trigger (not shown in the table). These are also the main reasonsfor prescaling the triggers, since the trigger rates would otherwise be too high for data recording.Prescaled triggers are marked with a dagger (†) in the table. Different pT thresholds on the leading,subleading and third objects are delimited by a comma. This nomenclature refers to the ranking ofobjects after they have been sorted by their pT in descending order.

Offline analysis is performed on events that feature a fixed number of leptons and
τ h candidates in the final state. Those leptons and τ h candidates that are selected torepresent a particular final state of the signal must adhere to a certain quality criteria,which are detailed in Section 4.2. The requirement on the multiplicity of final state objectsis further complemented by trigger cuts, whereby events are selected only if they havefired the appropriate HLT paths. In particular, if the analysis requires the presence of one,two or three leptons and any number of τ h candidates in final state, then the selectedevents must have fired at least one single lepton trigger, a combination of single and doublelepton triggers, or a combination of single, double and triple lepton triggers, respectively.Events are accepted if any of the triggers considered in the combination have fired, whicheffectively comes down to checking the logical OR of the corresponding trigger bits. Mixinglow lepton multiplicity triggers with high lepton multiplicity triggers this way helps to boostthe number of accepted events in analyses that suffer from low signal yields. If the goalis to select at least two τ h candidates and no leptons, or at least three τ h candidatesand one lepton in final state, then a double-τ h trigger is expected to be fired. Similarly,a lepton-plus-τ h cross-trigger is expected to be fired in those events, where exactly onelepton and at least one τ h candidate is requested in the final state. Double-τ h and lepton-plus-τ h cross-triggers are generally not combined with double or triple lepton triggersbecause higher pT thresholds in the former do not increase the selection efficiency, but
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would otherwise complicate the procedure of correcting MC yields to match data. Thecompatibility of final state objects with the corresponding HLT paths is improved by raisingthe pT cuts on selected objects in the event selection to match the highest thresholds ofthe requested triggers, whereby the pT cuts are progressively lowered in accordance withthe thresholds imposed in subleading trigger legs. Based on the triggers paths that arelisted for 2016 data-taking period in Table 3.2, the minimum pT thresholds should be about
25GeV for the leading lepton, 12GeV (10GeV) for the subleading lepton (muon) and
9GeV for the third lepton. Likewise, a selected lepton is required to pass more stringentcut of |η | < 2.1 to match the maximum pseudorapidity threshold of the lepton leg inlepton-plus-τ h cross-triggers. The same principle of imposing more stringent thresholds tomatch those of the triggers apply to selected τ h candidates that are expected to triggerlepton-plus-τ h cross-triggers or double-τ h triggers: the pT threshold that is applied to theleading τ h candidates must be increased to at least 30GeV and the cut on maximum |η |should be decreased down to 2.1 when selecting the events with the cross-trigger, or toa minimum of 35GeV on both τ h candidates when selecting events with the double-τ htrigger. In practice, the thresholds might be raised to account for the turn-on effect, bywhich the trigger becomes fully saturated or efficient if the triggering objects attain slightlyhigher pT than what is already imposed by the trigger. The correspondence is furtherrefined by requiring that the flavor of selected leptons matches with the HLT paths thatfired in the event: if the selected event features n electrons and m muons, then at leastone of the HLT paths with up to n electron or up to m muon legs must have fired.

If a collision event fires any of the HLT paths in a data stream, then the event is savedto the corresponding PDs. It follows that the same collision event can simultaneouslytrigger multiple HLT paths and therefore end up in different PDs. For this reason, a logicfor selecting the data events had to be devised such that no data event was selectedtwice at the analysis level. This was achieved by attributing a priority to each PD thatcould potentially overlap with other PDs. Higher priority is assigned to those PDs thatwere collected using HLT paths with higher object multiplicity. For the same multiplicityof objects, a higher priority is given to those PDs that feature a higher number of muonlegs in the corresponding HLT paths, because reconstruction and identification are higherfor muons than for electrons. These guiding principles produce the following rankingof PDs, starting from the highest: DoubleMuon, MuonEG, DoubleEG, SingleMuon and
SingleElectron.

For example, if an event fired single and double muon triggers and an electron-plus-muon cross-trigger, it would be saved to SingleMuon, DoubleMuon and MuonEG PDs.When those PDs are later analyzed, then the same event would be selected from the
DoubleMuon PD but not from the other two PD. Special measures are implemented toavoid biases with respect to MC simulation that arise from flavor matching the selectedleptons to HLT legs. The reasons can be understood by continuing the above example,where it is now assumed that the selection requirements succeeded in picking an electron-muon pair in final state, but failed to identify the second muon that together with the firstmuon caused the double muon trigger to fire in the first place. Such an event would still beselected from DoubleMuon PD but then rejected by the flavor matching condition, becausethe test is performed against trigger bits that are not present in this PD. This eventuallyleads to a subtle data loss compared to MC simulation. The complication is resolved bycreating a separate ranking of PDs for each flavor combination of final state leptons. Inthe current example where two leptons are requested in final state, the ranking proceedsas follows, starting from a PD with the highest priority: DoubleEG and SingleElectronfor dielectron final states; MuonEG, SingleMuon and SingleElectron for final states
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with an electron-muon pair; DoubleMuon and SingleMuon for dimuon final states. Whenprocessing PDs not included in the ranking, then events would be selected from those PDsbut they would eventually fail the flavor matching cut. To conclude the example, the dataevent from DoubleMuon PD would be rejected by the flavor matching cut just like before,but the event would ultimately be selected from MuonEG PD, thus closing the gap with theMC simulation.The firing rates of some triggers can be very high if they employ too relaxed selectioncriteria on the trigger objects, or because the instantaneous luminosity has reached peaklevels, which has the effect of producing more events per collision that fire these triggersthan expected. In order to maintain reasonable data rates, the effectiveness of suchtriggers would have to be reduced by „prescaling” them. A trigger that is prescaled byfactor f pre would randomly keep only one event out of f pre events that fired the trigger.Prescaled triggers are suitable for auxiliary measurements that require a lower thresholdthan those implemented in unprescaled triggers. The analyses presented in this work utilizea combination of primarily unprescaled triggers. Prescaled triggers are used in a few casesfor maximum selection efficiency if they are temporarily prescaled at high instantaneousluminosity, or if the quality cuts on the trigger objects are slightly looser. In such instances,the prescaled triggers are always paired with unprescaled triggers, so that their combinedselection efficiency remains unaffected.Although not every event is recorded for long-term storage, it is imperative to know totalintegrated luminosity that was seen by the CMS instruments while it was fully operational,in order to correctly normalize the simulated MC samples. This is accomplished with thevan der Meer scanning method, which infers the effective beam size from various physicalobservables that change in response to how the proton beams are displaced. The physicalobservables are measured with dedicated luminometers, which are installed in severalplaces of the CMS detector, or directly modeled from the standard detector readouts. Theintegrated luminosity is estimated from the beam parameters for a given luminosity block.Total integrated luminosity over some extended period is obtained from the sum over allluminosity blocks in that period. The luminosity measurements are later overlayed withthe periods of time when the detector was fully operational and the data delivered bythe CMS detector in those periods passed certain quality criteria. After Following thesesteps, the total integrated luminosity that was initially delivered by the LHC during itsRun 2 operations was reduced by 15%. The data that was analyzed in the present work iscertified based on these very quality conditions. The corresponding integrated luminositiesand uncertainties for each data-taking year of the LHC Run 2 period are shown in Table 3.3.
2016 2017 2018 2016–2018

Integrated luminosity [fb−1] (35.9) 36.3 41.5 59.7 (137) 138Uncertainty [%]Uncorrelated per year (2.2) 1.0 2.0 1.5Total (2.5) 1.2 2.3 2.5 (1.8) 1.6

Table 3.3: Amount of pp collision data recorded by the CMS detector in 2016 [274], 2017 [275] and2018 [276] data-taking years when the detector was fully operational. Integrated luminosities andcorresponding uncertainties that are given in parentheses refer to a preliminary recommendation thatwas based on the initial luminosity measurement on data collected in 2016 [277] and was later revisedin Ref. [274]. Breakdown of correlated uncertainties between individual years and by systematicsources is not shown.
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4 Particle- and event-level objects
Signals from the CMS detector, such as calorimeter deposits or hits in the pixel detector,need to be organized in such a way that they can be attributed to individual particles.Abstraction of raw detector data as simple particle- and event-level objects is necessarybecause it allows the development of common analysis methods that can easily manip-ulate the said objects. However, the translation of detector signals to standard particleobjects is a monumentally difficult task since it requires intricate knowledge of how theparticles interact with the detector, and deep understanding of cutting edge machinelearning techniques in order to achieve the best possible performance. For this reason,the CMS collaboration has physics object groups (POGs), which are teams of expertswho specialize in the reconstruction, identification and calibration of particle objects orevent-level observables. Section 4.1 is dedicated to offline algorithms that reconstruct andidentify electrons, muons, τ h and hadronic jets, and event-level quantities like missingtransverse energy. Section 4.2 details the selection requirements that are employed in ttHand HH analyses presented in this work.
4.1 Object reconstruction and identification

Particle flow (PF) algorithm was developed by the CMS collaboration to reconstruct prelim-inary candidates for final state particles [259]. The algorithm links together geometricallyclose signals in each layer of the CMS detector. These signals can be tracks in the tracker,energy clusters in the calorimeters or hits in the muon system. A link between the differentsubsystems is established by extending the tracks outwards to calorimeter deposits, whiletaking into account the effects of the magnetic field on charged particles.
The tracks are also extrapolated towards the IP, clustered to appear from a commonorigin and fitted to locate the position of each vertex [263]. If a vertex is reconstructedwithin the luminous region where protons collide, which is also known as the beam spot,then it would be classified as primary vertex (PV). It is also beneficial to reconstruct the so-called secondary vertices (SVs) outside the luminous region, since they typically representpoints where heavy hadrons decayed. ThePVwith the highest sumof p2

T of all its associatedtracks is chosen as the leading PV (LV), while all other PVs would be considered as PUvertices. The degree of compatibility between the LV and one of its tracks is quantifiedin terms of three-dimensional impact parameter dLV, which corresponds to the distancebetween the LV and the track at its closest approach. The corresponding line between themcould be projected onto the transverse plane, which yields (signed) transversal impactparameter dLV
xy , or onto the collision axis defining (signed) longitudinal impact parameter

dLV
z . Ratio between the measured impact parameter and its corresponding uncertainty,

dLV/σ
LV
d , defines the significance of the impact parameter. Placing upper cuts on the impactparameters and their significances helps to improve the integrity of the tracks that areassociated with the LV by excluding tracks that are produced by cosmic rays or PU, whichtypically have large impact parameter values.

The tracks are found by joining together nearby hits in the tracker that have not alreadybeen associated with a track. The quality cuts that each hit or track has to satisfy areiteratively relaxed in order to maximize the reconstruction efficiency. The calorimeterclusters, on the other hand, are determined by first identifying a seed, which is a calorimetercell with the highest energy. A cluster is formed around the seed by grouping together itsnearby cells that contain energy above the noise level. The clustering is performed in theEB, EE, ES, HB and HE separately. Due to collimated nature of the particles in the forwardregion, the energy deposits in the HF are not clustered.
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As already illustrated by Fig. 3.5, the modular structure of the CMS detector is basedaround the idea that each particle species leaves a distinct imprint in the detector. Inparticular, muons produce hits in the tracker and in the muon system, whereas electronsleave hits only in the tracker and end up depositing all of their energy to adjacent ECALcrystals. Photons also leave deposits to the ECAL but there are no tracks pointing towardsthem. Charged hadrons are found by associating tracks with HCAL clusters, however, allHCAL clusters that are not connected to a track would be interpreted as deposits by neutralhadrons.
Following these principles, in decreasing order of detection accuracy, the PF algorithmfirst reconstructs muons, followed electrons and isolated photons, hadrons and noniso-lated photons. Once a PF candidate is reconstructed, its linked elements are excludedfrom the global event before the reconstruction of a new candidate is attempted. Thedefinition of particle candidates is further refined with dedicated identification algorithmsand to mitigate the effects from PU. The specifics of muon and electron reconstruction,identification and selection are detailed in Sections 4.1.1 and 4.1.2, respectively. The even-tual PF candidates also enter the τ h and jet reconstruction algorithms, as explained inSection 4.1.4 and Section 4.1.3. The discussion concludes with Section 4.1.5, where MET isformally defined.

4.1.1 Muons
Muon candidates that are reconstructed from tracker hits are referred to as „trackertracks”, while the candidates that are built by clustering hits in the DTs and CSCs to formsegments or short track stubs, which can be stringed together by a fitting algorithm, arecalled „standalone tracks” [278]. In the „inside-out” approach, the tracker tracks with
pT > 0.5GeV and a total momentum p> 2.5GeV are extrapolated from the inner detectorto themuon system. In case a tracker track can be successfully matched to amuon segment,then the corresponding pair would constitute a „tracker muon”. In the complementary„outside-in” approach, a compatible tracker track is found for a given standalone track,both of which can be combined into a „global muon” if possible. Tracker and global muoncandidates that share the same tracker track are merged into a single candidate. MuonPF candidates are derived from the properties of global and tracker muon candidatesthat pass certain quality criteria. The PF algorithm also takes into account the depositedenergy of calorimeter clusters that appears along the path of a muon candidate. Muonenergy corrections are extracted from comparing data to simulated Z boson decays and tolow-mass meson resonances. The measured scale corrections are in the order of 0.2–0.3%and come with negligible uncertainties.

The CMS Muon POG has developed a list of identification (ID) criteria for muon can-didates with varying degree of selection efficiency and misidentification rates [278]. Asdetailed in Table 4.2, the muon candidates used in the current work are required to passeither loose or medium ID definition, depending on the context. In the former case, themuon candidate must be reconstructed by the PF algorithm, and must be associated with aglobal muon candidate, a tracker muon candidate, or both. These conditions are sufficientfor identifying „prompt” muons that originate from H, W, Z or τ decays at the LV, as wellas muons from hadron decays with nearly 100% efficiency, while also suppressing the rateat which charged hadrons could be misidentified as muons. The medium ID working point(WP) for muons is designed to reject muons from in-flight decays of hadrons while keepingthe efficiency for prompt muons at near maximum. A muon candidate passing the mediumID definitionmust satisfy the loose ID conditions and a variety of track quality requirements,which include cuts on the fraction of hits in the inner tracking system, on the degree of
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compatibility between muon segments and inner tracks, and on the goodness-of-fit teststatistic of globally fitted tracks.
A charge is assigned to a muon based on the curvature of its refitted („best”) track. A„tight charge” condition can be imposed in some analysis channels in order to improvethe quality status of the estimated muon charge. The requirement accepts the muoncandidate if the relative uncertainty on the pT of its best track is less than 20%, whichcorresponds to a 5σ significance for measuring the charge correctly, or equivalently toabout one-in-a-million chance for assigning an incorrect charge to the muon.
In comparison to the data that was collected in LHC Run 1, a decrease in signal-to-noiseratio and a loss of tracker hits associated with a track was observed in the data that wasrecorded in 2015 and in most of the 2016 data-taking year (acquisition periods B–F) [279].The problem becomes more pronounced with increased instantaneous luminosity, leadingto an overall track inefficiency of about 5%. It was initially speculated that the problemwas caused by an unprecedentedly higher rate of highly ionizing particles from the PU.However, the root cause was later found to be in the APV25 chip, which is responsiblefor reading and amplifying the signal that is detected by the silicon strips. In particular,the amplifier circuit of the chip took too much time to discharge, leaving it saturated(and effectively „blind”) for the next BX. The problem was fixed at the hardware levelby adjusting a parameter called feedback voltage bias before the acquisition period Fin 2016 concluded. Mitigation strategies were implemented in track reconstruction andidentification algorithms of muons, electrons and b jets, which improved their robustnessagainst high instantaneous luminosity conditions.

4.1.2 Electrons
PF algorithm uses tracks that are found in the inner tracker and combines them with thecalorimetry information to reconstruct electron candidates [280]. In order to capture moreof the ECAL energy that is smeared by the magnetic field, the cluster area is stretched inthe azimuthal direction, leading to the formation of a supercluster (SC). The reconstructionalgorithm can be seeded by tracker hits, provided that there are at least two or three ofthose, or by ECAL SCs that store at least 4GeV of energy. The tracks are extrapolated tothe ECAL in the former „tracker-driven” case or to the outermost pixel layers in the latter„ECAL-driven” approach. The tracker-based seeding method is more effective at recoveringelectrons that are not isolated or have a low pT . Generic tracks are constructed by Kalmanfilter (KF) algorithm, which iteratively updates the extrapolated track to the next layer ofthe tracker, given the previous state of the track, assumptions about the particle charge,and measurements in the current layer. Both positive and negative charge hypotheses areconsidered in the track finding algorithm.

Electrons can already shower inside the tracker and emit bremsstrahlung photons inthe process because the effective radiation length of the tracker material amounts to 0.5X0at η = 0. In practice it can lead to fewer hits in the tracker layers, sudden changes or kinksin the electron trajectory, and energy losses. The energy that is lost to bremsstrahlungphotons can be recovered by Gaussian sum filter (GSF) algorithm, which is a substantiallyslower version of the KF algorithm. The GSF algorithm searches for ECAL deposits indirections tangent to the track at every tracker layer crossed by the track. It is seeded by KFtracks with pT > 2GeV that also have a compatible energy cluster. All electron candidatesare required to have a GSF track. The reconstruction efficiency exceeds 98% over thetracker acceptance, except for the narrow transition betweenEB andEE (1.44< |η |< 1.57),where it can drop to as low as 80% for electrons with pT < 45GeV. Some 1–2% of electronenergy that would otherwise be lost in the tracker or due to shower leakage in the ECAL is
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recovered with dedicated scale corrections. Additional smearing corrections are applied tosimulated electrons in order to match the energy resolution of data11. Total uncertaintieson these corrections are estimated to be at around per mille level of the corrected energy.
The CMS e/γ POG has trained two BDTs in order to distinguish reconstructed promptelectrons from all other electron candidates, with one training considering lepton isolationvariables, like those shown in the right-hand side of Eq. (4.4), and the other trainingexcluding them [280]. The latter version of the discriminant is used throughout this work,as it allows a more explicit control over the isolation status of selected electrons andavoids spurious correlations that typically spoil nonprompt background estimation. Bothdiscriminants exploit a variety of shower-shape and tracker-related variables, includingthose implemented at the trigger level. In order to manage differences in the kinematicsbetween soft and hard electrons and in the material budget of the tracker, the training

phase space was binned by transverse energy of the lepton, ET =

√
p2

T +m2
ℓ , and byabsolute pseudorapidity. Two bins in the former (5–10GeV and> 10GeV) and anotherthree bins in the latter (|η |< 0.8, |η |> 0.8 in EB, and EE) yields a total of six independenttraining models for each of the two discriminants. Both of them have two WPs with 80and 90% selection efficiency, and a „loose” WP delivering close to 98% selection efficiencyfor prompt electrons.

A special criterion was developed to eliminate electron candidates that originate fromphoton conversions [281]. The so-called conversion veto rejects the electron candidateif any of its track candidates converge to a SV that is shared with the tracks of anotherelectron candidate with opposite charge. The electron candidate is also rejected by theveto if its GSF track has missing hits in the innermost layer of the pixel detector. Theelectron charge is determined by at least two of the three independent measurementswith a common outcome [273]: the curvature of the GSF track, the curvature of the KFtrack that is matched to a GSF track, and azimuthal angle between the associated ECALSC and innermost hit of the GSF track with respect to the beam spot. In some analysischannels that are particularly sensitive to the charge of the selected leptons, a tight chargecondition is applied to electrons, which requires all three charge estimates to agree witheach other.
4.1.3 Jets
Products of parton hadronization form naturally a cone-like structure around the partondirection. It typically includes charged and neutral hadrons like pions and protons, butthere can also be photons from neutral pion decays and leptons from weak hadron decaysin the cone. Thus, a computationally efficient recipe is needed that is able to group together
O(1000) PF candidates and produce tens of jets that may occur in a single pp collisionevent. Observables derived from the resulting hadronic jets should also remain stable whenadding infinitesimally soft partons to the jet, or when allowing any of their constituents tosplit collinearly.

There are two mainstream algorithms that respect these fundamental requirements:seedless infrared-safe cone or SIScone [282], and sequential recombination clustering [283].However, with all things equal, the former runs about two orders of magnitude slowercompared to the latter, while not providing much gain in terms of quality of physicsresults [284]. The sequential recombination algorithm is a generalization of the classic ktjet clustering algorithm. It is based on two distance measures, with one referring to the
11 The concepts of energy scale and resolution are explored in more detail in the next section.

89



distance between two „protojets”12 i and j, di j = min{k2p
Ti , k2p

T j}∆Ry
i j/R0, and the otherquantifying the distance between protojet i and the beam axis as diB = k2p

Ti . Symbol kTwas conventionally used to label transverse momentum of the (proto)jet. Angular distance
∆Ry

i j between the protojets is computed according to Eq. (3.4), but with rapidity instead ofpseudorapidity. The size parameter R0 regulates the geometric size of the resulting jet in
y–φ plane, whereas the power factor p steers the balance between geometric proximityand energy scale of its constituents. The algorithm first considers all input particles asprotojets, and computes distance measures diB and di j for every single input and theirpairwise combinations. If the smallest distance happens to be between two protojets,then their 4-momenta are summed to obtain a new protojet that replaces the formertwo protojets. However, if the smallest distance happens to be between a protojet andthe beam axis, then the protojet is promoted to a jet candidate and excluded from thealgorithm. These steps are repeated until there are only jet candidates left.There are three popular implementations of the sequential recombination method:(inclusive) kt algorithm, which is recovered by setting p = 1 [285]; Cambridge/Aachen(C/A), which is restored by choosing p = 0 [286, 287]; and anti-kt (AK), which is realized byfixing p =−1 [283]. The kt algorithm tends to cluster together soft particles first, whilethe AK algorithm does the opposite. The C/A algorithm makes a compromise betweenthe two implementations, since it ignores the energy information completely and reliessolely on the spatial distances. The AK algorithm has at least two favorable characteristicsover the alternatives: it is guaranteed to produce circular jets with constant radius R, andthe resulting jets have a stable catchment area, which quantifies contamination from PUand UE to the jet cone. The last feature plays a crucial role in the evaluation of jet energycorrections (JECs), as it allows to efficiently subtract the excess energy that enters the(active) jet area from the energy sum of its PF constituents [288–290].All jets in this work are reconstructed with the AK algorithm. Size parameter value of 0.4is suitable for approximating jets that result from the hadronization of single partons, whilethe value of 0.8 is more appropriate for capturing hadronization products from collinearpairs of quarks that are otherwise difficult to resolve, such as those resulting from hadronicdecays of boosted W, Z or Higgs bosons. The corresponding jet collections are henceforthreferred to as AK4 jets and AK8 jets, respectively.This is a standard practice in CMS analyses, however, a slight modification of the AK8algorithm was needed in order to resolve final state leptons and hadronic jets from SLH→WW∗ decays. The issue is that a signal lepton from one W boson may be lost if it ismerged with an AK8 jet from the other W boson by the reconstruction algorithm, whichin turn reduces the efficiency of selecting signal events. The chances of losing final stateleptons this way increase with the energy of the Higgs boson, which is especially relevantfor heavy unknown resonances that decay into a pair of highly boosted Higgs bosons. Oneviable solution is to remove all potential signal lepton candidates from the inputs to the AK8reconstruction algorithm. This approach was inspired by the earliest searches of resonantSL HH→ bbWW∗ signal by CMS collaborators who tackled the very same problem [247].Following this recipe, the AK8 jets used in HH→multilepton analysis are all reconstructedwithout PF lepton candidates that pass the „loose” selection criteria, which are detailed inSection 4.2.1. An alternative approach that does not require a complete rerun of the jetclustering algorithm could be based on lepton subjet fractions [291], but this was nevertested in the context of current work.Several strategies are available for mitigating PU contamination in the reconstructedjets. The standard approach of suppressing the PU effects in jet reconstruction has been

12 They are also sometimes called „pseudojets” to distinguish them from the final jet candidates.
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the charged hadron subtraction (CHS) method, which excludes charged hadrons from thejet clustering algorithm if they are associated with a PU vertex [259]. The method does notaccount for neutral particles that can also arise from PU, however. This aspect is addressedin thePU per particle identification (PUPPI) method, which assigns a weight to every jetconstituent based on themomentum collinearity of its surrounding particles [292]. Chargedparticles that are associated with the LV are given a weight of 1, while all other chargedparticles receive a weight of 0 [256]. Neutral particles are given a weight between 0 and 1depending on their pT and distance to other constituents. The final jet 4-momentum isobtained from the weighted vectorial sum of its constituents. The CHS and PUPPI methodsperform similarly with AK4 jets, but PUPPI is more effective at suppressing the PU contentin AK8 jets because of explicit handling of neutral particles that are more likely to enterthe wider cone. Thus, the AK4 jets are reconstructed with the CHS method, while the AK8jets are built with the PUPPI method.A simulated jet is considered to arise from PU or UE activity, or from calorimeternoise if it does not have any generator-level jets within its radius. Generator-level jets areconstructed from all Pythia generator-level particles, excluding neutrinos, with the samealgorithm as the corresponding reconstruction-level jets, but without any PU mitigationtechniques. Reconstructed jets from electronic noise are identified with the PF jet ID,which requires a certain fraction of jet energy to originate from electrons, photons, andcharged and neutral hadrons, as well as asking a minimum number of neutral and chargedconstituents from the jet. Specific conditions can be found in Ref. [293] for the 2016 data-taking year, and in Ref. [256] for 2017 and 2018 data-taking years. Loosest possible selectionWP of the PF jet ID is employed, which keeps about 99% of genuine jets and rejects 99%of „fake” jets in the central region (|η |< 2.4). The rejection rate of fake jets abruptly dropsto 35% for AK4 jets and to 15% for AK8 jets in the forward region (|η |> 2.4).Various discriminating variables and kinematic observables have been developed tofacilitate the precision measurements in Higgs and EW sectors. For example, a likelihooddiscriminant can be applied to AK4 jets to separate quark-induced jets from jets that arisefrom the hadronization of gluons [293]. The quark-gluon discriminant benefits from lowerconstituent multiplicity, narrower momentum spread and stronger hardness of quark jetscompared to gluon jets. It is not explicitly used in the jet selection, but the likelihood scoredoes enter as input to a dedicated jet tagging algorithm that attempts to identify hadronicjets from SL H→WW∗ decays in the ttH analysis.The multi-pronged nature of wide jets, like those reconstructed with the AK8 algorithm,can be characterized with the N-subjettiness variable τN [294]. It is defined as pT -weightedaverage angular distance between AK8 jet constituents and closest N subjet axes that aredetermined with kt clustering algorithm. A low value of τN tells that most of the radiationis aligned with the subjet axes, while the opposite hints that a significant fraction of theenergy is further away from designated subjets and the wide jet itself may have morethan just N subjets. Upper cut on the ratio τ21 ≡ τ2/τ1 has been found to provide gooddiscriminating power in identifying jets with double-pronged topology [256].As detailed in Section 2.2.2, b jets share numerous detectable and unique features,which has inspired many b tagging algorithms designed to recognize them from lighter jets.Over the years, the b jet identification algorithms have evolved from a likelihood-based ap-proach that combines secondary vertex information with track variables13 [104] to DeepCSVclassification algorithm [295], which uses a deep neural network (DNN) to distinguish b jets,c jets and light jets using high-level track and vertex features as input. DNNs have alsobeen used to improve the energy resolution of b jets [296], which specifically improve
13 Hence the acronym „CSV” in the following.
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the sensitivity of those analyses that target H→ bb decays. Latest advancements in b jettagging algorithms14 have culminated with a multiclass tagger called DeepJet [168], whichis a multi-tiered neural network algorithm that aims to identify jets containing one and twob hadrons, jets with leptonic b hadron decays, c jets, light quark jets and gluon jets basedon low-level features. The DeepCSV algorithm can be used to tag AK4 jets as well as AK8subjets, but the DeepJet classifier is applicable only to AK4 jets. There exists a dedicatedalgorithm for tagging AK8 jets, however [299].The DeepJet architecture consists of convolutional, recurrent and dense network layers,in that order. Each of these network layers serve a certain purpose in the identificationalgorithm. Convolutional layers take low-level track and energy variables of individual jetconstituents as input to transform and compress them to high-level features. This kind offeature engineering has its roots in kernel-based image processing, where a predefinedkernel is convolved with an input image to enhance certain features (like edges) or to applyeffects (like blurring) to the image. Convolutional neural networks aim to accomplish theopposite by promoting the elements of a convolutional kernel to learnable weights, thusresulting in a convolutional filter that encapsulates common features found from a seriesof input images. The „image” in the present context of b tagging algorithms refers to a jet,pixels in the image to its charged and neutral constituents as well as its associated SVs, andcolor channels of the image to the properties of each jet constituent andSV parameters. Theconvolutional layers are connected to long short-term memory cells in the recurrent layers,which are able to learn sequential dependencies in an unbiased way from arbitrarily-sizedinput data and produce fixed-length collection of features in return. Charged constituentsare ordered by their impact parameter significance, neutral constituents by their shortestangular distance to a SV, and SVs by flight distance significance. Finally, the output ofrecurrent layers is combined with global jet information and passed to a DNN, which makesthe final decision of figuring out the jet flavor. Mathematical formulation of DNNs is givenin Section 6.2.3. The model was trained, validated and tested on simulated QCD multijetand FH tt events, and the jets were labeled by their generator-level hadron content.Multiple WPs can be devised by cutting on the b tagging score to achieve a certaintarget identification efficiency or misidentification rate. The DeepJet b tagger comes withloose, medium and tight WPs, which correspond to probabilities of 10, 1 and 0.1% forlight jets to be misidentified as b jets. The respective b jet identification efficiencies areabout 94, 83 and 66%. The precise numbers fluctuate depending on the jet and eventkinematics, as they tend to peak out for jets with pT between 100 and 300GeV, and forevents with a low number of reconstructed PVs, for example.The energy of reconstructed jets has to be calibrated in data and simulated MC eventsseparately. This is achieved with dedicated JECs, which are factorized into multiple levels asshown in Fig. 4.1 [265, 290]. At the first level are the PU offset corrections, which intend toeliminate the excess energy from PU particles that might enter a given jet catchment area.These corrections are determined from simulated QCD dijet events with and without thePU-induced background. They depend on pT , η and catchment area of the jet, and on ρPU,which is themedian pT density of soft radiation in the event [284]. Additionalη-dependentcorrections are applied in order to account for residual differences in UE activity whencompared to the detector simulation. After the application of PU offset corrections, the jetsundergo a second level of corrections to account for jet energy responseR, which refersto the ratio between reconstructed and generator-level jet pT . The corrections are derived
14 Algorithms based on graph neural net [297] and transformers [298] have shown to significantlyimprove the accuracy of jet tagging with respect to the algorithms that have been commissioned bythe CMS collaboration thus far.
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from simulated QCD dijet events and parametrized by jet pT and η . Few-percent residualdifferences are found between data and MC simulation when considering alternativedefinitions of jet energy response. These are compensated with additional correctionsto data that are extracted from dedicated CRs enriched with DY, γ+jets or QCD multijetevents.The final product of JECs typically amount to ≲ 10% for jets with |η | < 2.4, but canjump up to 50% for jets entering the EE region that is not covered by the tracker. The totalJEC uncertainties increase substantially from 2–4% for jets within the tracker acceptance upto 5–10% outside of it. The uncertainties more than double for AK4 jets with pT < 20GeVcompared to AK4 jets with pT > 50GeV due to PU. There are eleven sources of JECuncertainties, six of which are correlated between every data-taking year, while the otherfive remain uncorrelated. They account for dependencies of JECs on jet flavor composition,differences in alternative formulations of jet energy response, systematical and statisticaluncertainties that arise from the JEC measurements at every level, and changing detectorconditions between the barrel, endcap and forward regions. While the JECs are differentbetween the AK4 and AK8 jets, the corresponding uncertainties are identical and fullycorrelated between the jet collections.

Figure 4.1: Schematic for factorized application of JECs to jets that are reconstructed in data andsimulated MC events. RC (random cone) and MJB (multijet balance) refer to specific jet energycalibration methods. Image is adapted from Ref. [265].

The same JEC uncertainty scheme is used across all data-taking years. The only exceptionapplies to the 2018 data-taking year, during the last two thirds of which the 15th and 16th HEsectors in the negative η side did not work due to a failure in their power supply unit. Theeffects of the so-called HEM („HE-minus”) issue had to be assessed by each CMS analysisgroup independently. This was accomplishedwith a dedicated JEC uncertainty that explicitlymimicked relative energy loss in the affected areas of the detector. More specifically, aone-sided JEC uncertainty was proposed such that its down-variation corresponds to a
20% (35%) decrease in jet energy only for jets that passed the tight WP of PF jet ID,entered azimuthal slice between−1.57 and−0.87, and pseudorapidity region between
−2.5 and−1.3 (−3.0 and−2.5). This uncertainty turned out to have very low impact inthe analyses presented here. Additionally, no excess of data events was observed in theaffected geometrical regions compared to the MC simulation after all analysis cuts hadbeen applied. It indicates that prompt lepton selection criteria (presented in Section 4.2)remained resilient towards jets faking prompt leptons despite the ineffectiveness of thetwo HE sectors.At first order, the distribution ofR can be approximated with a simple normal distri-bution, the mean of which is dictated by jet energy scale (JES) and variance by jet energyresolution (JER). The purpose of JECs is to then adjust the JES such thatR matches to unityin both data and MC simulation. This is also illustrated by Fig. 4.2, which depictsR for jetsthat have already been calibrated. The plot also shows the effects of shifting JES and JERwithin their uncertainties.
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It turns out that the JER is higher for simulated jets compared to jets reconstructed fromdata. In order tomitigate this discrepancy, a special jet smearing procedure is performed onsimulated AK4 and AK8 jets after they have been calibrated. The method works by scalingthe 4-momentum of simulated jets by a factor that depends on relative pT differencebetween reconstructed and matching generator-level jet (δ pT ), and on resolution SFbetween the data and MC simulation (sJER ≳ 1). If no matching jets are found at generatorlevel for a given reconstructed jet, then a stochastic approach is followed instead. Thefallback treatment replaces δ pT with a random sample from normal distribution that hasa zero mean and a standard deviation equal to intrinsic jet pT resolution, σJER. Typicalvalues of σJER are > 20% and 5–10% for central AK4 jets with pT < 20 and > 100GeV,respectively. Just like the JECs, jet smearing parameters sJER and σJER were extracted foreach individual data-taking year as piecewise-smooth functions of jet pT and η from thesame CRs where the JECs were measured [265].
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Figure 4.2: Illustrative density plot for jet energy responseR, which is defined as a ratio of recon-structed jet pT over generator-level jet pT . JES (dotted lines) determines the mean response, whereasJER (dashed lines) tells how the responses are spread around the mean. Either of those can be shiftedup (blue lines) or down (red lines) within their designated uncertainties. Black line shows the nominaljet energy response after all JECs and smearing steps have been applied.

Total uncertainties on JER are propagated from systematic variations of sJER to cali-brated jets in the smearing procedure. The uncertainties can be split into multiple fullydecorrelated components depending on pT and η of the jets. This is achieved by smearingonly those jets that end up in barrel, endcap or forward regions. In that case the split JERuncertainties are estimated for low-pT (< 50GeV) and high-pT (> 50GeV) jets separatelyif they are reconstructed outside of tracker acceptance.
4.1.4 Hadronic τ decay products
In about 35% of the cases a τ decays into an electron or a muon with equal probability,plus a neutrino of respective flavor. The charged leptons are detected through the usualreconstruction and identification methods presented in previous sections, while the neu-trinos remain invisible to the detector. The remaining 65% of hadronic τ decay products,
τ h, are recovered with custom techniques as discussed below.According to Table 2.4, about 96% of τ h end up in 1-prong or 3-prong final states with upto two extra π

0. A neutral pion from a τ h promptly decays into a pair of photons inside thetracker. Photons themselves may further convert to electron-positron pairs while passingthrough the tracker material. The collection of electrons and photons (e/γ ) produced by a
τ h are eventually absorbed into the ECAL crystals. The corresponding calorimeter clusters
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form a rectangular strip that is stretched along the φ coordinate by the magnetic field. Theexact dimensions of the strip scale inversely with the energy of e/γ candidates associatedwith the strip, because charged tracks bend less in the magnetic field if they are moreenergetic.
These characteristics establish the main premise of hadrons-plus-strips (HPS) algorithm,which reconstructs a τ h candidate from PF candidates that are enclosed by an η–φ conewith radius of 0.5 around the axis of an AK4 jet seeding the algorithm [300]. Only theleading τ h candidate is kept, which means that there can be up to one τ h candidate persingle AK4 jet. The algorithm filters out eligible charged hadron PF candidates by requiringthem to have a pT of at least 0.5GeV, to produce sufficient number of hits in the tracker,and to originate from the LV by requiring |dLV

xy | to be less than 1mm. The selected tracksrepresent individual charged hadrons of a τ h candidate.Neutral pions associated with the τ h candidate are reconstructed from e/γ PF candi-dates that are confined to a rectangular strip in the η–φ plane not larger than 0.15×0.3and not smaller than 0.05× 0.05 in size. The strip is iteratively assembled from lead-ing e/γ candidates that are located within the strip boundaries but have not yet beenformally included to the strip. With every additional e/γ candidate, the position of thestrip is recomputed from pT -weighted average of its e/γ constituents and the strip size isdynamically adjusted according to function f (pe/γ

T )+ f (pstripT ), where pe/γ

T refers to thetransverse momentum of the new e/γ candidate and pstripT corresponds to the vectorial
pT sum of e/γ constituents already merged with the strip. The parametrization f (pT )follows analytic form a/pb

T , where the input transverse momentum pT is given in unitsof GeV. The parameters responsible for resizing the strip in η (φ ) direction are given thevalues of a = 0.20 and b = 0.66 (a = 0.35 and b = 0.71), which ensures a 95% efficiencyfor selecting the correct e/γ candidates from hadronic τ decays. The HPS algorithm pro-ceeds to produce multiple strips that each represent a neutral pion until there are no e/γcandidates left to consider.
Reconstructed τ h decaymodes are determined from the number of charged PF hadronsassociated with the τ h candidate and from the multiplicity of HPS strips. Only those 1-prong and 3-prong τ h candidates compatible with the decay modes listed in Table 2.4are kept for further analysis. The τ h reconstruction algorithm also addresses the casewhere one of the charged pions in a 3-prong τ h candidate fails to be reconstructed. Thistypically happens when the τ h candidate becomes highly boosted to the point that it isnot possible to resolve all of its tracks. Given that the presented analyses do not probesuch high energies where this can be an issue, the alternative 2-prong decay modes willnot be considered here. Correspondence to a specific meson resonance is made with theintent to maximize τ h reconstruction efficiency over misreconstruction rate of jets as τ hby requiring the reconstructed τ h to have its mass close to primary meson resonances.The τ h candidate is rejected if any of its charged constituents or strips are outside of signalcone radius defined by min{max{3GeV/pT , 0.05}, 0.1}.
The 4-momentum of a τ h candidate is obtained from vectorial 4-momentum sum ofits charged hadron and e/γ constituents, while its impact parameters are directly copied

from its leading track. The energy of a genuine τ h candidate that includes up to one π
0

is corrected based on the differences between data and MC simulation in a CR enrichedwith DY events in µτ h final state. A reconstructed τ h candidate is deemed as genuineif it is matched to a generator-level τ h that is closer than angular distance of 0.3 to thereconstructed τ h and has a pT less than twice the reconstructed pT . A generator-level
τ h is constructed from visible descendants of a hadronically decaying τ at the generator-level. The corrections to τ h energy scale are extracted by matching the Z peak found
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in visible invariant mass of the µτ h system with between the data and MC simulation.The measurement was performed in bins of reconstructed τ h decay mode for each data-taking year separately. The resulting nominal corrections range from−1.6 to 0.4%, withuncertainties fluctuating between 0.6 and 1.4%. Separate energy corrections were derivedfor τ h with pT > 100GeV in a CR dominated by highly boosted W → τ ντ events. Themeasurement was based on the reconstructed τ h mass and yielded nominal correctionsranging from−5.6 to 4.2% with uncertainties between 1.2 and 4%.The distinction of τ h candidates from other reconstructed objects is improved evenfurther with DeepTau ID algorithm, which is a multiclassifier based on neural networksthat is able to simultaneously separate genuine τ h candidates from jets, electrons andmuons [301]. Similarly to the DeepJet architecture, the DeepTau network consists of con-volutional layers that process low-level PF particle information to generate novel features,followed by fully connected hidden layers that combine the output of convolutional layersand high-level τ h inputs to perform the final classification step. The low-level informationis extracted from τ h isolation cone, which corresponds to a circular region that has a radiusof 0.5 from the τ h axis in η–φ plane. The isolation region is divided into a grid, whereeach grid cell contains various attributes of the leading PF particles, such as track andvertex quality variables, PUPPI probabilities, and calorimeter information. The high-levelinputs include general τ h properties like 4-momentum and charge, multiplicity of neutraland charged constituents, isolation and vertex variables, and observables quantifyingspatial energy distribution in HPS strips. The training and validation of the τ h identificationalgorithm was performed on simulated DY, W+jets, tt and QCD multijet events.The final output scores of the network are transformed into probabilities for the re-constructed τ h candidate to originate from a genuine τ h, a jet, an electron or a muon.Final discriminants against jets (Dτ hjet), electrons (Dτ he ) and muons (Dτ h
µ ) are expressed aslikelihood ratios of respective probabilities. A discriminant score of 1 tells that the τ hcandidate is likely a genuine τ h, while a score of 0 indicates that the τ h candidate probablybelongs to the alternative class of particles. A set of WPs are devised for each discriminantby cutting on the discriminant score in order to attain certain efficiency levels for identifyinggenuine τ h. The resulting WPs of each discriminant are summarized in Table 4.1.
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Dτ hjet efficiency 40 50 60 70 80 90 95 98misidentification rate 0.2–0.5 0.4–0.8 0.6–1 1–2 2–4 4–9 7–10 10–20
Dτ he efficiency 60 70 80 90 95 98 99 99.5misidentification rate 0.01 0.03 0.07 0.2 0.5 1 3 7
Dτ h

µ efficiency
✗ ✗

99.5 99.8 99.9 99.95
✗ ✗misidentification rate 0.03 0.04 0.06 0.2

Table 4.1: WPs of the DeepTau ID discriminant, corresponding τ h identification efficiencies and approx-imate misidentification rates for low-pT τ h candidates, both expressed in terms of percentages [301].Identification efficiencies are extracted from simulated H→ τ τ events. The misidentification ratesfor Dτ hjet are obtained from simulated W+jets and tt events, and from simulated DY events for Dτ heand Dτ h
µ . Jets from W+jets sample tend to pass as genuine τ h more frequently than jets from ttsample for the same WP. The WPs are referred to by labels given in columns. The letter „V” in WPnames stands for „very”, e.g., VVLoose reads as „very very loose”. A cross mark (✗) means that theWP is not defined for a given label.
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4.1.5 Missing transverse energy
Although neutrinos are not directly measured by the CMS detector, their integral contribu-tion to the final state can still be inferred from momentum imbalance in the transverseplane. In particular, considering that partons initiating a HS process have no transversemomentum component, it follows from conservation of momentum that the total trans-verse momentum estimated from all final state particles should also equal to zero. Thisassumption leads to the idea of missing transverse energy (MET)15, Emiss

T , which is definedas the negative vectorial transverse momentum sum of all PF particles reconstructed inthe event. The observable can be fully described by its magnitude, Emiss
T , and azimuthal

angle, φ
miss
T .

The MET estimation includes type-1 corrections, which are obtained by propagatingJECs from fully calibrated (and, in case of MC simulation, also smeared) AK4 jets with
pT > 15GeV to the MET [302]. In order to exclude jets that overlap with electrons orphotons from type-1 corrections, only those jets are considered that have an EM energyfraction smaller than 90%. For similar reasons, the energy contribution from overlappingmuons is subtracted from uncorrected jet momentum in the procedure. Uncertainties dueto JES and JER are propagated to the MET in a consistent way by recomputing it for everysystematic variation of the jet energies.

There are three types of PF particles contributing to theMET: particles that are clusteredinto jets for the purpose of applying type-1 corrections, particles reconstructed as muons,electrons, photons or τ h candidates, and unclustered particles that are not associatedwith any of the aforementioned physics objects. The energy contribution from the latterclass of particles is referred to as unclustered energy [302]. Uncertainties on unclusteredenergy are estimated from intrinsic momentum resolution of unclustered PF candidates asa function of their pT , η and flavor, which are then propagated to the MET.
Given that MET not only receives contributions from particles that belong to the HSevent, but also particles from PU and UE activity, it may not always be the most optimalobservable for gauging the total energy from final state neutrinos. A viable alternativewould be to use Hmiss

T instead, which is constructed the same way as Emiss
T , but only usingAK4 jets with pT > 25GeV and |η |< 2.4, and electrons, muons and τ h passing „fakeable”ID criteria as detailed in the next section. Although Hmiss

T is more resilient against soft
activity, the variable has worse energy resolution than Emiss

T . Both variables are stronglycorrelated for typical signal events that feature genuine energy loss due to neutrinos,but not so much for backgrounds such as DY, where the apparent energy loss has purelyinstrumental origins [303]. A compromise can be made with a linear discriminant thattakes the form ofEmiss
T LD= 0.6Emiss

T +0.4Hmiss
T . The discriminant was specifically designedto reject events with „fake” MET in the context of ttH→multilepton analysis based onLHC Run 1 data. Subsequent optimization of linear coefficients and WPs of the discriminantfor LHC Run 2 conditions did not result in significantly different parametrization. However,the effectiveness of the discriminant suffered, probably due to increased PU activitycompared to LHC Run 1, since for the same signal efficiency of 95% at Emiss

T LD> 30GeVthe background rejection rate dropped by a factor of 2 to about 40%. Minimum thresholdon Emiss
T LD is imposed in the event selection of analysis channels, where the anticipatedsignal process is expected to produce at least two leptons plus some neutrinos, with theprimary goal to reject background events that feature one or multiple Z bosons. Theconditions are tightened if the final state feature leptons that have the same flavor and/orsame charge, and relaxed if there are sufficient number of jets in the event as expected

15 The acronym likely comes from pronouncing it as „missing E-T”.
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from signal process.MET can be useful in gauging the mass scale of a particle or the energy scale of a wholeprocess when combined into a transverse mass like quantity with other visible particles.For example, in single W boson production events, the transverse mass of a W boson cantake the following form:
mT (ℓ, Emiss

T ) =

√
2pℓT Emiss

T (1− cos∆φ) , (4.1)
where ∆φ refers to the azimuthal difference between MET and its descendant lepton ℓ,
and pℓT stands for the reconstructed transverse momentum of the lepton. This expressionfollows directly from Eq. (3.5) after replacing neutrino momentumwith MET, and assumingthat the lepton has negligible mass compared to its energy [24]. Its value peaks around
mW , but is smeared by longitudinal momentum imbalance, which randomly boosts theW boson to positive or negative direction in z coordinate. A similarly defined observable is

√
smin(vis) =

√
m2vis+2(mvis

T Emiss
T −pvis

T ·Emiss
T ) , (4.2)

which provides an estimate for the minimum energy scale necessary for producing visibleparticles („vis”) with combined 3-momentum pvis andmassmvis [304, 305]. The observableproves to be especially useful in searches of a resonant HH signal, because the resonantmass directly dictates the overall energy scale of the process.One could also use MET as a constraint when quantifying kinematic compatibilitybetween reconstructed events and some signal topology. In particular, a possible decaychain of a signal process may feature mother particles pi whose masses m(pi) are knownwith an experimental uncertainty σ(pi). Every mother particle eventually decays intodaughter particles di j in the final state, which features fully reconstructed leptons andjets, but also undetected neutrinos νk. To ascertain neutrino momenta, one can evaluatehow much off-shell each intermediate particle goes relative to its uncertainty under theadditional constraint that the transversemomentumof neutrinos always remains consistentwith the MET:
χ

2 = min
∑k pT (νk)=Emiss

T

∑
i

(m2(pi)−m2(∑ j di j))
2

σ
4(pi)

. (4.3)
By randomly sampling over the neutrino angles and transverse momenta, one can evaluateEq. (4.3) to find the best configuration of neutrinos that is compatible with the expectedtopology. Determining the neutrino momenta is not important here; instead it is the factthat one can evaluate Eq. (4.3) for a range of topologies to obtain the most compatible one.This is the premise behind Higgsness and topness variables, which quantify Eq. (4.3) forDL HH→ bbWW∗ signal and for DL tt background events [305, 306]. The topness scorealone can be exploited to detect and reject tt background in analyses where this process isexpected to surface. One can similarly determine the so-called mT 2 variable, which is thetransverse mass of the whole decay chain that is most compatible with the reconstructedfinal state [307, 308].The activity of an event can be generally characterized by the HT variable, whichcorresponds to the scalar pT sum of all selected leptons, τ h and jets in the event. Addingit to Emiss

T defines another useful quantity called SMET
T [309], which bears similarities withthe standard transverse mass observable, since both peak broadly at around the invariantmass of some resonant particle. Both HT and SMET

T also tend to have quite pronouncedtails in their respective distributions of HH signal events compared to backgrounds, whichmake them good candidates for signal extraction.
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Data events with abnormally high MET can occur for a variety of reasons. Spurious METmay arise from noise caused by the sensors and readout electronics of calorimeters, frombeam halos induced by proton interactions with its surrounding pipe instrumentation orwith residual gas molecules left in the vacuumed tunnel, and from reconstruction errors.For each of those cases, a set of algorithms or „filters” have been developed that clean orreject events with anomalously high MET, which can otherwise lead to more pronouncedtails beyond the TeV scale in its respective distribution [302]. The filters are able to catchabout 85–90% of anomalies with a false positive rate of just less than 0.1%.All analyzed data and simulatedMC events are required to pass a total of seven differentMET filters in order to eliminate events with anomalous MET. First, there are filters thatlocate noisy HPDs in the HCAL by analyzing the geometrical distribution, shape and timingof signal pulses. A complementary filter is employed to find isolated instances of noisein the HCAL by comparing deposition patterns to those found in the ECAL. The totalaccumulated energy of every ECAL tower can be accessed through corresponding L1T ECALTP. However, in a limited number of ECAL towers, the energy registered by individualcrystals cannot be retrieved due to lack of appropriate data links. If those towers holdmore energy than what would be possible to encode in a single TP, then it would causethe measured energy to be underestimated. In addition, some 3–5 supercrystals of theEE were known to create random high-amplitude noise pulses. These rare issues withthe ECAL are addressed with another pair of dedicated filters. Beam halo interactionsmay produce muons of several hundred GeV that can occasionally reach the detector.Such muons generally leave identifiable traces to calorimeters and CSCs along a line ofconstant azimuth. Likewise, high-pT muon tracks with poor momentum resolution canalso cause anomalies in the MET estimates. Both of these pathological cases are handledby separate MET filters. Finally, there is a filter that requires the presence of at least onehigh-quality PV in the event, which helps to mitigate effects from PU interactions. A PV isdeemed high-quality if it is reconstructed within BPIX boundaries with a sufficient numberof compatible tracks.Despite the described efforts to reduce massive tails in MET, the excess was stillobserved in 2017 data. The root cause for this was found to be a regression in the ECALreadout algorithm, which had the effect of amplifying electronic noise in the EE. Therecommended short-term solution was to exclude all jets with pT < 50GeV in region of
2.65 < |η | < 3.139 from MET calculations as well as from analysis phase space. Bothproposals are followed here.
4.2 Object selection criteria
An analysis channel is defined based on the multiplicity of selected physics objects, whichare supposed to represent final state particles of a particular signal process. These objectsshould adhere to certain quality criteria that exploit the difference in kinematic proper-ties between signal and common background processes, but also take into account theeffectiveness of the detector and triggers. However, reconstructed objects are generic bydefault and do not adhere to all of the requirements that are specific to a given analysis.Additional ID requirements are thus imposed on the reconstructed objects in order toimprove their level of correspondence with particular analysis channels.The present section gives a detailed overview of the object-level cuts that are appliedto reconstructed leptons, τ h and jets in ttH and HH multilepton analyses. Section 4.2.1describes the baseline ID criteria for selecting electrons and muons. This is followed bySection 4.2.2, which documents the selection requirements for final state electrons andmuons. The next section after that, Section 4.2.3, defines fakeable leptons, which are
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needed for estimating nonprompt background in the SR. The discussion concludes withSections 4.2.4 and 4.2.5, which detail the selection of final state τ h and jets, respectively.
4.2.1 Baseline selection for leptons
A common baseline or „loose” lepton selection is defined for the purpose of performingcertain standard procedures. In particular, loose leptons are used for the „cleaning”,which entails the removal of reconstruction duplicates based on their proximity to otherobjects in the η–φ plane. A reconstructed electron is rejected if it happens to be closerthan Rℓ to a loose muon, where the symbol Rℓ refers to intrinsic lepton cone size of 0.3.Similarly, a reconstructed τ h is exempt from further analysis if it overlaps with a loosemuon or a loose electron within Rℓ. Reconstructed muons are never cleaned, however.This order of priority between the different physics objects is based on the effectiveness ofcorresponding reconstruction algorithms. The cleaning step therefore resolves ambiguitiesthat arise from geometrical overlapping of reconstructed objects.

Loose leptons are also used to formulate event selection criteria for rejecting eventsthat feature a Z boson, which is commonly found in background events, or resonancesfrom low-mass mesons like J/Ψ or ϒ, since this particular phase space region is not wellmodeled with the present MC simulation nor relevant in the current work. The decision ofrejecting a given event is based on the invariant mass of the presumed resonance, whichcan be approximated by the invariant mass of its decay products. Since those resonancescan produce a pair of leptons that have the same flavor but oppositely-signed charges(SFOS), a cut on the invariant mass of the lepton pair, mℓℓ, is utilized to reject such events.In case of meson resonances, the angular separation between the leptons also tends tobe much smaller than Rℓ, however. This presents a problem if a low-mass meson decaysinto a pair of muons, but one of the muons leaves significant energy deposits to the ECALthrough FSR photons. This muon could be incorrectly reconstructed as an electron andthus immediately removed from the event after the cleaning step because of its closevicinity to the second muon from the meson decay. Therefore, events with a genuinelow-mass meson resonance could still evade the veto if only cleaned loose leptons areconsidered. For these reasons, events with low-mass meson resonances are rejected ifthere exists a pair of loose uncleaned leptons with an invariant mass of less than 12GeV.Events featuring a Z boson are suppressed by requiring that the event contains no pairof SFOS loose cleaned leptons with an invariant mass closer than 10GeV to the Z bosonmass. The Z boson veto is always applied in channels that require at least two leptons inthe final state.
The SRs of CMS analyses that search for H→ ZZ∗→ 4ℓ events in single Higgs bosonproduction [122] or in HH→ bbZZ∗ production [239]may potentially overlapwith theSRs ofttH and HH analyses presented here. The overlap would induce spurious correlations thatare difficult to model when eventually combining the results of single Higgs boson analyseswith those of HH searches. This is also the reason why single Higgs boson processes areconsidered as background in HH analyses. A veto is designed to minimize this overlapby requiring that there are no two pairs of SFOS loose leptons with a combined invariantmass of less than 140GeV in the event. The condition is always imposed in channels thatrequire four leptons in the final state.
The selection criteria for loose leptons is intended to maximize the signal efficiencyby retaining as many prompt leptons as possible. The specific cuts were formulatedbased on the guidelines from the CMS Muon and e/γ POGs. These recommendationsare combined with the lowest thresholds of the HLT paths listed in Table 3.2, in orderto make sure that none of the leptons that fired the trigger during the data-taking are
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rejected by the offline cuts. Following these principles, a loose muon is expected tohave a pT of at least 5GeV, which is raised to a threshold of 7GeV for loose electrons.Maximum reconstruction and triggering efficiency is maintained if the loose muons arereconstructed inside the muon system and loose electrons within the tracker acceptance.Thus, a centrality requirement is imposed with a cut of |η | < 2.4 on loose muons and
|η |< 2.5 on loose electrons. Additionally, loose leptons must be associated with the LVby satisfying the requirements of |dLV

xy |< 0.5mm, |dLV
z |< 1mm and dLV/σ

LV
d < 8. Theseconditions have the effect of dismissing leptons that originate from PU interactions andalso those with poorly reconstructed tracks. Loose leptons are also required to pass theloosest WPs of their respective POG ID criteria, which are designed to identify promptleptons as opposed to nonprompt leptons or jets misreconstructed as leptons. Throughoutthis work, only the CMS e/γ POG ID that was trained without the isolation variables is used,in order to avoid complication that may arise from estimating nonprompt background withdata-driven techniques. A loose electron track is expected to leave a hit in each layer of thepixel detector, except for at most one layer that is allowed to not have any hits associatedwith the track.

After applying all of these requirements in the loose lepton selection, weak hadrondecays still remain as major source of nonprompt leptons, since nonprompt leptons arisingfrom PU activity or reconstruction errors are already suppressed with cuts on impactparameter and CMS POG ID variables. Unlike prompt leptons, a nonprompt lepton thatcomes from a hadron decay is typically surrounded by other decay products of the samehadron. The additional hadronic activity accompanying the lepton could be inferred froman excess of energy localized around the lepton. This argument has lead to the notion oflepton isolation, which quantifies the extra energy caused by additional particles in thelepton cone. There are many ways to express the variable, but the standard one for leptonsis the (absolute) PF isolation, which takes the following form:
IPFℓ = ICHℓ +max

{
0, INHℓ + Iγ

ℓ −ρPUA
}
, (4.4)

where ICHℓ , INHℓ and Iγ

ℓ are the scalar pT sum of charged hadrons, neutral hadrons andphotons, all contained in a cone of fixed radius Rℓ around the lepton, but excluding thelepton itself. Dependency onPU is suppressed by requiring the charged hadrons to originatefrom the LV and by subtracting median neutral contributions due to PU. The latter isestimated similarly to how the additive PU offset corrections are derived in jet energycalibration, but using effective areas (EAs) of the lepton,A, instead of jet catchment areas.The EAs are extracted from simulation in bins of |η |, lepton flavor and data-taking year,while assuming a fixed cone size of Rℓ. A lepton selection criterion can be devised basedon lepton isolation by requiring its value to be less than certain fraction of lepton pT .The decay products of a mother particle become more collimated with its increasingenergy and the designated cone that is supposed to confine the daughter particles shouldshrink accordingly. However, this subtlety is not accounted for in standard PF isolation, asit can lead to a loss in identification efficiency of boosted prompt leptons when selectingthem based on this isolation variable. For example, in SL decays of H→WW∗ in ttH events,the lepton from one W boson would be rejected 10% of the time because it happens tobe closer than Rℓ to one of the quarks from the other W boson. Furthermore, a largerisolation cone picks up more energy from PU, which can cause genuine prompt leptonsto be vetoed if the contamination from PU in a given event happens to be larger thanexpected. The efficiency loss can be easily recovered by replacing the static lepton isolationcone of size Rℓ with a dynamically changing cone of size R(ℓ) in the definition of standard
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PF isolation. The dynamically changing cone shrinks with increasing lepton pT as follows:
R(ℓ) = min{max{10GeV/pT (ℓ), 0.05}, 0.2} .

The EAs in Eq. (4.4) should also be multiplied by a factor of (R(ℓ)/Rℓ)
2, since they were

originally measured for the fixed cone size. The resulting PF „mini-isolation” variable, Imini
ℓ ,was first proposed in Ref. [310] and is also exploited in loose lepton selection. In particular,PF mini-isolation of a loose lepton is required to be less than 40% of its pT . The cut isintentionally a bit conservative because a tighter cut would introduce a bias in nonpromptbackground estimation as explained in Section 4.2.3. A lepton is considered to be moreisolated if its isolation variable has a small value.

4.2.2 Signal leptons
The identification of prompt leptons is further improved with a dedicated MVA [311, 312].The BDT-based algorithm was trained on a variety of lepton variables exploiting theirkinematics (pT , |η |), isolation (charged and neutral components of Imini

ℓ ) and impactparameters (|dLV
xy |, |dLV

z |, dLV/σ
LV
d ), while also taking into account their basic ID criteria(segment compatibility for muons, CMS e/γ POG ID for electrons) as well as the propertiesof nearby jets that are associated with the leptons. Jets with pT > 15GeV are matched toleptons based on the condition that the lepton must be a constituent of the jet.A total of four training variables are extracted from the jets that are associated witheach lepton. First is the number of charged jet constituents that originate from the LV.In principle, there should be no tracks from the LV nearing a prompt lepton, while therecan be multiple such tracks in the vicinity of a nonprompt lepton if the lepton comes froma hadron decay. The second variable is the DeepJet b tagging score, which tends to behigher for nonprompt leptons that originate from b hadron decays compared to otherleptons. The third training variable is lepton-to-jet pT ratio, pratioT = pℓT/p j

T , which shouldbe close to unity for prompt leptons and less than one for nonprompt leptons that originatefrom hadron decays. If the lepton has no jets associated with it, then the jet pT in thedenominator is replaced by the sum of lepton pT and its standard PF isolation that wascomputed for an enlarged lepton cone size of 0.4 to match the cone size of AK4 jets. Thefourth and final training variable is the relative jet-to-lepton pT , which corresponds to themagnitude of the lepton momentum projection onto a plane that is aligned perpendicularto lepton-subtracted jet momentum:
prel

T = pℓ−
pℓ · (p j−pℓ)

|p j−pℓ|
· (p j−pℓ) .

Figure 4.3 specifically illustrates how prel
T is constructed. Its magnitude, prelT , can beexpressed more concisely as |p j×pℓ|/|p j−pℓ|. The observable helps to separate promptleptons that are accidentally clustered into jets and thus take a random orientation withinthe jet from nonprompt leptons that typically fly in the same direction as the hadronic jetitself. For this reason, prelT should, on average, be smaller for nonprompt leptons than for

prompt leptons. A value of zero is used for the track multiplicity, pℓT/p j
T and prelT variablesin the prompt lepton MVA if no matching jets are found to the lepton.The prompt lepton MVA was trained on electrons and muons separately. The trainingwas further split by detector conditions, with one training assuming the detector conditionsbefore the Phase 1 upgrade and another training after the upgrade. As expected, the latteroutperforms the former because of the pixel detector that was swapped out for a betterone during the upgrade. Prompt (signal) leptons were sourced from a simulated ttH sample
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and nonprompt (background) leptons from a SL tt+jets sample. The background sampleprovides a mixture of light and heavy flavored jets similar to the nonprompt backgroundcomposition of ttH multilepton analysis. The trainedmodel ismore successful at identifyingprompt muons and rejecting nonprompt electrons than rejecting nonprompt muons oridentifying prompt electrons. A DNN-based approach was attempted to replace the BDTs,but it did not lead to any significant gains in performance.

p⃗j

– p⃗relT

p⃗ℓ

p⃗j – p⃗ℓ

Figure 4.3: Visualization of lepton (red) and its associated jet (black) momenta. The relative lepton-to-jet pT variable (green) is constructed by projecting lepton momentum onto a plane that is perpen-dicular to the lepton-subtracted jet momentum (blue).

The output of prompt lepton MVA is a floating point number between−1 and+1, withthe former labeling nonprompt leptons and the latter prompt leptons in the training. A highprompt lepton MVA score hence indicates that a given input lepton is more compatiblewith prompt leptons than it is with nonprompt leptons. Independent cuts on prompt muonand electron MVA scores were first developed for the ttH analysis with the purpose ofselecting final state (signal) leptons in the SR. The optimization was based on expectedupper limits in the 2ℓSS channel, which drives the overall performance of the analysis dueto its superior event statistics compared to other channels, since it requires the presenceof just two leptons with same sign (SS) charges in the final state. Assuming baseline leptonselection, the extracted WPs enable to correctly identify about 90% of prompt muonsand 60% of prompt electrons at a misidentification rate of roughly 3% per nonpromptlepton. The optimization was repeated for the HH analysis, which is more limited bysignal statistics than the ttH analysis. The resulting looser WPs provide a relative 15–
60% increase in ID efficiency of prompt leptons. Most of these gains can be attributedto low-pT electrons, which are recovered by the relaxed cuts on prompt lepton MVAscore. The prompt lepton MVA has been extensively utilized by other CMS analyses,including the searches for tttt [313], ttW [314], H → WW∗ [315], WW double partonscattering (DPS) [316], supersymmetric signals [317] and HH→ bbWW∗ [7], but also in aseparate followup study of CP phase effects in top Yukawa interactions in ttH multileptonchannels [318] and in top quark EFT studies [319].Leptons that are selected in the final state of some SR must satisfy the tight leptonselection criteria. This entails picking only those loose leptons that pass the appropriateprompt lepton MVA WP. The requirement is complemented by other quality cuts of tightlepton selection, which further increase the chances of choosing genuine prompt leptons.The extra conditions require the DeepJet score of the jet that is associated with a tightlepton to not exceed the medium b tagging WP, which helps to suppress nonpromptleptons that come from b hadron decays. The CMS Muon POG ID threshold is raised fromloose to medium WP specifically for tight muons. Tight electrons, on the other hand, arerequired to not originate from a photon conversion nor have missing hits in any of thepixel layers. In 2ℓSS channels with up to one extra τ h in the final state, the tight leptonsmust also pass the tight charge condition, which has the effect of reducing prompt lepton
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ID efficiency by a few percent. The tight charge condition helps to especially suppressprocesses like DL tt+jets, which is the main source of backgrounds where the charge of oneof the leptons is incorrectly measured. There are two additional requirements imposedon tight leptons, with one concerning the so-called cone-pT variable and the other HLTemulation cuts on electrons, both of which are explained in the next section.
4.2.3 Fakeable leptons
No matter how effective the tight lepton selection requirements are at filtering out promptleptons, some nonprompt leptons or jets might still „fake” as prompt leptons and passthe tight cuts due to random fluctuations in the hadronization and decay processes. Theprobability for nonprompt leptons or jets to contaminate the SR increases with the crosssection of the process that produced them in the first place. Common processes thatfit this description are QCD multijet, tt+jets and DY, since they generally do not featurethe required number of prompt leptons in final state but have many orders of magnitudehigher production cross section than the signal process. However, in order to maintainsufficiently low statistical uncertainties on the predicted yields in the SR, one would need togenerate at least ten times as many MC events than what would be expected from the datafor the same process. It follows that modeling the „fake” contributions due to nonpromptleptons or jets in the SR with MC simulation is either computationally prohibitive or doesnot yield reliable results. Fake backgrounds are for this reason estimated with data-driventechniques like the ABCD method or the fake factor (FF) method, which extract the fakebackground directly from the data.The strategy that is chosen for modeling fake backgrounds in the current work is basedon the FF method. It is formally introduced in Section 5.3.1, but for the present discussion itis sufficient to acknowledge that much of the efforts in making this method viable concernthe probabilities, also known as fake rates (FRs), for nonprompt leptons to pass the tightselection criteria. This definition implies that the FRs are estimated from a more inclusiveclass of leptons than the tight lepton collection. This wider class of leptons cannot consistof just loose leptons for reasons that are explained shortly. Thus, yet another set ofrequirements is needed in order to specify the inclusive lepton collection, hereby referredto as „fakeable” leptons.In a nutshell, the FF method works by collecting data events to a fake application region(AR), fromwhich the events are extrapolated to the SR as fake background by appropriatelyreweighting them using fake factors — hence the name of the method. The fake AR isconstructed the same way as the SR, but demanding all final state leptons to pass looserfakeable selection instead of the tight cuts. Orthogonality between the SR and fake AR isachieved by requiring that at least one lepton in the fake AR fails the tight cuts. A FF of theform

Fi =
fi

1− fi
(4.5)

is attributed to each selected lepton i based on its properties, but only in case it fails thetight cuts in the fake AR. The numerator of Eq. (4.5) refers to the probability for a fakeablelepton to pass the tight cuts, from which it follows that the denominator corresponds tothe probability for a fakeable lepton to fail the tight cuts. Fake background estimate in theSR is eventually obtained by assigning a product of FFs to each data event in the fake AR.Conceptual illustration of the procedure is shown in Fig. 4.4.There are four main principles that one should follow when deciding on the choiceof cuts in fakeable lepton selection. First, none of the leptons that pass the tight criteriashould fail the fakeable selection requirements. This condition ensures that the FRs remain
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well-defined.
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Figure 4.4: Mechanics of the FF method demonstrated on single lepton (left), dilepton (middle) andtriple lepton (right) final states. All fakeable leptons that pass the tight cuts („T”) contribute to the SR(highlighted with a blue hatched pattern). However, if any of the fakeable leptons fail the tight cuts(„F”), then they enter the fake AR (shaded in solid yellow) instead. Extrapolation of an event fromthe fake AR to the SR is indicated with a curved arrow, which is accompanied by a corresponding FFof the form Fi ≡ fi/(1− fi), where fi refers to the FR of some lepton i that failed the tight cuts. Ifmore than one lepton fails the tight cuts, then the final event weight is given by the product of thecorresponding FFs. An extra minus sign is assigned to the event weight if an even number of fakeableleptons fail the tight cuts, which prevents the fake background to be overestimated in the SR.

Second, in order for the FF method to work, the resulting FRs need to be lower than theefficiency for fakeable prompt leptons to pass the tight cuts. In addition, the fake AR shouldfeature a higher number of events with nonprompt leptons than with prompt leptons. Thisrequirement alone can be easily fulfilled by taking the tight criteria as baseline for the fake-able selection and removing the cut on prompt lepton MVA score. Figure 4.5 demonstrateshow prompt ID efficiencies and FRs can be deduced from the cross-contamination of eventswith prompt and nonprompt leptons in the fake AR and the SR. The phase space spannedby the fake AR can be easily expanded by relaxing other cuts in tight lepton selection.

ϵ =
+

ƒ =
+

SR = +

fake AR = +

prompt = +

nonprompt = +

Figure 4.5: Venn diagram showing how events with prompt (dots) and nonprompt (hatched area)in single lepton final states could populate the fake AR (pink) and the SR (green), and how thecorresponding prompt ID efficiencies (ε) and FRs ( f ) are inferred from those event counts.

Third, the fakeable cuts need to be loose enough such that the unweighted numberof events in the fake AR would be higher than the effective number of fake backgroundevents in the SR, in order to avoid inflating statistical uncertainties on the fake backgroundwhen extrapolating to the SR. It implies that the weights assigned to data events in thefake AR should average to less than 1, from which, in light of Eq. (4.5), it follows that theFRs should not be higher than 50%.The fourth and final condition to follow when developing the fakeable criteria is theuniversality of FRs, which postulates that the FF method should produce an unbiased
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estimate of the fake background regardless of the origin of nonprompt leptons. Therequirement would allow the use of the same FRs in every analysis channel, as long asthe fakeable and tight lepton definitions do not change throughout the analysis. This isaccomplished by fine-tuning the fakeable selection such that theFRs extracted for processesdominated by heavy quarks like tt+jets are similar to FRs measured for backgrounds thatfeature a higher fraction of light quarks and gluons such as QCD multijet.Natural contenders for variables that could parametrize the FRs would be the flavor,reconstructed pT and |η | of nonprompt leptons. However, studies on simulated MC eventsleading up to the publication of Ref. [320] revealed that FRs of muons from b hadrondecays can be many factors higher in QCD events than in tt+jets events when measuringthem in bins of reconstructed lepton pT . The reason being that leptons from QCD multijetevents tend to bemore isolated and hence pass the tight cuts more frequently than leptonsfound in tt+jets events within the same pT range. More isolated leptons are more likelyto pass the prompt MVA WP because the discriminant has been trained on isolationvariables. This discrepancy in FRs is closed significantly at the MC generator level whenparametrizing them by the pT of the mother parton that produced the nonprompt lepton.Measuring the FRs as a function of mother parton pT mitigates background-specific biasesand suppresses random fluctuations that are associated with the hadronization and decayprocesses, which in turn brings nonprompt leptons of different origin to a similar footing.Given that partons are obviously not available at the reconstruction level, jets that areassociated with nonprompt leptons are then used as a proxy to mother partons. In casea lepton has no jets associated with it, its mother parton pT is instead approximated bythe sum of reconstructed lepton pT and standard PF isolation. The isolation variable iscomputed for an enlarged cone size of 0.4, which intends to mimic the cone size of AK4jets.It is important to recognize that these biases would not only affect the FRmeasurement,but also the discrimination of fake background in the SR. This has motivated the notion of„cone-corrected” lepton pT , or cone-pT in short, which is defined in the following way:
cone-pT = pℓT ×

{
1 if the lepton passes prompt lepton MVA WP ,
0.9/pratioT otherwise . (4.6)

Cone-pT always resolves to reconstructed pT for tight leptons as expected from promptleptons, whereas for fake and nonprompt leptons the cone-pT variable typically exceedsthe reconstructed pT because the former carries extra hadronic energy from its motherparton. The purpose of factor 0.9 in Eq. (4.6) is to make the transition in average cone-pTdistribution as a function of prompt lepton MVA score smooth at around the WP. Allobservables that are utilized in signal extraction should be derived from cone-pT insteadof pℓT , to avoid biases that are associated with the discrimination of nonprompt leptonsand fakes against prompt leptons in the SR, which in turn has demonstrably known tocause tension between data and prediction. Likewise, all fakeable leptons are assumedto be ordered by their cone-pT , unless indicated otherwise, to prevent biases that arisefrom selecting final state leptons based on their pℓT . Leading, subleading, third and fourthleptons are hereby referred to as such based on their ranking in cone-pT .Residual flavor dependencies in FRs would still remain even when parametrizing themby cone-pT . These effects can be reduced by adjusting other cuts with respect to tightleptons in the fakeable lepton definition. The relative abundance of light and heavy flavorfakes can be modulated by tightening or loosening the cuts on the DeepJet score of the jetthat is associated with the fakeable lepton, which primarily affects leptons coming from aheavy quark decays but not so much the prompt leptons or those nonprompt leptons that
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originate from light jets. Another powerful variable for regulating the light and heavy flavorcontent in fakes is the CMS e/γ POG ID, which is more successful at discarding light jetsthat fake as electrons than it is at rejecting genuine nonprompt electrons from b hadrondecays in favor of prompt electrons.Cone-pT of fakeable and tight leptons has to exceed 10GeV, which is chosen to beat least 50% higher than the equivalent threshold on reconstructed pT of loose leptons.The issue is that the FR measurement is performed in bins of cone-pT rather than inbins of reconstructed pT of the lepton, whereas the cut imposed on reconstructed pTensures that the lepton has the full potential to fire the trigger. From the definition ofcone-pT given by Eq. (4.6), a too low cut on cone-pT would place an implicit conditionon the isolation of nonprompt leptons for them to pass the pT threshold of the trigger.This would give nonprompt leptons from QCD multijet events a higher chance to pass thetight selection and therefore artificially increase the fake background yields in the SR byinflating the FRs. The complication is avoided by raising the cuts on cone-pT to a levelwhere the implicit requirements on lepton isolation are no longer relevant. A related cut isimposed on pratioT of fakeable leptons that do not pass the prompt lepton MVA WP. Theselection criteria helps to improve the balance between light and heavy flavor fakes but atthe same time creates implicit conditions on the isolation of nonprompt leptons. Assumingan isolation cut of the form 1/pratioT −1 <C whereC refers to some constant, it followsthat a nonprompt lepton passes the pT threshold of the trigger if its cone-pT exceeds
0.9 · (C+1) times the reconstructed pT , as otherwise it would be implicitly affected bythe isolation cut.Extra care is needed to make sure that the measurement region (MR)16 where the FRsare extracted does not introduce any additional biases. This entails setting the thresholdsin fakeable lepton selection such that the nonprompt lepton content and the kinematicprofile in the MR would resemble the composition of the fake AR as much as possible.To this end, fakeable and tight electrons are required to satisfy at least as tight cuts on
σ

5×5
iη iη , H/E and 1/ESC−1/p observables as implemented in single electron HLT. Thoseparticular variables are used in the training of CMS e/γ POG ID, which itself is used asinput to the prompt lepton MVA. It follows that the probability for electrons to pass theprompt lepton MVA WP correlates strongly with the probability for them to satisfy thetrigger cuts. However, FRs should not depend on whether leptons pass or fail the triggerrequirements. This is because the leptons that are selected in the MR must fire the trigger,whereas events selected in the fake AR may include multiple leptons, but only one of thoseleptons needs to fire the trigger. This sort of bias is avoided by mimicking the trigger-levelcuts in fakeable and tight electron selection.Fakeable selection criteria was devised for ttH and HH multilepton analyses by fol-lowing the aforementioned guidelines and principles. As later presented in Section 5.3.2,sufficiently low FRs of less than 30% were achieved for the electrons and muons acrossall measurement bins. This was complemented by a good compatibility in the extractedFRs between tt+jets and QCD multijet backgrounds. The resulting muon and electronselection requirements, including those of loose and tight leptons, are all summarized inTable 4.2. The fakeable selection was fine-tuned separately for the HH analysis becauseprompt lepton MVA WP was relaxed there with respect to the ttH analysis. On top ofthat, the HH multilepton signal does not feature any b quarks in the final state, whichis why a b jet veto is employed when selecting HH multilepton events. As a result, thefake background composition is skewed more towards light flavors in the HH multilepton
16 Object and even selection requirements of the MR are elaborated in Section 5.3.2. In literature,such as in Ref. [321], it is sometimes referred to as „determination region”.

107



analysis compared to the ttH multilepton analysis.
Observable Loose Fakeable Tight

Mu
ons

pT > 5GeV > 10GeV* ←
|η | < 2.4 ← ←
|dLV

xy | < 0.5mm ← ←
|dLV

z | < 1mm ← ←
dLV/σ

LV
d < 8 ← ←

Imini
µ /pT < 0.4 ← ←CMS Muon POG ID ⩾ loose WP ← ⩾medium WP
DeepJet score of nearby jet ✗ < interpolated WP† <medium WP
1/pratioT −1 ✗ < 0.5†‡ or 0.8†§ ✗

Prompt lepton MVA score ✗ ← > 0.85‡ or 0.5§

Elec
tron

s

pT > 7GeV > 10GeV* ←
|η | < 2.5 ← ←
|dLV

xy | < 0.5mm ← ←
|dLV

z | < 1mm ← ←
dLV/σ

LV
d < 8 ← ←

Iminie /pT < 0.4 ← ←
σ

5×5
iη iη ✗ < 0.011/0.030 in EB / EE ←

H/E ✗ < 0.1 ←
1/ESC−1/p ✗ >−0.04 ←Conversion rejection ✗ ✓ ←# missing hits in tracker ⩽ 1 0 ←
CMS e/γ POG ID ⩾ loose WP ⩾ WP-80†‡ or WP-90†§ ⩾ loose WP
DeepJet score of nearby jet ✗ <medium‡ or tight†§ WP <medium WP
1/pratioT −1 ✗ < 0.7† ✗

Prompt lepton MVA score ✗ ← > 0.8‡ or 0.3§
* Applied to cone-pT .† Required only if it does not pass the prompt lepton MVA WP,otherwise the corresponding criterion from tight lepton selection is imposed.‡ Employed in the ttH analysis.§ Employed in the HH analysis.

Table 4.2: Tiered selection criteria for muons (top section) and electrons (bottom section). Tick (cross)mark indicates that the cut is (not) applied. Left arrow (←) means that the cut from the previous tieris imposed. The sliding cut on DeepJet score of the nearby jet that is associated with a fakeable muonis defined as linear interpolation from medium WP at cone-pT of 20GeV to loose WP at cone-pT of
45GeV.

Tight selection criteria without the prompt lepton MVA cut serves as a good startingpoint for defining the fakeable selection criteria. The extra requirement that was relaxedfor fakeable muons with respect to tight selection was the cut on CMSMuon POG ID, whichwas loosened from medium to loose WP. As for electrons, the only condition that wasrelaxed with respect to tight selection, besides the prompt lepton MVA requirement, wasthe upper cut on the DeepJet score in the HH analysis. The cut was loosened frommediumto tight WP for jets that are associated with electrons. Some cuts can be tightened infakeable selection to have a better control over the closure between light and heavy flavorsin the MR, as long as they do not cause tight leptons to fail the fakeable selection. Thiscondition is respected if more restrictive cuts are applied only to those fakeable leptons
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that do not pass the prompt leptonMVAWP. As detailed in Table 4.2, this tactic is employedto impose tighter cuts on pratioT of both electrons and muons, on CMS e/γ POG ID forelectrons, and on DeepJet score of jets that are associated with muons.
When implementing a SR, it is important to remember that SRs of different channelsas well as the fake AR and SR of the same channel need to be kept separate. Overlapbetween the fake AR of one channel and analysis regions of some other channels is allowed,because unweighted data events from a fake AR do not directly enter the signal extraction.Besides, extrapolation of the same event from separate fake ARs to their respective SRsuses different FFs, which has the effect of decorrelating the fake background estimatebetween the SRs.
The approach that is chosen to define the analysis regions here starts by requestingat least N fakeable leptons from an event, where N defines the lepton multiplicity of thechannel. If all leptons in this collection pass the tight cuts, then the event belongs tothe SR, otherwise the event contributes to the fake AR of the same channel. Obviously,if the event does not have enough fakeable leptons, then it does not contribute to thechannel at all. In case there are more than N fakeable leptons in the event, then only theleading N are kept and the rest discarded. Overlap with another SR is resolved by vetoingthose events that feature more than N tight leptons. In contrast to the counting method,whereby the designated channel is determined by the multiplicity of fakeable and tightleptons, the presented approach maximizes the utilization of available data. For example,if an event has three fakeable leptons but only the subleading lepton passes the tight cuts,then it would contribute to the fake ARs of dilepton and trilepton channels. The leading Nfakeable leptons are also flavor-matched to trigger legs, as described in Section 3.2.4.

4.2.4 τ h candidatesAt the baseline level, τ h are required to satisfy pT > 20GeV, which corresponds to thelowest pT threshold of the triggers listed in Table 3.2. In order to attain maximum identifi-cation efficiency, loose τ h are additionally expected to remain well within the geometricacceptance of the tracker by demanding that |η | < 2.3. Contamination from PU is sup-
pressed with condition |dLV

z |< 2mm. The only decay modes accepted here are 1-prongwith up to two neutral pions and 3-prong with up to one neutral pion. A τ h is disregardedif it happens to be closer than ∆R = 0.3 to a loose lepton. All selected τ h must pass theloosest WPs of every DeepTau ID discriminant.
Final state τ h in the SRs are required to pass a tighter WP of Dτ hjet, which ranges fromVLoose to VTight depending on the channel. In case of HH multilepton analysis, MediumWP is used across all channels for selecting a tight τ h. Optimal WPs were obtained foreach channel separately based on whichever produced the lowest upper limits in a givenchannel. Just like leptons, not every τ h that is selected in the SR actually corresponds tothe genuine particle that it is assumed as. As evidenced by Table 4.1, τ h could be faked byjets or, to a lesser extent, by electrons. However, most leptons that could be misidentifiedas τ h are already eliminated in the cleaning step, which leaves jets as the major source of

τ h fakes. This is also the reason why only Dτ hjet was leveraged to refine τ h definition for theSRs.
A strategy is needed for estimating the additional background that is induced by fake

τ h in the SR. Fortunately, the FF method can be easily extended such that τ h would behandled on the same footing as leptons. This motivates the introduction of fakeable τ hcollection, which is defined by selecting those loose τ h that pass VVLoose WP of Dτ hjet,thus ensuring that fakeable τ h form a superset of tight τ h in every analysis channel. Onlythe leading τ h are kept to fulfill the multiplicity requirement of a given channel. Events
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featuring a sufficient number of fakeable τ h would contribute to the SR in case all those
τ h also satisfy the channel-specific tight cuts. Otherwise, the event is added to the fake ARof the channel.

Separate FRs are needed to quantify the probability for jets that fake as loose τ h andpass the VVLoose WP of Dτ hjet to pass tighter WPs of the discriminant. The jet-to-τ h FRs areparametrized by the pT , |η | and decay mode of the reconstructed τ h. Flavor dependencyof the FRs, which was extensively studied in Ref. [321], as well as different trigger conditionsof the SR inflating the fake background yields are addressed by measuring dedicated FRsfor each individual case. In particular, the FRs for the ttH analysis are extracted from a ttCR dominated by heavy flavor fakes, whereas the FRs for the HH analysis are obtainedfrom a DY CR, which is mostly populated by light flavor fakes. Residual biases in the originof fakes are taken as a source of systematic uncertainties. As for the triggers, the FRs aremeasured for jets passing or failing the double-τ h trigger or the τ h leg of lepton-plus-τ hcross-trigger, as well as for the case where no trigger conditions are applied. Further detailsof the FR measurement procedure are provided in Section 5.3.3.
4.2.5 Jets
AK4 jets are selected by requiring that their pT > 25GeV and that they satisfy the loosestWP of PF jet ID. Jets are considered as „central” if they are confined to the acceptanceregion of |η | < 2.4, or as „forward” in case they are reconstructed in the outer regionspanning 2.4 < |η |< 5. Forward jets are characteristic not only to VBF production but alsoto the topology of tH signal via the t-channel. Those jets that have a fakeable lepton as itsconstituent are discarded, as well as jets that overlap with a fakeable τ h within ∆R = 0.4.The jets are cleaned against all leptons and τ h that pass the fakeable cuts, and not againstthe leading leptons and τ h that are picked to fulfill the multiplicity requirement of a givenchannel. Fakeable leptons are used because cleaning against loose leptons would removetoo many genuine jets that fake as leptons, and cleaning against tight leptons would leadto different jet multiplicity distributions between fake AR and SR. Noisy jets that create amassive tail in MET as described in Section 4.1.5 are also removed.

Events containing a pair of resolved b jets are identified with the requirement that theevents have at least two central jets, both of which are required to pass the loose WP orat least one of which is required to pass the medium WP of DeepJet discriminant. Thereason for accepting events with just one b jet passing the medium WP is to account forthe possibility that one b jet from the pair might fall outside of geometrical acceptance,may be cleaned with respect to leptons or τ h candidates, merged with another jets by thereconstruction algorithm, or just fail the loose WP of the b tagging algorithm. To recoversuch events, one less b jet is requested, but the second jet now has to pass a tighter(medium) WP to reject backgrounds with light quark or gluon jets that fake as b jets. Thiscriterion is employed in the ttH analysis but inverted into a b jet veto in HH multileptonanalysis, because no b quarks are expected from the signal. The b jet veto entails rejectingthose events that feature more than one b jet satisfying the loose WP or any b jets passingthe medium WP. Probability for two light quark or gluon jets to pass the loose WP is aboutthe same as the probability for just one light quark or gluon jets to satisfy the medium WP,Central jets failing the loose WP of DeepJet b tagging discriminant together with forwardjets form a light jet collection, which is particularly useful in distinguishing tH events fromttH events.
AK8 jets that are reconstructed without loose leptons are employed only in HH →multilepton analysis for the purpose of capturing boosted SL H→WW∗ decays. It allowsthe recovery of a signal that would otherwise be lost through the cleaning against fakeable
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leptons. This scenario becomes especially relevant in resonant searches where both Higgsbosons gain high momentum from an unknown particle, which in turn boost theW bosons.AK8 jets are selected by imposing that their pT exceeds at least 100GeV and that theypass the loosest WP of PF jet ID. The selected AK8 jets are expected to be more compatiblewith double-prong substructure than with single-prong substructure, which is realized byasserting that their corresponding N-subjettiness ratio, τ21, does not surpass a value of
0.75 [293]. Only those central AK8 jets are considered that have two subjets each with
pT > 20GeV. The leading AK8 jets that happen to be closer than ∆R = 1.2 to a fakeableor tight lepton, depending on the analysis region, are chosen to represent hadronic decayproducts of a boosted W boson. Up to two such candidates are accepted. The rest arediscarded in case there are more.
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5 Signal and background estimation
The signal processes are always modeled with MC simulation. Background processes, onthe other hand, can be estimated with MC samples or extracted directly from the data byappropriately reweighting the recorded events. One needs to account for potential shapemismodeling in the simulated samples and also correct for the differences in selectionefficiency between the data and MC simulation by applying appropriate scale factors (SFs)to the selectedMC events. Section 5.1 gives a complete overview of theMC samples used inthis work. This is followed by Section 5.2, which describes the corrections that are appliedto the simulation in order to improve its agreement with data prior to the signal extraction.The discussion continues with Section 5.3, which explains the data-driven techniquesfor estimating backgrounds that arise from misidentifying jets as prompt leptons or τ h.Finally, Section 5.4 gives an overview of the methods that are employed in determiningbackgrounds that are caused by incorrectly measuring the electron charge.
5.1 Monte Carlo simulation

The production of MC samples in the CMS collaboration consists of several steps. First,MC generators produce a set of HS events in a given production and decay channel of theprocess. The parton-level objects that are returned by the MC generators are deemedunphysical because they have not undergone the showering step, yet. The MC samplesused in this thesis are generated at LO and atNLO in pQCDwithMadGraph5_aMCatNLO [87,88], and at NLO in pQCD with POWHEG [89–91]. A handful of samples are generated withMCFM at LO [322–324]. Heavy resonances generated with MadGraph5_aMCatNLO atNLO are subsequently decayed with MadSpin [325]. The simulated decays of the Higgsboson into a pair of vector bosons are delegated to the JHU generator in single Higgsproduction events [326–329]. In other processes, the decays of the Higgs boson as well asthe decays of τ lepton into hadrons via W boson are modeled by Pythia [84].
The second step of MC sample production is the modeling of PS and UE, which is alsoexecuted by Pythia. The resulting particles returned by Pythia are commonly referredto as generator-level particles and the higher-level information deduced from them as„MC truth”. Their interactions with the CMS detector material and trigger response aresimulated using Geant4 [330] in the third step. At this stage, minimum bias events arerandomly mixed into the simulation such that the resulting number of PU interactionsof the whole MC sample follows the profile inferred from data [331]. The minimum biasoverlay samples are generatedwith Pythia to contain pure PU events, which are common toevery MC production campaign. Just like the data, the resulting simulated events undergodigitization, reconstruction and identification stages in the final step. Separate MC samplesare produced for each of the three data-taking years, in order to account for the changingdetector and trigger conditions between the years.
The results are bundled into ROOT-based [332] Analysis Object Data (AOD) format,which is oftentimes downsized into MiniAOD format by reducing and compressing its eventand particle content by a factor of 10 [333]. However, it would still require CMSSW forreading, which puts unnecessary constraints in developing the analysis software. For thesereasons, many analysis groups converted the MiniAOD files into a much simpler columnarstorage that can be processed with just plain ROOT software. In order to reduce redundantexpenditure of the computing resources and human time on creating and maintaining suchdata formats, which in practice had very similar content regardless, a general yet refinedlightweight NanoAOD tier was developed [6, 334]. It would satisfy the needs of a typicalphysics analysis and, as a bonus, increase the consistency of analysis results, which further
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simplifies combinations thereof. Packaging hundreds of billions of data and simulated MCevents into these formats requires millions of CPU-hours of computing and petabytes ofdisk space for storing them. Running such intense computing tasks is only feasible thanks tothe Worldwide LHC Computing Grid (WLCG), which is a network of hundreds of computingcenters that facilitate these operations [335]. The data and MC simulation utilized in thiswork are based on the NanoAOD data tier with slight modifications to accommodatelepton-subtracted AK8 jets, which are not present in the official version of the format. TheNanoAOD files are produced on the grid, which is accessed through CRAB interface [336].The MC samples that span the full kinematic range of the process (up to fiducial cuts)are commonly referred to as inclusive samples. If the simulated process has a huge crosssection, like it is the case with single W+jets production, it is sometimes desirable toenhance the statistics of the process and thereby reduce its statistical uncertainties in thephase space region that is more relevant to the analysis. For this reason, exclusive MCsamples are produced in mutually disjoint slices of the inclusive phase space. MultipleMC samples covering the same phase space can be merged or „stitched” together in anunbiased way, provided that the input samples are produced with consistent generatorsettings [3].The full list of MC simulations employed in this work are shown in Tables 5.1 and 5.2,the first of which details single or double Higgs boson production processes, while thesecond lists the background processes. Most of the MC samples were provided centrally bythe relevant subject experts in the CMS collaboration, but a handful of MC samples wereproduced privately following the same setup as the central production. Special attentionwas given in ensuring that the generated events as well as the mixed minimum bias eventsremain statistically independent across the whole MC sample.
Process Decay modes Generator, order in pQCD
ggF H H→ τ τ ,µ µ ,ZZ(→ 4ℓ,2ℓ2q), POWHEG, NLO [337]WW(→ ℓν 2q,2ℓ2ν )VBF H H→ τ τ ,µ µ ,ZZ→ 4ℓ, POWHEG, NLO [338]WW(→ ℓν 2q,2ℓ2ν )VH H ̸→ bb MG5@NLO, NLOZH H→ bb,Z→ 2ℓ; H→ τ τ ,WW POWHEG, NLO [339]WH H→ bb,W→ ℓν POWHEG, NLO [339]ttH All MG5@NLO, NLO
tHq+j All MG5@NLO, LO§
tHW All MG5@NLO, LOttVH All MG5@NLO, LO
ggF HH HH→ 4V,2V2τ ,4τ ,2b2τ POWHEG, NLO [197–199]*; MG5@NLO, LO†§
VBF HH HH→ 4V,2V2τ ,4τ ,2b2τ MG5@NLO LO‡§
* Nonresonant HH production for κλ ∈ {0, 1, 2.45, 5}.† Resonant and nonresonant HH production for JHEP04 EFT BMs.‡ Nonresonant HH production for the coupling scenarios listed in Fig. 2.28.

Table 5.1: List of MC samples for single and double Higgs boson production processes that aregenerated for estimating signal and background contributions. The corresponding cross sections withappropriate uncertainties are detailed in Tables 2.6 and 2.9 and relevant BRs in Tables 2.3 and 2.5.The abbreviation „MG5@NLO” stands for MadGraph5_aMCatNLO. Processes that have (not) beenmarked with the „§” sign are produced in 4FS (5FS). Suffix „+j” in the names of LO processes indicatesthat the extra light quark and gluon jets are included in the ME.
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Process Decay modes / Generator, σ [pb]; order[production details] final states order in pQCD (EW) in pQCD(+EW)
W+j ℓν MG5@NLO, LO 61500; NNLO(F)

DY
{Z/γ

∗+j [10 < mℓℓ < 50GeV] ℓℓ MG5@NLO, LO 18600; NLO(S)
[mℓℓ > 50GeV] ℓℓ MG5@NLO, LO or NLO 6080, NNLO (NLO)(F)

tt All POWHEG, NLO [340] 832; NNLO(T)

Sing
leto

p
pro

duc
tion


t or t [tW] All POWHEG, NLO [341] 71.7; NLO(H)

[t] All POWHEG, NLO [342]§ 136 or 81; NLO(H)
[s] bbℓν MG5@NLO, NLO§ 6.35 or 3.97; NLO(H)*
[tWℓℓ] All MG5@NLO, LO 1.1×10−2; LO(S)

ttV


ttW }

ttW(W)
W→ ℓν MG5@NLO, NLO (NLO) 0.650; NLO (NLO) [50, 343]*

ttWW All MG5@NLO, LO 6.98×10−3; LO(S)
tt(Z/γ

∗)≡ ttZ Z/γ
∗→ ℓℓ,ν ν MG5@NLO, NLO 0.273; NLO (NLO) [50](S)

VV
ord

ibos
on



WW [DPS] 2ℓ2ν Pythia, LO 0.223; LO(S)
[W±W±+j] 2ℓ2ν MG5@NLO, LO 4.93×10−2; LO(S)
[W±W∓] 2ℓ2ν , ℓν 2q POWHEG, NLO [344, 345] 119; NNLO [346]*W(Z/γ
∗)≡WZ 3ℓν , MG5@NLO, NLO 4.92; NNLO [347]

2ℓ2q, ℓν 2q MG5@NLO, NLO 5.60, 10.7; NLO(S)
(Z/γ

∗)(Z/γ
∗)︸ ︷︷ ︸ [qq ] 4ℓ, 2ℓ2ν , POWHEG, NLO [344, 345] 1.38, 0.620; NNLO [348](S)

≡ ZZ 2ℓ2q MG5@NLO, NLO 6.07; NNLO [348](S)
[gg] 4ℓ, MCFM, LO [349] 2.70×10−3; NLO [350](S)

2ℓ2ℓ ′ MCFM, LO [349] 5.40×10−3; NLO [350](S)

VVV
or

trib
oso

n 
WWW All MG5@NLO, NLO§ 0.209, NLO(S)
WWZ All MG5@NLO, NLO§ 0.168, NLO(S)
WZZ All MG5@NLO, NLO 5.70×10−2, NLO(S)
ZZZ All MG5@NLO, NLO 1.47×10−2, NLO(S)

X+γ



Wγ W→ ℓν MG5@NLO, NLO§ 192, NLO(S)
(Z/γ

∗)γ Z/γ
∗→ ℓℓ MG5@NLO, NLO 55.6, NLO(S)

(t or t)γ All MG5@NLO, NLO§ 1.02, NLO(S)
ttγ All MG5@NLO, NLO 4.22, NLO(S)
WZγ W→ ℓν , Z→ qq MG5@NLO, NLO§ 4.34×10−2, NLO(S)

Oth
err

are
bac

kgro
und

s 

(t or t)b(Z/γ
∗) Z/γ

∗→ ℓℓ MG5@NLO, NLO§ 7.36×10−2, NLO(S)
tttt All MG5@NLO, NLO 8.21×10−3, NLO(S)
(t or t)ttW All MG5@NLO, LO 7.32×10−3, LO(S)
ttWZ All MG5@NLO, LO 3.89×10−3, LO(S)
ttZZ All MG5@NLO, LO 1.98×10−3, LO(S)

(F) Computed with FEWZ program [351].(T) Computed with Top++ program [352].
(H) Computed with HatHor program [353, 354].(S) Estimated directly from simulated MC samples.

Table 5.2: List of MC samples that are generated for the purpose of estimating contributions frombackground processes and for developing systematic uncertainties on data-driven background yields.Cross sections σ correspond to√s = 13TeV at the LHC. If the cross section value is accompanied byasterisk (*), then the inclusive production cross section is quoted instead. The symbol ℓ stands for e,
µ or τ in the above. MC generator MadGraph5_aMCatNLO is abbreviated as „MG5@NLO” in thetable. Processes that have (not) been marked with the „§” sign are produced in 4FS (5FS). The crosssection of processes with single top quark or anti-quark are summed if they contribute equally tothe production. The relevant BRs can be found in Table 2.3. Suffix „+j” in the names of LO processesindicates that the extra light quark and gluon jets are included in the ME.

Simulated ttW sample was centrally produced up to NLO in pQCD, which covereddiagrams of order (α2S αEW)1/2 and (α3S αEW)1/2. In order to improve the modeling of thettW process in the ttH multilepton analysis, a second MC sample was produced up toNLO in EW, thus including diagrams of order (α3EW)1/2 and (αSα3EW)1/2. The EW corrections
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of order (αSα3EW)1/2 were found to increase ttW production cross section by∼ 10% withrespect to the recommended value of 601 fb in Ref. [50], which is consistent with theresults of Ref. [343]. Although the change in the normalization improved the agreementwith the SM expectation significantly, the corresponding impact on the shape of the finaldistributions that entered the signal extraction was rather mild. After the publication of ttHmultilepton analysis [1] it was found that additional corrections in the order of (α4S αEW)1/2

and (α5S αEW)1/2 increase the estimated cross section by another 5% [355].
Since all analysis channels considered in this work require the presence of genuine e,

µ or τ h in the final state, only those background processes are considered that producethe said particles. Such contributions can either be prompt if all selected e, µ and τ h areoriginating from H, W, Z or τ decays, or so-called conversions, if the selected electronsare due to a photon converting into an electron-positron pair in the detector material.Thus, the background processes include the production of vector bosons and top quarkswith extra jets: W and Z/γ
∗ (DY) production; single (t or t) and pair (tt) production of topquarks, including its associated production with vector bosons (ttV); diboson (VV) andtriboson (VVV) production; processes with an extra on-shell photon at the ME level, whichare used in estimating the γ conversion background; and other „rare” backgrounds thathave a comparable cross section to the signal processes.

The designation of selected MC events to different types of contributions in a givenanalysis region is based on matching of the reconstructed µ , e and τ h, in this order, togenerator-level objects. Thematching procedure has to be run explicitly, because the originof reconstructed objects is lost after the detector simulation step. First, reconstructedmuons are matched to generator-level prompt muons if their angular separation is lessthan 0.3, and if generator-level and reconstruction-level objects have transverse momen-tum pgenT and precoT such that pgenT /2 < precoT < 3pgenT /2. The same conditions apply toreconstructed electrons when they are matched to generator-level prompt electrons, butalso in the subsequent step of matching reconstructed electrons to generator-level on-shellphotons. It has been verified that these conditions are sufficient in identifying γ → e−e+conversions, where one of the leptons carries most of the energy from its parent photon,since the leading lepton would be more likely to pass the reconstruction and identificationcriteria. Reconstructed τ h are matched to generator-level prompt muons and promptelectrons under the same criteria, but when eventually matching them to generator-levelprompt τ leptons, the condition on transverse momentum is relaxed to precoT < 2pgenT , inorder to account for the energy loss due to neutrinos. If there are multiple generator-levelobjects that satisfy the matching criteria, then the generator-level object that has thehighest transverse momentum is chosen as the match. This is because every particlecollection in this procedure is sorted in descending order of transverse momentum, thusensuring that the particles with higher transverse momentum also have a higher priority.The same generator-level particle cannot be matched to two different reconstruction-levelobjects. Generator-level electrons and muons that are considered in the matching need tobe stable.
MC events are identified as prompt if all µ , e and τ h in the final state are matchedto prompt µ or e or, in the case of τ h, also to a prompt τ lepton at the generator level.These events would be considered as genuine signal events if they are from the signal MCsamples, or as „irreducible” background if they are from the background MC samples. Onecan also consider charge flip background, which is quantified by selecting those eventswhere all reconstructed objects have been successfully matched to generator-level objects,but one of the reconstructed objects has an opposite sign compared to its generator-levelmatch. If it turns out that the reconstructed electron does not have a prompt match at
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the generator-level, but is matched to an on-shell photon at the generator level, thensuch MC events would be considered as „conversions”. Finally, if any of the reconstructedobjects fail to be matched to a generator-level object as described thus far, then thisevent would be considered as „fake”. In these events, the reconstructed µ , e or τ h thatpassed the event selection cuts are actually jets that have been misidentified as such.The decision process of how the MC events are distinguished based on generator-levelmatching is shown in Fig. 5.1. The actual share of fake and charge flip backgrounds inthe SR is considered „reducible” and is estimated with data-driven techniques, which arediscussed in Sections 5.3 and 5.4, respectively. The fake and charge flip backgrounds thatare estimated from the MC simulation serve as a cross check or are employed in derivingsystematic uncertainties for the equivalent data-driven backgrounds.
Are all reconstructed μ, e, τh

matched to prompt and stable μ or e
(or to prompt τ lepton in case of τh)

at the generator level?

Estimate
γ conversion
background?

Estimate
charge flip

background?

Are any of the reconstructed
e matched to an on-shell γ

at the generator level?

Do any of the reconstructed objects
have an opposite charge compared to

its generator-level match?

Conversion
event

Flip
event

Fake
event

Prompt
event

No Yes

Figure 5.1: The decision process for categorizing the MC events based on generator-level matching.

TheMC samples are generally used to estimate signal and background contributions in agiven analysis region, while systematic shape uncertainties are estimated by appropriatelyreweighting the same selected events. For instance, there are dedicated event weights forevaluating the effects of shifting QCD scale in the ME or in the PS. However, in some casesspecial MC samples are needed in order to assess the effects of shifting other parametersin the MC simulation. One such parameter is the recoiling scheme implemented in Pythia,which is especially relevant to VBF production processes [356]. In particular, an incomingparton is directly color-connected to an outgoing parton in VBF processes, but Pythiadoes not take this into consideration by default when showering the events. This causesharder and more central radiation than expected in the simulation of VBF processes [357].The corresponding effects on dijet variables can be mitigated by switching to a differentrecoiling scheme in Pythia. In order to quantify the effect of the recoiling scheme, two VBFHH samples are generated and analyzed for 2017 and 2018 data-taking period with thisoption enabled, one for the SM coupling scenario and the other for the scenario where
κ2V = 2 instead. The effect of the recoiling scheme on the signal normalization is quantifiedbased on the comparison of nominal event yields in individual HH analysis channels.There can be a sizable overlap between the phase spaces of processes that feature anon-shell photon at the ME level (X+γ ) and the equivalent processes without such photon(X+jets). The overlap arises from ISR and FSR photons that appear in both processes. Itis resolved by keeping (rejecting) events from X+γ (X+jets) MC samples if they containa generator-level photon with pT > 20GeV and |η |< 2.5 that is isolated from partonicleptons up to radial distance of 0.06 and does not originate from hadronic decays. Theserequirements are slightly tighter than the fiducial cuts applied to the photons at the partoniclevel when X+γ events are generated, in order to account for the additional smearing in theshowering step. The events from X+γ MC samples contribute primarily to the γ conversion
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background.Theoretical uncertainties on the cross section are attributed to the following processesthat contribute to irreducible backgrounds:
• ±4.2%(PDF⊕αS)+2.4%

−3.5%(QCD scale)+2.8%
−2.7%(mt) on tt+jets [353, 354];

• ±2.0%(PDF)±2.7%(αS)+12.9%
−11.5%(QCD scale)+0.0

−3.2%(EW) on ttW [50];
• ±3.0%(PDF)+8.1%

−10.9%(QCD scale) on ttWW [50];
• ±2.8%(PDF)±2.8%(αS)+9.6%

−11.3%(QCD scale)+0.0
−0.2%(EW) on ttZ [50];

• ±7% on WZ to account for the differences between multiple MC generators, andfor choice of QCD scale as well as PDFs [358];
• ±3% on quark-initiated and±20% on gluon-initiated ZZ production to account forthe differences between multiple MC generators, and for choice of QCD scale aswell as PDFs [359].
• ±0.2%(PDF)±2%(QCD scale) on DY [351].

Background yields estimated from γ conversion are assigned a generous 30% normalizationuncertainty. Other rare background processes that contribute to irreducible yields aregiven a conservative 50% normalization uncertainty. Uncertainties of the same origin arecorrelated between the analysis channels, data-taking years and processes that belong tothe same background category.
5.2 Data-to-Monte Carlo corrections
As evidenced by Tables 5.1 and 5.2, each MC sample is normalized to the most accurateestimate of its corresponding cross section that is known at the time, even if theMC sampleitself was not generated at that accuracy. In order to actually normalize the MC samples todesired cross section and branching ratio, every simulated event is given a weight of

wi =
σ × BR×L

∑
N
j=1 wgen

j

×wgen
i , (5.1)

where wgen
i corresponds to the weight that is assigned to each event by the MC generator.As a rule of thumb, the generator-level weights are usually positive integers if they wereproduced at LO. However, they can also be floating point numbers or negative numbers iftheMC events were generated atNLO either with POWHEGorwithMG5@NLO, respectively.Negative generator-level weights compensate for the excess of events with extra jets thatarise from the PS simulation. The sum of event weights wi across all N simulated eventscorresponds to the total number of events of the process that are expected to be foundfrom data if the data amounts to integrated luminosity of L. Shifts in QCD or PS scale asdescribed in Section 2.2.1 are automatically propagated through wgen

i by the MC generator.Variations of those scales intend to affect only the shape of kinematic distributions and notthe normalization of the MC samples. In general this does not hold true if analysis cuts areapplied, because the variation of energy scales through the event weights would inducean effective migration of events in and out of acceptance, which is reflected by residualchanges in the event yields that appear on top of the shape modulation.Although MC generation, showering and subsequent simulation of the detector re-sponse all do a great job of creating a fairly accurate representation of the data, thesimulated processes do not always model the data perfectly. This can happen for a variety
117



of reasons, such as imprecise or partial understanding of the phenomenology that under-lies the simulated processes, as well as unexpected changes in the detector during thedata-taking, which affect the recorded data but are not accounted for by the simulation.Assuming that each of those factors that cause a discrepancy between the data and MC areindependent from each other, every gap that appears in distributions of certain observablescan be closed with a unique data-to-MC SF, which is applied to every simulated eventprior to any event selection. In practice this amounts to multiplying the generator-levelweights with SFs in both the numerator and denominator of Eq. (5.1), such that the overallnormalization of the generated samples remains the same.Even if the data and MC events agree inclusively, analysis cuts may still induce sizabledifferences in event yields and shapes of kinematic distributions. This can happen becausethe efficiency for selecting data events can be different from the efficiency for selecting MCevents. Every object- or event-level requirement should be treated as a potential source ofsuch discrepancy, which should be corrected with the corresponding ratio of efficiencies indata relative to MC. Otherwise it would lead to residual disagreement between the dataand simulation, which eventually would bias the signal extraction. It follows from the sameargument that the SFs should be extracted from special CRs that are depleted of signalevents. It is assumed that the selection efficiency of one cut does not correlate with theselection efficiency of the other cut, meaning that the corresponding SFs can be appliedto the selected events independently from each other in order to close the data-to-MCdiscrepancy induced by both cuts.A few known standard ways are known for extracting the SFs. One approach is todirectly compare data to simulation in bins of some variable that parametrizes the SF,and choose this ratio of event yields to be the SF. The comparison could be performed atinclusive level or in a CR enriched with a background process, for which the correctionsare derived. In case the extracted bin-by-bin ratios display a certain trend, it is justifiedto just fit these ratios against a carefully chosen analytic function to suppress statisticalfluctuations.Another common approach is the tag & probe (TnP) method [360], which is especiallyfitting for extracting reconstruction and ID efficiencies of individual physics objects. Thecore idea behind the TnP method is to reconstruct the Z boson mass peak (or J/ψ masspeak for low-pT objects) in DY CR from the invariant masses of muon, electron or τ h pairs.One object from the pair is called a „tag” and the other object a „probe”. The tag object isrequired to satisfy very tight cuts, which guarantee that it is of high quality, while the probeobject is selected based on very loose selection criteria so as to not bias the efficiencymeasurement. Events that are selected to the DY CR are then divided to „pass” and „fail”regions depending on whether the selected probes satisfy the criterion for which theefficiencies are measured. Additional event selection cuts may be employed to enhancethe purity of DY events in both regions. The true event yields under the resonant peaks areextracted from the normalization of a Voigt17 that is simultaneously fitted to invariant massdistributions found in both regions. The falling rate of background events is modeled witha custom exponential decay function in the fit. Event yields could be obtained by directlycounting the events passing some mass window cuts without running any fits if the purityof DY events is high, which can be the case if the requirements on the probe object aresufficiently tight. The selection efficiency that is induced by the cut on the probe objectis calculated from the number of events obtained in the pass region relative to the totalevent yields in pass and fail regions. These efficiencies are extracted from data and MC
17 It is a probability distribution that is obtained from the convolution of Gaussian and Lorentzianprofiles. Alternatively, one could also use the Crystal Ball function to model the resonant peak [361].
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simulation separately. The efficiency ratio in data to MC simulation would correspond tothe sought-after data-to-MC SF. The pass and fail regions can be subdivided into multiplebins based on kinematic properties of the probe if the goal is to parametrize the SFs bythose variables. The TnP method can be modified for the purpose of measuring b taggingefficiencies by simply cutting and counting events in tt or DY CR with eµ or SFOS leptonpairs in final state, and requiring the presence of two jets, one of which is a tag that passesor fails a b tagging requirement and the other is a probe that is used for the efficiencymeasurement.The rest of this section is dedicated to the description of data-to-MC SFs that are utilizedin the presented analyses. They are all summarized in Table 5.3, which lists the reason forapplying the SFs, when they are applied, how they are extracted and parametrized. Thefollowing paragraphs cover each SF in detail.
Source Cut-induced Extraction method Parametrization
PU No Bin-by-bin ratio True ⟨µPU⟩Trigger Yes Tag & probe, Flavor, multiplicity, (cone-)pT , |η |orthogonal triggers
ℓ/τ h ID Yes Tag & probe, Flavor, (cone-)pT , |η |bin-by-bin ratiob tagging Yes Tag & probe pT , |η |, true flavorL1 ECAL prefiring No Bin-by-bin ratio Jet and photon pT , ηMET modulation No Linear fit Number of PVsDY normalization No Bin-by-bin ratio Jet and b jet multiplicityTop quark pT No Analytic fit Generator-level top quark pT

Table 5.3: List of data-to-MC SFs that are applied in the presented analyses. Although not explicitlymentioned, the SFs are also extracted for each data-taking year separately.

The average number of PU interactions, ⟨µPU⟩, that is added to simulated HS eventsdoes not quite match with the amount of PU that is present in data. This is because the PUprofile that is chosen prior to the production ofMC samples does not account for the actualday-to-day detector conditions, which eventually affect the luminosity measurement. Thegap with respect to data is closed by reweighting the MC events as a function of the truemean of the Poisson distribution from which the number of PVs are sampled for a given BXduring the PU simulation. PU profiles in data are determined from Eq. (3.2) for every BXand luminosity section after all data has been recorded, certified and properly calibrated.They can be found in Fig. 3.2. Imprecise knowledge of σMB constitutes a dominant sourceof uncertainty in the PU reweighting procedure. Its effects are propagated to the SFs byvarying σMB up and down within its uncertainty, which shifts ⟨µPU⟩ in data towards higheror lower values, respectively. Uncertainties that are associated with luminosity calibrationare ignored, since those are already propagated through the normalization of MC samples.Differences in trigger efficiencies between data and MC simulation are compensatedwith dedicated SFs. They are measured separately for single lepton triggers, and for individ-ual legs of lepton-plus-τ h cross-triggers and double-τ h triggers with the TnP technique as afunction of lepton or τ h pT and |η |. The same method could be utilized to determine theSFs for double and triple lepton triggers, but it becomes considerably complicated becausethe efficiencies would have to be extracted for every trigger path separately. For this reasonan alternative approach called orthogonal trigger method is employed, which defines anunbiased sample of events from those that fired a MET-based trigger. Lepton triggerefficiencies correspond to the fraction of events from the unbiased event sample that also
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fired the lepton triggers. MET-based trigger was chosen to define the unbiased sample ofevents since the correlations between MET-based triggers and lepton triggers have beenfound to be negligible, on the level of less than 1%. Orthogonal trigger method is used todetermine SFs for a combination of single and double lepton triggers in ee, eµ and µ µfinal states with OS charges to enhance the event statistics, and for a combination of single,double and triple lepton triggers in triple lepton final states. The SFs are parametrized as afunction of leading or subleading lepton cone-pT depending on whichever lepton exhibitsstronger correlations. Uncertainties on the SFs are determined by comparing the eventyields in the SRs of 2ℓSS and 3ℓ channels in the ttH analysis with and without the triggerSFs applied, which yielded a difference of just 1-2%.Trigger SFs measured in dilepton (trilepton) final states are applied in channels thatrequire the events to fire single or double (or triple) lepton trigger paths. Event-level triggerSF in the 0ℓ+2τ h channel of the ttH analysis is estimated as the product of efficienciesfound in data for both τ h candidates to fire the trigger divided by the same product ofefficiencies found in MC simulation. Complications arise when selecting events usinglepton-plus-τ h cross-trigger („X”), which are always used in conjunction with single leptontriggers („L”). As seen from Table 3.2, pT cut of the lepton leg in lepton-plus-τ h cross-triggers is lower than the pT cut in single lepton triggers, which means that the probabilityfor a lepton to fire the lepton leg of the cross-trigger, εX , is consistently higher than theprobability that the lepton also fires the single lepton trigger, εL. The probability thatan i-th τ h candidate fired the τ h leg of the cross-trigger is given by efficiency ε
i
τ , and sothe probability that the candidate did not fire the trigger is simply equal to (1− ε

i
τ). Theprobability that any of the n candidates fired the cross-trigger, ετ , corresponds to thecomplementary probability that none of them fired:

ετ = 1−
n

∏
i=1

(1− ε
i
τ) .

Because of the correlations between lepton leg of the cross-trigger and single leptontrigger, one needs to consider three possible scenarios when estimating their combinedtrigger efficiencies:

ε =


εL(1− ετ) if fired L but not X ,
(εX − εL)ετ if fired X but not L ,
εX ετ if fired both X and L .

(5.2)

Although in principle εX ⩾ εL, both of those efficiencies are extracted from separate CRs,which might create a situation where this condition does not hold true anymore becauseof statistical fluctuations in the measurement. To account for this, the products εLετ and
εX ετ are replaced by ετ min(εL, εX ) in the first and third line of Eq. (5.2). The event-leveltrigger SF is given by the ratio of combined efficiencies in data and MC simulation, whichare required to be strictly positive. Another issue arises when imposing double-τ h trigger(„D”) conditions in a channel that requests more than two τ h candidates in the final state,since any pair of the n candidates could fire the trigger. The probability for this to happenamounts to

ετ

′ = ∑
D

n

∏
i=1

{
ε

i
τ

′ if fired D ,
1− ε

i
τ

′ if did not fire D ,
where ε

i
τ

′ is the efficiency for the i-th τ h candidate to fire the double-τ h trigger. Thesum runs over all possible ∑
n
k=2
(n

k

)
= (2n−n−1) combinations one can arrange the τ h
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candidates such that they fire the double-τ h trigger. The aforementioned issues becomeamplified in the 1ℓ+3τ h channel of the HH analysis, since the event selection requirementsimpose that at least one of the single lepton triggers, lepton-plus-τ h cross-triggers ordouble-τ h must have fired, or the event would be rejected. There are no ambiguities whenestimating the probability that the sole lepton fired any of those triggers:

εLX =


min(εL, εX ) if fired both X and L ,
εL− εX if fired L but not X ,
εX − εL if fired X but not L ,
1−min(εL, εX ) if fired neither X nor L .

One can similarly define ε
i
DX , which represents the probability that i-th leading τ h isresponsible for the realized states of double-τ h trigger and lepton-plus-τ h cross-trigger.Event-level trigger efficiency is obtained by summing over all 7 (4) unique configurationsthat the three τ h candidates could have fired the lepton-plus-τ h (double-τ h) trigger, orjust one possible configuration if none of the τ h triggers fired:

ε
′ = ∑

L,X ,D
εLX

3

∏
i=1

ε
i
DX .

As per usual, event-level trigger SF are derived from the ratio of combined efficienciesbetween data and MC simulation.Reconstruction and identification efficiencies of muons, electrons and τ h have alsobeen found to differ between data and MC simulation. Lepton ID efficiencies are obtainedwith the TnP technique, while τ h ID efficiencies are determined with an analogous methodas explained in Ref. [301]. The efficiencies for electrons and muons are factorized intotwo components: efficiency for the lepton to pass loose selection criteria, and efficiencyfor the loose lepton to pass the tight selection criteria. The former is assigned to leptonspassing the loose requirements, whereas the latter is applied only to tight leptons. Theuncertainties on loose-to-tight lepton ID SFs are extracted from the TnP fit. Final event-levelSF is obtained from the product of SFs that were assigned to all leptons that were chosen tothe final state of a given analysis channel. Lepton efficiencies are parametrized by lepton pTand |η |, while τ h ID efficiencies are parametrized by pT of the τ h candidate and DeepTauID WP that the τ h was required to satisfy. Separate corrections are measured for electronsand muons that satisfy the tight charge requirement. The lepton and τ h ID SFs are assignedto every prompt lepton or τ h that are selected to the final state of a given analysis channel.The uncertainties on tight lepton ID SFs are derived from nominal data-to-MC differences intt→ eµ CR as a function of lepton flavor, pT and |η | to account for potential differences inevent topology between the DY events, which are used as reference for the measurement,and ttH signal events, which are enriched with top quark pairs. Total uncertainties onthe lepton and τ h ID amount to 1–5% and 5–10%, respectively. An additional correctiveSF is applied to tight leptons in the HH analysis to account for the fact that the tightlepton definition was relaxed with respect to the ttH analysis. No dedicated measurementwas performed for the relaxed definition of tight leptons. Instead, the corrections wereextracted from data-to-MC ratios that were found for relaxed and original lepton definitionin WZ CR with 3ℓ in final states. The correction is applied with 100% relative uncertainty,meaning that the „up” variation corresponds to double application of the SF, while the„down” variation means that no corrections are applied.The τ h reconstruction and ID efficiencies has been found to disagree between the dataand simulation. This discrepancy is quantified with DY event in bins of pT and |η | of the τ h
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candidate, and in bins of DeepTau ID WP that is employed in τ h selection. Uncertaintieson the extracted SFs are statistically dominated and typically amount to 5–10%. Insteadof dismissing those τ h that originate from the misidentification of electrons and muons,and thereby lose sensitivity to the signal in the process, they are still considered as signal
τ h in the presented analyses. The fact that some of the selected τ h can be lepton fakes iscompensated with additional lepton-to-τ h fake rates, which are extracted from DY eventsjust like the τ h ID SFs.The probability for jets to pass the b tagging WP of DeepJet ID can be different betweenthe data and simulation depending on the pT , |η | and the actual flavor of the jet. Thesedifferences are amended with dedicated SFs, which are extracted with the TnP methodfrom a CR enriched with DL tt events or with DY events depending on whether the SFs aremeasured for heavy or light jets, as described in Ref. [295]. Contamination from light jets tott CR, from b jets to DY CR, and from c jets to both regions, as well as uncorrelated linearand quadratic trends of statistical uncertainties from light and heavy contributions aretaken as sources of systematic uncertainties. They typically amount to less than 5%, exceptfor the uncertainties that are associated with the presence of c jets, which can be as high as
20%. The b tagging SFs are also fully correlated with the JES and JER uncertainties. In offlineanalysis, the b tagging SFs are applied to every central jet that is available after the cleaningbased on their reconstructed pT and |η |, and on the flavor of the generator-level jet that ismatched to the reconstructed jet. The event-level SF is obtained from the product of thoseb tagging SFs. The purpose of this method is to correct the shape of b jet discriminant inMC events but not the yields. To make sure that this really is the case, a normalizationfactor is obtained for each MC sample prior to any event selection as a function of jetmultiplicity. The normalization factor is derived from the ratio of inclusive event yieldswithout any b tagging SFs applied to inclusive event yields with the b tagging SFs applied.In 2016 and 2017 data-taking years, a gradual time shift in ECAL readout was observed,which caused the L1 TPs in 2 < |η |< 3 to be associated with the previous BX [362]. TheCMS trigger rules forbid selecting two consecutive BXs in a row after accepting the event,meaning that the event from the previous BX would be kept because it was accepted bythe L1 trigger, but the event from current BX that actually produced the trigger signaturewould be completely lost. The so-called „prefiring” phenomenon affected about 1–2% ofdata events but not the MC simulation. The simulated samples had to be corrected, whichis accomplished by assigning a prefiring probability to every isolated jet and photon in theevent based on their pT and η . The final event weight corresponds to the probability forthe event to not prefire, which in terms of prefiring probabilities pipre(pT ,η) amounts to

∏
i
(1− pipre(pT ,η)) ,

where the product extends over all isolated jets and photons that were reconstructedwithin 2 < |η |< 3. A 20% uncertainty is attributed to individual probabilities, which pri-marily reflects the nonclosure between different PDs from which the prefiring probabilitieswere extracted. The said uncertainty is propagated to the SFs by shifting the probabilitiessimultaneously up or down by 20%, and reevaluating the probability for the event to notprefire. The problem with gradual time shifts in the ECAL was spotted and promptly fixedin the earliest stages of data-taking in 2018.Inhomogeneities in detector response have lead to apparent modulation of φ
miss
T , thedistribution of which resembles a sinusoidal curve that has a period of 2π . The amplitudeof these modulations scale approximately linearly with the number of reconstructed PVs,but the exact linear coefficients vary depending on the data acquisition era. Given thatthese artifacts do not show up in the simulation, a set of corrections were derived from
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the linear relationship that helped to reduce the modulation amplitude in data events. Inpractice, this is accomplished by recalculating MET by shifting its x and y components as alinear function of PV multiplicity.The DY process producing a τ lepton pair has considerable irreducible contributionsto the SRs of 0ℓ+2τ h and 1ℓ+1τ h channels in the ttH analysis. The modeling of extrab jets in simulated DY events has been found to significantly deviate from the data, causingdifferences of up to 40% in some sparsely populated phase space regions. In order tocorrect for this discrepancy, a dedicated DY CR was devised orthogonal to the SRs byconsidering only dielectron and dimuon final states, from which the data-to-MC SRswere extracted. The SFs were estimated in the following bins of b tagged jet multiplicity.The measurement was performed in dielectron and dimuon final states separately. Thedifference in SFs between the two measurements is propagated as uncertainty to the SFsmeasured in dimuon final states, which range from a few percent at low b jet multiplicityto 15% at high b jet multiplicity. The SFs that were extracted from dimuon final states areapplied because of its superior event statistics compared to the measurement in dielectronfinal states. The results are given in Table 5.4.Another irreducible background that contributes to the SRs of 0ℓ+2τ h and 1ℓ+1τ hchannels in the ttH analysis are the tt events. The issue with this particular background isthat the pT spectrum of a top quark has been observed to be harder in simulation than indata. This discrepancy is corrected with an exponential decay function, which takes the pTof the generator-level top quark as input. The function is fitted to the ratio of differential ttcross section computed at NNLO in pQCD and at NLO in EW [363] to the pT spectra foundin the simulated MC samples for top quark pT of up to 3TeV. The SFs are evaluated in ttevents by taking the geometric average of the SFs obtained for top and anti-top quarksseparately. They correct only for the shape in the simulated events, meaning that theinclusive tt event yields remain unaffected by these corrections. However, irreducible ttyields are expected to decrease because pushing the tt events towards a softer spectrummeans that fewer events would pass the event selection cuts compared to the case whereno such reweighting is performed. The SF is applied with 100% relative uncertainty.

# b tagged jets
Medium WP ⩾ 2 = 1 = 1 = 0Loose WP ⩾ 2 ⩾ 2 = 1 ⩾ 2

Yea
r 2016 0.87±0.14 1.06±0.06 1.10±0.05 1.03±0.022017 1.45±0.08 1.36±0.04 1.43±0.03 1.30±0.032018 1.33±0.14 1.44±0.04 1.50±0.05 1.42±0.02

Table 5.4: Multiplicative corrections to DY normalization in bins of b tagged jet multiplicity of jetspassing the DeepJet ID WPs in each data-taking year separately. The corrections were extracted fromDY CR in dimuon final states. The total uncertainty on each SF has two components: the statisticaluncertainty on the nominal corrections, and the absolute difference with respect to the nominalcorrections that are extracted from the same CR but for dielectron final states. The two uncertaintiesare added in quadrature.

5.3 Fake background estimation
The present section is dedicated to fake background estimation, which was first discussedin the context of lepton selection in Section 4.2.3. More specifically, Section 5.3.1 explainshow the fake factor method is derived and reiterates how exactly the extrapolation of the
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fake background to the SR is performed. This is followed by Sections 5.3.2 and 5.3.3, whichdescribe how the fake rates of prompt leptons and τ h are determined. The discussionconcludes with Section 5.3.4, which details the derivation and application of nonclosureuncertainties on the fake background.
5.3.1 Fake factor methodThe main issue with estimating backgrounds that arise from misidentifying nonpromptleptons (or jets) as prompt leptons or τ h is that the only processes that could possiblycreate such contributions to the SR in substantial amounts all have huge cross sections.It is impractical to model these contributions with MC simulation, because it would takean enormous amount of computing power to generate enough events that could possiblypopulate the SR in sufficient numbers. A common technique to get around this problem isto create sidebands depleted of signal around the SR by inverting cuts in object or eventselection, collect data events to the sidebands, and extrapolate these data events to theSR by assigning some weights to them. This is the main premise of many data-driventechniques, including the FF method discussed here.To see how the FF method works, it is practical to first focus on just single lepton finalstates in the following. Thus, in this case events are accepted to the SR only if they featureexactly one lepton that passes the tight cuts. A total of Np events would be selected bythis condition, of which Np|1 events would come from genuine prompt leptons and therest, Np|0 events, from nonprompt leptons that are misidentified as prompt leptons. TheSR can be expanded by requiring the singular lepton to instead pass fakeable cuts, whichare looser than those imposed in the SR. These conditions now accept a total of N1 eventswith a prompt lepton in final state and another N0 events, where the selected lepton isactually a nonprompt lepton. A sideband, also known as fake AR, is formed from events,where the selected lepton passes the fakeable cuts but not the tight criteria. There are atotal of N f events in that sideband, from which N f |1 events are from prompt leptons andthe remaining N f |0 events from nonprompt leptons. In the context of Fig. 4.5, the hatchedarea represents N0, dotted area N1, red area Np and green area N f .With this setup it is now possible to introduce the concepts of prompt ID efficiencyand FR. An ID efficiency corresponds to the probability for fakeable prompt leptons topass the tight cuts (ε = Np|1/N1), whereas a FR refers to the probability for nonpromptleptons that pass the fakeable cuts to also pass the tight cuts ( f = Np|0/N0). Reciprocalsof these, ε = 1− ε and f = 1− f , would then correspond to respective probabilities ofprompt and nonprompt leptons that pass the fakeable selection to eventually fail the tightrequirements. The event yields in the SR and in the fake AR can be related to the eventyields that arise from prompt and nonprompt leptons as follows:(

Np
N f

)
=

(
ε f
ε f

)(
N1
N0

)
. (5.3)

The fake background can be estimated from the event yields in the fake AR and in the SRif the prompt ID efficiencies and FRs are already known:
Nfake

p = Np− εN1 =
f

ε f − ε f
(εN f − εNp) . (5.4)

This approach is sometimes referred to as the matrix method in literature, because itexploits the full matrix information that is available in Eq. (5.3).Although the ID efficiencies and FRs were formally defined in terms of the yields foundin fake AR and SR, these probabilities could be extracted from a dedicated MR. Differences
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in flavor composition between the fake AR and the MR can be reduced by carefully fine-tuning the fakeable selection criteria as well as the event selection requirements of theMR. Alternatively, one could also extract these probabilities for individual backgroundsand combine them based on the relative contribution of each background in the fake AR,like it was done in Ref. [321].The FF method simplifies the fake background estimation by making the followingassumptions: the efficiency for prompt fakeable leptons to pass the tight cuts shouldexceed that of fakeable nonprompt leptons (ε > f ), which implies that ε f ≫ ε f . Inaddition, the probability for prompt leptons to pass the tight cuts should be much higherthan the relative amount of events in the SR compared to the fake AR (ε≫ Np/(Np +N f )),from which it follows that the fake AR should be populated mostly with events where theselected lepton is a nonprompt one. These assumptions turn Eq. (5.4) into
Nfake

p ≈ Np−N1 ≈ FN f , (5.5)
where a FF given by Eq. (4.5) was introduced. A clear advantage of the FF method is that itdoes not require the precise knowledge of ID efficiencies. The same result can be obtainedby effectively setting ε to unity in Eq. (5.3), and working out the difference between yieldsin the SR and total contribution from prompt leptons. Moreover, unlike the full matrixapproach, the FF method does not require any explicit knowledge of the observed datayields in the SR, but rather only the event yields that are found in the fake AR. As explainedin Section 6.1.4, revealing the data yields observed in the SR would conflict with the wholeconcept of a blinded analysis, which has to be respected in practical implementation.The matrix method can be extended to final states with two leptons under the premisethat the probability of one fakeable lepton to pass or fail the tight cuts is independent ofthe other lepton. Assuming a certain order of the leptons, there are three types of eventsthat could possibly contribute to the fake AR: the first lepton passes but the second leptonfails the tight cuts (Np f ), the first lepton fails but the second lepton passes the tight cuts(N f p), and both leptons fail the tight cuts (N f f ). Only the events where both leptons passthe tight cuts (Npp) are added to the SR. The selected events feature leptons that are bothprompt (N11), one prompt and another nonprompt (N10 and N01), and both nonprompt(N00). In analogy to Eq. (5.3), these event yields can be related to each other via a matrixthat is constructed from the ID efficiencies (ε1 and ε2) and FRs ( f1 and f2) of the leadingand subleading lepton, respectively, in the following way:

Npp
Np f
N f p
N f f

=


ε1ε2 ε1 f2 f1ε2 f1 f2
ε1ε2 ε1 f 2 f1ε2 f1 f 2
ε1ε2 ε1 f2 f 1ε2 f 1 f2
ε1ε2 ε1 f 2 f 1ε2 f 1 f 2




N11
N10
N01
N00

 .

The fake background yields are estimated from the event yields in SR (Npp) but excludingthe contribution from events where both leptons are prompt (ε1ε2N11). The FF produces arather concise expression for the fake background yields by assuming 100% efficiency forboth prompt fakeable leptons to pass the tight cuts:
Nfake

pp ≈ Npp−N11 ≈ F1N f p +F2Np f −F1F2N f f .

In general, if the event selection requires exactly n leptons in the final state, then thefake background can be estimated as
Nfake

pp...p︸︷︷︸
=pn

≈ Npn −
n

∏
i=1

(Npi
−Fi N fi) , (5.6)
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which follows directly from the exponentiation of Eq. (5.5). Subindex i in Eq. (5.6) enumer-ates the leptons. The product of event yields in this expression corresponds to a particularfinal state. For example, Np f p ≡ Np1
N f2Np3

stands for the number of events where thefirst and third lepton pass the tight cuts but the second lepton does not. It is evident fromEq. (5.6) that the FFs are associated only with the leptons that fail the tight cuts. Further-more, the product of FFs carries an extra minus sign in events that feature an even numberof leptons failing the tight requirements. The presence of negative terms in Eq. (5.6) is oneof the major drawbacks of the FF method compared to the full matrix approach becausethose terms are responsible for increasing relative statistical uncertainties on the estimatedfake background. Furthermore, in a very low statistics regime the estimated fake yieldsmight become negative, which either needs to be corrected to zero by hand or by rebinningthe final distributions that are exploited in the signal extraction.In summary, the FF method works by first collecting data events to the fake AR. Theseevents are extrapolated to the SR as fake background by assigning a product of FFs to everyevent,
(−1)k+1

k

∏
i=1

Fi ,

which extends over all selected k leptons and τ h that fail the tight selection requirements.The FFs are evaluated for each lepton and τ h separately based on their parameters. Whencomparing data to simulated yields in the fake AR, as shown in Fig. 5.2, it becomes evidentthat the reweighted data may include events where all selected leptons and τ h are infact prompt, thus resulting in slight overestimation of the fake background. This excess isremoved by reweighting those MC events in the fake AR by the FF method that containonly prompt leptons and τ h in the final state, and then subtracting the resulting yieldsfrom the extrapolated data. Systematic shifts in the MC prediction are not propagated tothe fake background because the contamination from events with prompt final states tothe fake AR generally amounts to less than 10%, the effect of which is further diminishedby the fake background yield relative to total background.

Data

Irreducible
background

(MC)

Reducible
fake

background

Data

Prompt MC

Nonprompt
MC

Do all ℓ/τh pass the tight cuts?

Are all ℓ/τh
true prompt?

Yes ⇒ SR No ⇒ fake AR

Yes

No

Reweighed

Figure 5.2: Distribution of data and MC events in the SR and fake AR based on the status of finalstate objects. Reducible fake background approximates the contribution from nonprompt final statesto the SR. Data-driven fake background is obtained by reweighting data events and prompt MCevents in the fake AR by the FF method, and subtracting the latter from the former in order to notoverestimate prompt contributions to the SR.

5.3.2 Lepton fake rate measurement
The goal of lepton FR measurement is to quantify the probability for a singular nonpromptlepton or a jet that passes the fakeable lepton requirements to also satisfy the tight cuts as
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a function of its cone-pT , |η | and flavor. The FRs are extracted from aMR that is specificallydesigned to capture QCD dijet events, where the two jets recoil each other at an anglethat shrinks with increasing momentum imbalance of incoming partons. One of those jetsis expected to produce a nonprompt lepton or to be misidentified as a jet, while the otherjet is supposed to be reconstructed as intended. Therefore, the cuts that are chosen forselecting events in the MR require the presence of exactly one fakeable lepton and at leastone jet in the event, whereby the jet must be separated from the lepton by ∆R > 0.7 andsatisfy the requirements presented in Section 4.2.5.
The FR measurement is performed for electrons and muons separately in two pseu-dorapidity bins. These are the barrel region, which goes up to |η |< 1.2 for muons and

|η |< 1.479 for electrons, and its complementary endcap region, which covers the phasespace up to |η |< 2.4 formuons and |η |< 2.5 for electrons. TheMRs are further segmentedby cone-pT intomultiple bins between 10 (15) and 100GeV formuons (electrons). FRsmea-sured in the highest cone-pT bin are assumed for leptons that have cone-pT > 100GeV.Similarly, electron FRs measured in the lowest cone-pT bin are applied to those electronsthat have cone-pT < 15GeV. The binning in cone-pT was chosen to closely follow thelowest pT thresholds that are imposed on reconstructed lepton pT at the trigger level.Events are selected to exclusive „pass” or „fail” regions in the measurement depending onwhether the fakeable lepton meets the tight requirements.
The FR are measured separately for ttH and HH multilepton analyses since they employdifferent lepton selection criteria. Likewise, the FRsmeasurement is repeated for each data-taking year individually to account for the changing detector conditions. Dedicated FRs areextracted for leptons that are required to satisfy the tight charge conditions, which areenforced on both fakeable and tight leptons in the 2ℓSS(+1τ h) channels of both analyses.These FRs are only used to estimate the fake background in those channels. Electron FRstend to be a few percent smaller under tight charge conditions, especially at low cone-pT ,but are otherwise compatible within the uncertainties with the FRs derived for the nominalselection. The effects of tight charge condition on muon FRs was found to be negligible.
In order for the selected fakeable lepton to be able to fire an HLT path, its reconstructed

pT must exceed the corresponding pT threshold of the trigger. It is not possible to use singlelepton triggers that are applied at the analysis level for three reasons: the pT thresholdsof single lepton triggers are too high compared to the pT thresholds imposed in fakeablelepton selection; the triggers enforce implicit cuts on lepton isolation, which would inflatethe FRs and thus spoil the measurement; the FRs should be extracted for every combinedstatus of single, double and triple lepton triggers, but there are just too many to consider.The solution to all of these problems is simple in principle — just use those triggers for themeasurement that do not enforce any isolation conditions and have pT thresholds lowenough to not bias the fakeable selection towards more isolated leptons. However, relaxingthe trigger requirements to such a high degree raises the data rates to unmanageablelevels, which necessitates the application of prescales. One would ideally use triggerswith the lowest prescale factors to maximize the statistical uncertainties on data. Hence,instead of using just one trigger for this task, a mixture of triggers with increasingly higher
pT thresholds are employed, which allows a reduction of prescale factors at high cone-pTbins. Mapping of prescaled HLT paths to cone-pT ranges in the measurement is providedin Table 5.5. In addition to a loosely isolated lepton, some prescaled triggers used herealso require the presence of a jet that has pT above a certain threshold. To replicate thiscondition in themeasurement, the selected recoil jet must also pass the same pT thresholdof the trigger. If no such jets are requested at the trigger level, then a minimum pT cut of
30GeV is implied instead.
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Events can contribute to a certain cone-pT bin only if they have fired at least one ofthe triggers that is associated with the bin. Prescaling is not applied to the MC simulation,meaning that simulated events are never rejected if they fire a prescaled trigger. This isobviously not the case for data, because only one collision event out of every f pre that firedthe prescaled trigger is actually recorded. When comparing MC samples to prescaled datarecorded by the same prescaled trigger, it follows that the simulation needs to be scaleddown by the prescale factor f pre in order to match the yields of the data. This examplecan be extended to the case where the data was recorded by two triggers with distinctprescale factors of f pre1 and f pre2 . Assuming that both triggers are independent from eachother, there is also the possibility that the same event is accepted by both triggers. Theprobability for this to happen amounts to 1/ f pre1 +1/ f pre2 −1/( f pre1 f pre2 ). This expressioncan be generalized to any number of triggers by recognizing that the probability for atleast one trigger to keep an event is equivalent to the complementary probability of notkeeping the event by any of the triggers. Given that the probability for an event passingthe requirements of trigger i to then be discarded by prescaling at a rate of f prei equals to
(1−1/ f prei ), which is independent of any other trigger, it follows that the probability forkeeping the event amounts to

1−∏
i
(1−1/ f prei ) . (5.7)

MC samples are normalized to match the data yields recorded with prescaled triggers byreweighting them according to Eq. (5.7), where the product extends over the triggers thatfired in a given event. It is assumed here that the residual data-to-MC SFs average to unity.
HLT paths [GeV] f pre/103 Cone-pT [GeV] Minimum jet pT [GeV]
pT (µ )> 3 4.8–22 10–32 40
pT (µ )> 8 7–16 15–45 ✗
pT (µ )> 17, 20 0.07–1.3 32–100 ✗
pT (µ )> 27 0.22–0.48 45–100 ✗
pT (e)> 8 5.1–11 15–45 30
pT (e)> 17, 23 0.57–1.5 25–100 30

Table 5.5: List of prescaled HLT paths employed in the FR measurement. First column details theminimum reconstructed pT that is imposed to a lepton of particular flavor at the trigger level. Thesecond column shows corresponding prescale factors f pre in multiples of thousand that were typicallyapplied over the three-year data-taking period. The third column provides a range in cone-pT thatevents firing the trigger can contribute to. The last column is reserved for specifying the minimum
pT threshold of an extra jet. A cross mark (✗) is shown instead in case no jets are requested at thetrigger level.

FRs fi in some cone-pT , |η | and flavor bin i are computed as a ratio of events in thepass region to the total number of events in pass and fail regions of that bin:
fi =

Npass
Npass+Nfail . (5.8)

MC-driven FRs are extracted for specific background by counting the yields in pass andfail regions, in which the selected fakeable lepton is either matched to a generator-levelnonprompt lepton or a jet, or does not have any generator-level matches whatsoever. FRsestimated specifically for the QCD background are obtained from simulated dijet QCD
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samples that were generated with Pythia at LO in pQCD. The samples are generated for
p̂T > 15GeV, where p̂T refers to the transverse momentum of outgoing partons in therest frame of the HS process. Special event selection requirements are enforced during theproduction of QCD samples, right before the detector simulation step, with the intentionto enrich the samples with nonprompt muons (that have pT > 5GeV) and electrons (with
pT > 10GeV), including those from heavy quark decays. The generator-level filters donot only help in cutting down on the size of QCD samples as well as saving time thatwould otherwise be spent on the detector simulation, but to also reducing the statisticaluncertainties on the prediction by orders of magnitude. QCD-driven FRs are used in theestimation of closure uncertainties by following the procedure described in Section 5.3.4.tt-driven FRs are extracted from the same MC samples listed in Table 5.2, which arealso used for the purpose of estimating irreducible backgrounds in some ttH multileptonanalysis channels.FRs that are actually used for the purpose of estimating the fake background areextracted from data as follows. First, distributions in the observable

mfix
T (Emiss

T ) =

√
2pfixT Emiss

T (1− cos∆φ) (5.9)
are extracted from data and prompt MC in pass and fail regions. Contamination fromprocesses featuring genuine prompt leptons, mostly from W+jets and SL tt+jets, aresubtracted from the data in both regions. The remaining event yields of „data fakes” in thefail region correspond to Nfail in Eq. (5.8), whereas Npass in the same expression is obtainedfrom the normalization of data fakes in the pass region, which together with the promptMC yields is inferred from a maximum likelihood (ML) fit18 to the totality of data in thepass region. However, the input shape of data fakes that enters the fit is actually takenfrom the fail region, which is then scaled to the fake yields in the pass region before thefit. This procedure gets around the problem that the shape as well as the pre-fit yields ofdata fakes can be unreliable in the pass region, especially after the removal of prompt MCevents in that region. W+jets, DY and tt+jets processes are assigned a 30% normalizationuncertainty in the fit, and the remaining rare processes contributing to prompt MC aregiven a 100% normalization uncertainty. Total variations of JES, JER and unclustered METare also propagated to the prompt backgrounds as shape uncertainties. On top of that,statistical bin-by-bin uncertainties on the prompt backgrounds enter as separate nuisanceparameters in the fit. Examples of the mfix

T distributions in pass and fail regions can befound in Fig. 5.3.Other subtraction schemes have also been tried to extract the FRs. In one of thosemethods the normalization of QCD and prompt MC are fitted to data in both pass andfail regions simultaneously, while also correlating the systematic uncertainties on MCprediction between the two regions. Data-driven FRs are computed from data fake yieldsby subtracting the post-fit yields of prompt MC from the data in pass and fail regions. TheFRs that are extracted with the alternative methods typically agree with nominal FRs withinthe uncertainties.The mfix
T variable that was chosen for extracting Npass has its origins in the classictransverse mass definition given by Eq. (4.1). Because MET approximates the pT of anunmeasured neutrino from a leptonic W boson decays rather well, the transverse masstends to peak broadly at around W boson mass for W+jets events. This is not the casefor QCD events, in which MET arises mostly from resolution effects due to lack of neutri-nos. It follows that MET and, by extension, mT are both small, and their corresponding

18 Details of the ML fitting procedure are provided in Section 6.1.
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distributions fall steeply in QCD events at far lower values than the W boson mass. Suchdiscrimination against QCD background is desired because it allows to constrain Npass andits uncertainties much better compared to the case where every bin in the fit is populatedby data fakes and prompt MC in constant proportions. Evidently, mT correlates directlywith lepton pT , but indirectly with the FR. In order to not cause any potential biases inthe shape templates when extrapolating them from the fail region to the pass region, thetransverse mass definition is modified by fixing the lepton pT to a constant like it was done
in Eq. (5.9). The numerical value of pfixT is set to 35GeV so that the peak would still occur ataround W mass for W+jets events, therefore still providing a good discrimination againstQCD events. Results of this measurement are summarized in Fig. 5.4.
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Figure 5.3: Distributions in mfix

T for barrel muons with cone-pT between 32 and 45GeV in the failregion (a) and pass region (b), both based on data recorded in 2018. Distributions shown in the passregion are obtained from ML fit to data. The label „electroweak” refers to the sum of W+jets and DYevents, which are scaled by a common factor in the fit.

Contamination from conversions to the MR is compensated with an additional factorthat is assigned to the measured electron FRs. The multiplicative factor is obtained from aratio of QCD-driven FRs, where the numerator is inferred from nonprompt contributions,and the denominator from an aggregated sumof nonprompt contributions and conversions.This approach was chosen because the shape information of QCD conversions turned outto be unreliable due to its poor event statistics, which is why the total yields in pass andfail regions are used instead to scale down the electron FRs. Excluding conversions has aneffect of reducing the electron FRs by 10–20% compared to nominal FRs. These additionalcorrections on electron FRs would not be needed, unless the conversion background hadnot been estimated explicitly, since otherwise it would lead to an overestimation of thefake background in the SR.A closure test was performed in the 2ℓSS channel of the ttH multilepton analysis bycomparing tt- and QCD-driven FRs of the leading fakeable nonprompt lepton that didnot pass the tight cuts. The tt-driven FRs turned out to be 30% higher for electrons and
10% higher for muons compared to QCD-driven FRs. This discrepancy was correctedwith 100% relative uncertainty in data- and QCD-driven FRs to match tt-driven FRs in thettH analysis since the latter were shown to close well with tt fakes in the SR. A similartest was performed in the 3ℓ channel of the HH multilepton analysis, showing a mild 7%
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discrepancy for muons and −5% for electron in QCD-driven FRs compared to tt-drivenFRs. Because the discrepancy was not as severe in the HH analysis as it was in the ttHanalysis, no extra corrections were applied to the FRs in the former case.Statistical uncertainties on Nfail and post-fit uncertainties on Npass are propagated tothe FRs as shown in Fig. 5.4. A systematic uncertainty is assigned to the fake backgroundby simultaneously varying the FRs up or down within their uncertainties. Two additionaluncertainties on the FRs are considered for the fake background, which are implementedby varying the FRs up or downwithin their uncertainties at high or low cone-pT and |η | binsseparately in a seesaw-likemanner, similarly to how closure uncertainties are propagated tothe data-driven fake background as shown in Fig. 5.8(b). These variations intend to modelrelative increase or decrease of fakes over the full range of input parameters, withoutchanging the overall normalization of the fake background in the 2ℓSS channel of ttHmultilepton analysis.
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Figure 5.4: Data-driven muon and electron FRs in barrel and endcap regions for the ttH and HHmultilepton analyses in each of the three data-taking years as a function of cone-pT .
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5.3.3 τ h fake rate measurement
A jet-to-τ h FR is defined as the probability for a jet faking as fakeable τ h to also pass atighter WP of Dτ hjet, which ranges from VLoose to VTight in the ttH analysis or is set toMedium as in the HH analysis. Events where the selected fakeable τ h passes the tight WPof Dτ hjet would contribute to the „pass” region, while those events that fail this conditionare categorized to the „fail” region. Just like lepton FRs given by Eq. (5.8), the fake τ h ratesare determined from the number of events in the pass region to the sum of events in passand fail regions. Those regions are further segmented by pT and η of the τ h candidateinto barrel (η |< 1.479) and endcap (|η |> 1.479), and into pT bins spanning 20–200GeV.Separate measurements are performed for each data-taking year. Given that the fakebackground is mostly dominated by heavy flavors in the ttH analysis and light flavors inthe HH analysis, dedicated CRs are used to extract the FRs for both cases. These CRs arepopulated mostly with one particular type of background events based on the multiplicityand flavor of tight leptons in the final state. Any extra reconstructed τ h that may appear inthe final state are assumed to originate from genuine jets that are misidentified as τ h.FRs used for the ttH analysis are extracted from a CR enriched with DL tt+jets events,in which one of the leptons is a tight electron and the other a tight muon with oppositeelectric charge. The leading and subleading lepton pT is required to exceed 25 and 15GeV,respectively. These pT thresholds are just high enough that electron-plus-muon cross-triggers imposed in the event selection reach their maximum efficiency. In addition tothe cross-triggers, events are also selected to the CR if they fire any of those unprescaledsingle lepton triggers that are listed in Table 3.2. The purity of tt+jets events in the CRis further improved by requiring no less than two central jets in final state, of which atleast one jet passes the medium WP or at least two jets pass the loose WP of the DeepJetb tagging discriminant. The selected events must feature at least one fakeable τ h that iscloser than ∆R = 0.3 to a central jet, whereby both the τ h and the jet are cleaned withrespect to fakeable electrons and muons before the pairing. The matching jet is requiredto originate from a quark or a gluon jet in MC simulation. The same event contributes tothe measurement as many times as there are τ h candidates fulfilling this condition. Thisworkaround helps to reduce statistical uncertainties, which dominate the measurement.Events featuring lowmassmeson resonances are rejected because they are poorlymodeledin the MC simulation.

The FRs that are measured for the HH analysis are extracted from a CR targeting DYevents in dimuon final state. The event selection requirements are identical to those oftt+jets CR, except that the two selected leptons must be muons, the events must fire asingle or a double muon trigger, and the b jet selection criteria is inverted into a b jet veto.Furthermore, the selected muon pair must have an invariant mass closer than 30GeV fromthe Z boson mass, or otherwise the event would be rejected.
Jets passing the τ h leg of a lepton-plus-τ h cross-trigger or either leg of a double-τ htrigger listed in Table 3.2 are also more likely to pass the tighter WP of Dτ hjet. Such jetswould therefore have higher FRs compared to those that either fail the trigger conditionsor are not required to satisfy any trigger conditions whatsoever. This sort of bias, if leftunaddressed, would cause the fake background to be underestimated in channels whereevents are selected based on the status of aforementioned triggers. For this reason, themeasurement is repeated another four times to account for the cases where the selected

τ h either fires or does not fire a lepton-plus-τ h cross-trigger or a double-τ h trigger. Thisis realized by searching for the trigger-level object of the corresponding HLT path that iscloser than ∆R = 0.05 to the reconstructed τ h. If no such match is found, then the selected
τ h is said to not fire the trigger.
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Different jet-to-τ h FRs are used depending on which triggers are enforced in the eventselection and whether or not the selected τ h fired those triggers. In particular, if theevent selection requirements demand the presence of τ h in final state but do not employlepton-plus-τ h cross-triggers nor double-τ h triggers in the event selection, then thoseFRs are used in fake background estimation that were measured without any triggerrequirements on the selected τ h. The same is also true for channels that employ thesetriggers in combination with single lepton triggers that fired. However, if the single leptontriggers did not fire in a given event, then it is checked whether or not the selected τ h fireda lepton-plus-τ h cross-trigger. If none of the cross-trigger fired, then it is checked whetheror not the selected τ h fired a double-τ h trigger. This also applies to channels that use onlydouble-τ h triggers in the event selection. The case where the selected τ h failed to fire agiven trigger is irrelevant in the application of FRs if the multiplicity of the final state τ hmatches to the number of τ h legs of the requested triggers. These principles provide analgorithm for applying the jet-to-τ h FRs as detailed in Table 5.6.

Channel Without any requirementson the τ h triggers
Lepton-plus-τ h cross-trigger Double-τ h trigger
Pass Fail Pass Fail

ttH

0ℓ+2τ h ✗ ✗ ✗ ✓ ✗
1ℓ+1τ h ✓ ✓ ✗ ✗ ✗
1ℓ+2τ h ✓ ✓ ✓ ✗ ✗

HH 0ℓ+4τ h ✗ ✗ ✗ ✓ ✓
1ℓ+3τ h ✓ ✓ ✓ ✓ ✓

Table 5.6: Application of jet-to-τ h FRs based on the triggering conditions of the selected τ h in ttH (topsection) and HH (bottom section) analysis channels. A tick mark (✓) indicates that the designatedFRs could be used in the analysis, whereas a cross mark (✗) implies otherwise. All other analysischannels that are not listed in the table but still require the presence of τ h in the final state apply theFRs that were measured for τ h without the imposition of any trigger conditions. Highest priority isgiven to the FRs that are measured without any requirements on the τ h triggers, followed by thoseimposed by the lepton-plus-τ h cross-triggers and the double-τ h triggers.

MC-driven FRs are derived from the event yields of simulated tt+jets and DY processesin their respective CRs, whereby the selected τ h are required to not have any matches toprompt muons, electrons or τ h at the generator level. Residual contributions from eventsfeaturing a genuine prompt τ h are estimated from the simulation and removed from thedata based on the generator-level matching status of the reconstructed τ h. Data-driven FRsare not directly used to estimate the fake background because the extracted FRs fluctuatea lot. Instead, a linear fit to the ratio of data-driven and MC-driven FRs is performed as afunction of pT of the τ h candidate, which intends to average out these fluctuations. SFspredicted by the linear function are then applied on top of the MC-driven FRs to yield aregressed version of data-driven FRs. Results of this measurement are displayed in Figs. 5.5and 5.6.
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Figure 5.5: Jet-to-τ h FRs measured in tt CR for the ttH analysis in barrel and endcap regions: for τ hpassing the Loose WP of Dτ hjet and double-τ h trigger (a)–(b); for τ h passing the Medium WP of Dτ hjet,failing (c)–(d) or passing (e)–(f) lepton-plus-τ h cross-trigger, and without any trigger requirements(g)–(h); for τ h passing the VLoose WP of Dτ hjet and without any trigger requirements (i)–(j); for τ hpassing the VTight WP of Dτ hjet and without any trigger requirements (k)–(l). Top section in each plotdisplays the MC-driven FRs, while the bottom section shows the respective data-to-MC SFs.
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Figure 5.6: Jet-to-τ h FRs measured in DY CR for the HH analysis in barrel and endcap regions splitby year for τ h passing the Medium WP of Dτ hjet, passing or failing double-τ h trigger (a)–(d) andlepton-plus-τ h cross-trigger (e)–(h), and without any trigger requirements (i)–(j). Top section of eachplot displays the MC-driven FRs, while the bottom section shows the respective data-to-MC SFs.
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Coefficients c = (c0, c1)
T of linear fit function c0 + c1 · pT are assumed to follow atwo-dimensional normal distribution:
N(c|ĉ, Σ) =

exp[−D2
M(c|ĉ, Σ)/2]

2π
√

detΣ
, (5.10)

where DM(c) =
√
(c− ĉ)T

Σ
−1(c− ĉ) denotes the Mahalanobis distance [364] and ĉ =

(ĉ0, ĉ1)
T stands for the best fit values that maximize N(c). Covariance matrix Σ returnedby the fit may feature off-diagonal elements, which means that the uncertainties on slope

c1 and intercept c0 correlate with each other. These correlations could be propagated tothe final ML fit that extracts the signal rate, but a more robust approach would be to justdecorrelate the uncertainties right from the beginning by diagonalizing the covariancematrix: Σ =V ΛV−1. Here Λ refers to a diagonal matrix that has the eigenvalues of Σ asits elements, while matrix V has the eigenvectors of Σ in its columns. As illustrated byFig. 5.7(a), the eigenvectors vi =(vi0, vi1)
T (with i= 0, 1) point to the direction in parameterspace where the variations are independent from each other, while the correspondingeigenvalues λi indicate the size of these variations at which DM(c) = 1. Provided that thedata-to-MC SFs are estimated from evaluating ĉ0 + ĉ1 · pT , the two uncorrelated variationsof the fit parameters enumerated by index i are propagated to the fake background via theSFs as follows:

(ĉ0±
√

λ ivi0)+(ĉ1±
√

λ ivi1) · pT .

An example of a linear fit with uncorrelated systematic shifts of the fit parameters can befound in Fig. 5.7(b). The linear fit was performed using weighted least squares methods,where the residual errors are weighted by squares of reciprocal error on the data points.Residual flavor dependency in the FRs is quantified with a dedicated closure uncertainty,which is described in the next section.In normal circumstances, all leptons and τ h that are selected to some SR are requiredto be prompt in MC simulation, and any contributions from events featuring nonpromptleptons or τ h in the final state are estimated from the data with the FF method as explainedbefore. However, it was found that about a third of ttH signal would be lost in the SRsof the 2ℓSS+1τ h and 3ℓ+1τ h channels in the ttH analysis if the selected τ h is requiredto be prompt in the simulation. This is because nearly half of the selected ttH events inthose two channels originate from H→WW∗ decays. The issue is that half of those eventsfeature hadronic W boson decays, where one of the jets is erroneously misidentified as
τ h at a rate that is proportional to the FR. To recover the events that would otherwise belost by requiring all final state τ h to be matched to genuine τ h at the generator level, amodified version of the FF method was devised for the 2ℓSS+1τ h and 3ℓ+1τ h channelsof the ttH analysis, and for the 2ℓSS+⩽ 1τ h channel of the HH analysis, in which the τ h isrequired to be tight in both the SR as well as the fake AR, but no generator-level matchingconditions are imposed to the selected τ h in the simulation. Data-to-MC SF of the jet-to-τ hFRs are instead applied to fake τ h in both analysis regions. The FF method still appliesto final state leptons as usual. This strategy recovered 30% of signal sensitivity in bothchannels.
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Figure 5.7: (a): Visualization of covariance matrix Σ that is estimated for parameters c = (c0, c1)

T ofthe fit. The ellipsoidal contour corresponds to the parameter values where DM(c) = 1. Projections ofthe ellipse in parameter space coincide with their uncertainties, which can also be expressed as squareroot of the diagonal elements of Σ. Decorrelated variations of the best fit parameters are obtainedby projecting out either axis of the ellipse, or equivalently the components of either eigenvector ofthe covariance matrix times the square root of the respective eigenvalue. (b): Data-to-MC SFs ofjet-to-τ h FRs for the Medium WP of Dτ hjet extracted from tt CR and parametrized by pT of the fake
τ h candidate based on data collected in 2017. The SFs (points) are regressed with a linear function,which is plotted for the optimal choice of parameter values returned by the fit (red line), as well asfor decorrelated variations of said parameters (dashed lines). Vertical error bars represent statisticaluncertainties in data and MC added in quadrature.

5.3.4 Closure uncertainty
Uncertainties on the extracted FRs mostly reflect the fact that the event statistics wasrather limited in the measurement. These uncertainties are eventually propagated to thefake background estimation via the FFs like discussed before. However, there may beother nuances in the FR measurement and application that could potentially skew thefake background estimation. One way this could happen is if the flavor composition andkinematic profile of fakes between the fake AR and MR are different, since it would breakthe universality property of FRs. Even if corrected for, residual differences could still arise inthe FRs depending on how partons color-connect with the rest of the event. For example,b jets produced in ISR or FSR via gluon splitting tend to be more collinear and hence lessisolated than those originating from a HS event. It follows that the FRs could be influencedby other factors not included in their parametrization, which would lead to larger errorsin fake background estimate and cause possibly stronger tension in the ML fit where thesignal rate is extracted.It is impractical to identify and correct for every possible source of discrepancy in thefake background estimate from the measurement side. Instead, it is assumed that thepresented approach offers the best description of the fake background, and any kind ofbias that could influence this prediction is modeled with a nuisance parameter that allowsminor adjustments in the shape and yield of the fake background during the signal extrac-tion. These potential biases are modeled from the FR application side with a nonclosureuncertainty, which is obtained from MC simulation as follows: Dedicated „MC closure”regions are constructed for some target lepton flavor by enforcing the same object andevent selection criteria as in the SR, but allowing the selected leptons or τ h with the target
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flavor to fail the tight cuts. For instance, in MC closure for electrons, the electrons that areselected to the final state must pass the fakeable selection criteria but can fail the tightselection, whereas the muons and τ h that are also selected to the final state must satisfythe tight selection requirements. There can be up to three MC closure regions for everytarget flavor: one for muons, another for electrons and a third one for τ h. Overlap withthe SR is avoided by vetoing those events that feature only tight objects in the final state,except if all leptons or τ h with the target flavor are in fact prompt19. At least one of thefinal state objects must be a fake for the event to be accepted to the MC closure region.Table 5.7 demonstrates how simulated events contribute to analysis regions of a dileptonchannel based on the above description. The events that are selected to the MC closureregion are then reweighted according to the FF method, whereby QCD-driven FRs areused for electrons and muons, and MC-driven FRs without the data-to-MC SFs for τ h. Theoutput of signal extraction discriminant in MC closure is then compared to that of MCfakes in the SR.

ee FF FT TF TT
NN MCe MCe MCe MCf, MCµNP MCe MCe MCe MCf, MCµPN MCe MCe MCe MCf, MCµPP pMC pMC pMC SR

eµ FF FT TF TT
NN — MCe MCµ MCfNP — MCe MCµ MCf, MCµPN — MCe MCµ MCf, MCePP pMC pMC pMC SR

Table 5.7: Categorization of simulated events with an electron pair (left) and electron-muon pair(right) in final state to the SR, MC closure region for muons (MCµ ) or electrons (MCe), as promptMC (pMC) in the fake AR, or as MC fakes (MCf) in the SR of 2ℓSS(+1τ h) analysis channel based onwhether the selected lepton is prompt (P) or nonprompt (N), and whether the selected lepton passesthe tight cuts (T) or fails them (F). For example, events with a prompt tight electron and a nonpromptfakeable muon that fails the tight cuts contribute to MC closure region for muons. A dash (—) is usedif a given combination of leptons does not contribute to any of the aforementioned analysis regions.

Two uncertainties on data-driven fake background are derived from this comparison.First is the normalization uncertainty, which is obtained from the ratio of yields in MCfakes to MC closure. This ratio is then used to uniformly scale the data-driven backgroundyields but not by more than 100%. The second uncertainty is obtained from a linear fit tobin-by-bin ratio of distributions in MC fakes to MC closure after they have been normalizedto the same integral. Average output score of the signal extraction discriminant is chosenas inflection point in the fit. The slope returned by the fit is then used to modulate thedata-driven shape template by raising or lowering the tails of the distribution on eitherside of the inflection point as shown in Fig. 5.820. These two uncertainties are extracted
19 This special clause is necessary because the rate for prompt leptons or τ h to fail the tight cutsis much lower than for them to pass those cuts. In other words, events that feature some promptleptons or τ h passing the tight cuts have higher yields compared to events where those leptons or

τ h fail the tight cuts, which is why the former case is not vetoed from the MC closure region, thusallowing a more fair comparison of event yields to MC fakes in the SR.20 The shape modulations should technically be orthogonal over the full range of the signal ex-traction discriminant to avoid spurious correlations between underlying parameters in the signalextraction. It would leave shifted Legendre polynomials (P̃0(x) = 1, P̃1(x) = 2x−1) as the only optionfor decomposing the shape modulations. However, rather than being distributed uniformly, the fakebackground events tend to skew towards low values of the signal extraction discriminant, which iswhy the intercept term of 1/2 in P̃1(x) is replaced by the average output score of MC fakes.
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for muons, electrons and τ h in each analysis channel and data-taking period separately,and are thus treated fully uncorrelated.Additional normalization uncertainty is assigned to the fake background that is fullycorrelated across all analysis channels and data-taking years. The uncertainty amountsto 50% in the ttH analysis channels that are dominated by τ h fakes (0ℓ+2τ h, 1ℓ+1τ h,
1ℓ+ 2τ h, 2ℓOS+ 1τ h, 2ℓ+ 2τ h), and 30% is given to the rest of the channels. In theHH analysis, this uncertainty is split into two parts of 20%, with the first part being fullycorrelated as before and the second part taken as fully uncorrelated.In the fake AR of the 1ℓ+ 3τ h channel in the HH analysis it was found that abouttwo-thirds of τ h fakes originate from DY events in dielectron final states, in which oneof the electrons was misidentified as τ h and the remaining τ h were faked by jets. Thosefakes are suppressed by introducing a Z boson veto that rejects those electron and τ h pairswith OS charges, in which the τ h either fails VLoose WP of Dτ he or it falls into the ECALcrack between EB and EE (1.460 < |η |< 1.588). The τ h track is extrapolated from the LVto account for its longitudinal shift with respect to the origin of the coordinate system.Lower threshold in Z boson mass window cut was also extended from 10GeV to 20GeVto accept more electrons since their energy tends to be underestimated when faking a
τ h. For similar reasons, the singular τ h in final states of the 3ℓ+1τ h channel in the HH
analysis is required to satisfy VVLoose WP of Dτ he , and not fall into the ECAL crack betweenEB and EE. Since these extra conditions in τ h selection were not considered in the FRmeasurement, an additional 30% normalization uncertainty is assigned to the data-drivenfake background in those two channels. The uncertainty is taken as fully correlated acrossthe channels and data-taking years.
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Figure 5.8: Distribution in the output of signal extraction discriminant for the 1ℓ+2τ h channel in thettH analysis based on 2018 data comparing MC fakes to MC closure for τ h (a), and data fakes toits linear shape modulation (b). Vertical blue dashed line denotes the average output score of MCfakes in both plots. Solid black line in the ratio plot of (a) was obtained from a linear regression tothe ratio of bin-by-bin yields in MC fakes to MC closure. The corresponding slope is then used tolinearly modulate the output distribution of data fakes as shown in (b). Normalization uncertainty isextracted from the intercept of the solid black line in the ratio plot of (a) at a point where it crossesthe blue vertical dashed line. Statistical uncertainties on MC yields are incorporated to the linear fitwith weighted least squares method.
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5.4 Charge flip background estimation
The SS charge requirement that is imposed on the two selected prompt leptons in the
2ℓSS and 2ℓSS+1τ h channels intends to reject primarily DL tt events. Yet, some of thosebackground events may still seep into the SR if the charge of either prompt lepton ismismeasured despite the tight charge condition, which is specifically utilized to counterthis very problem. Contributions from such „charge flips” to the SR could be estimateddirectly from the MC simulation, but similarly to fake background estimation the generatedsamples do not contain enough events to reliably model this kind of background. Instead, adata-driven method analogous to fake background estimation is used to predict the chargeflip background as detailed in the following.

The charge flip background is estimated from data events that are selected to flip AR,which is an analysis region identical to the SR but instead of demanding the selectedleptons to have SS charges they are required to have OS charges. The chosen data eventsare then extrapolated to the SR by reweighting them using charge flip probabilities. Inthe 2ℓSS channel, this amounts to the probability for one lepton to flip its charge plus theprobability for the other lepton to flip its charge. In the 2ℓSS+1τ h channel, however, thereis another requirement in the event selection by which the charge sum of the selected twoleptons and τ h must equal to±1. Only events that could still satisfy this cut yet feature alepton that has its charge incorrectly measured are those events where this lepton happensto have the same charge as the selected τ h. For this reason the charge flip probability isevaluated on leptons that have the same charge as the τ h. Contributions from nonpromptleptons and conversions are subtracted from the extrapolated data after the reweighting,which then yields the final estimate for charge flip background in the SR. Contaminationfrom nonprompt leptons to the flip AR are estimated from data with the FF method bytreating the flip AR as the SR in the extrapolation. Charge misidentification probabilities areevaluated on electrons because they are found to be negligible for muons, in the order of
10−6. Likewise, there is no practical need for subtracting genuine SS events from the datain flip AR because they are doubly-suppressed by the electron charge misidentificationprobabilities. The OS charge requirement in Z boson veto is dropped if the two selectedleptons happen to be electrons. This is to avoid biases that arise between the SR andcorresponding flip AR, since otherwise the Z boson veto would not be as effective in theformer as it is in the latter.

Charge misidentification rates are measured for electrons and muons separately inthree bins of pT (10–25, 25–50 and> 50GeV) and in two bins of |η | (EB and EE), totallingsix bins per lepton flavor. The following focuses only on the electron flip rate measurement,however, because the same measurement was repeated for muons based on 2016 data,which revealed that the muon flip rate is effectively negligible, in the order of 10−6 [365].Electron charge misidentification rates are extracted from data by measuring the ratio ofDY event yields with two SS electrons in final states to the total number of DY events thatare selected in the same CR. The event selection criteria demand the presence of exactlytwo tight electrons satisfying the tight charge condition. Events with tight muons passingthe tight charge requirement are vetoed. The measurement is performed for the ttHand HH multilepton analyses separately because both employ different requirements forselecting tight leptons. The purity of DY events in the CR is further improved by imposingsingle or double electron trigger conditions, as well as a cut on the invariant mass of theelectron pair, which is required to be closer than 30GeV to Z bosonmass. InMC simulation,the selected electrons also need to be matched to generator-level electrons, but theircharges do not necessarily have to agree with each other. This is obviously not the casefor electrons and muons that are selected to the SR of the 2ℓSS and 2ℓSS+1τ h channels.
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Events in DY CR are further split into SS or OS category based on the reconstructed chargesof the two electrons. The peak in dilepton invariant mass that is characteristic to Z bosondecay should appear in both categories if sufficient number of events make the eventselection cuts.Since the goal is to extract charge flip rates for six kinematically distinct electrons,there can be 36 different combinations of electron pairs that could be selected to theDY CR. By making a fair assumption that it does not matter if it is leading or subleadingelectron that has its charge flipped, the number of combinations is brought down to 21.The ratio of event yields with SS electron pairs in final state to the total number of events,
r = NSS/(NSS+NOS), is directly proportional to the sum of probabilities for either electronto have its charge mismeasured. The case where both electrons might have their chargesmismeasured is expected to be very small and therefore ignored. The resulting systemof equations that relates event yield ratios to charge flip probabilities is overconstrained,because there are 21 known variables (the event yield ratios) but only six unknowns (thecharge flip probabilities). The set of linear equations is solved for charge misidentificationrates using the method of weighted least squares.Event yields NSS and NOS correspond to the normalization of DY events in SS andOS category, respectively. They are extracted from a maximum likelihood fit of the MCprediction, including backgrounds, to data in SS and OS categories simultaneously, thusallowing to correlate systematic uncertainties between the two. Three nuisance parametersenter the fit in addition to statistical bin-by-bin uncertainties and rate uncertainties on theprediction, with two parameters modeling 1% and 2.5% uncertainty on electron energyscale in EB and EE, respectively, and a third one varying electron energy resolution by 25%from its nominal value, which is determined from absolute pT difference between thereconstructed electron and its generator-level match. Illustrative post-fit plots obtainedfor one particular combination of electron pairs out of 21 possible combinations can befound in Fig. 5.9. Final results of these measurements are summarized in Table 5.8. Themeasurement is repeated for every data-taking year to account for changes in detectorconditions. Charge flip rates tend to be higher in 2016 compared to following years, whichis expected because of superior performance of the new pixel detector that was installedas part of Phase 1 upgrades. The same goes for charge flip rates in the HH analysis, becauseleptons selected there need to pass a looser prompt lepton MVA WP than what is used inthe ttH analysis. The measured flip rates are compatible with the rates determined by theCMS e/γ POG [280].Charge flip measurement and application was validated with the following closuretest: Simulated events with genuine OS lepton pairs are selected to the flip AR of the
2ℓSS channel and subsequently extrapolated to the SR the same way as data-driven flipbackground is estimated. The resulting yields are compared to nominal yields of simulatedflip events in the SR, where at least one of the selected electrons is required to have a chargeopposite to its prompt generator-level match. Comparison of the two showed a differenceof up to 30%, which is taken as rate uncertainty on the data-driven flip background.
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Figure 5.9: Post-fit distributions in invariant dielectron mass reconstructed from measured SS (a) andOS (b) pairs of electrons in DY CR based on data recorded in 2016. One of the electrons is reconstructedwithin the acceptance of EB and has a pT > 50GeV, while the other electron is reconstructed outsideof this acceptance and has a pT between 25 and 50GeV. The shaded band in both plots representsstatistical uncertainties on the MC prediction.

10 ⩽ pT < 25GeV 25 ⩽ pT < 50GeV pT ⩾ 50GeV

ttH HH ttH HH ttH HH
2016 |η |< 1.479 0.56 1.27 0.09 0.25 0.15 0.26

1.479 ⩽ |η |< 2.5 0.61 1.88 1.02 3.22 1.62 3.452017 |η |< 1.479 0.12 0.31 0.05 0.04 0.10 0.11
1.479 ⩽ |η |< 2.5 0.43 1.35 0.50 1.63 0.88 1.762018 |η |< 1.479 0.04 0.28 0.06 0.12 0.11 0.09
1.479 ⩽ |η |< 2.5 0.36 0.90 0.51 1.30 0.97 1.58

Table 5.8: Measured electron charge flip rates (in units of per mille) as a function of pT and |η | ofthe electron, data-taking year and tight lepton definition.
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6 Signal extraction
Based on the predicted contributions of data in the SR, the events that pass the selectioncuts are expected to contain a mixture of signal and background events. In order to tellthe two apart, one would need to construct an observable that is able to discriminatebackground in favor of signal, and compare its distribution in data events to the prediction,while also accounting for the statistical and systematic uncertainties in this comparison.Since this needs to be done in a well-defined and unbiased way so to be able to latercompare or combine the analysis results, the ATLAS and CMS collaborations had jointlydeveloped common statistical procedures for quantifying the presence or absence ofa signal, placing constraints on the parameters characterizing the signal, and validatingthe modeling of signal and background processes [366]. Overview of those methods isprovided in Section 6.1, while Section 6.2 summarizes the techniques that were used todevelop discriminants for signal extraction in the present work.
6.1 Inference
The goal of statistical inference is to interpret empirical data by devising a model, juxtapos-ing it with the data, and extracting quantitative information from this comparison. Thepresent section will touch on the following ingredients of statistical inference that arerelevant in the searches of ttH and HH signal: Section 6.1.1 introduces the basic conceptsof statistical analysis; Section 6.1.2 focuses on the likelihood model; Section 6.1.3 describesthe limit setting procedure; and Section 6.1.4 explains, what steps are taken to validatethe model without directly looking at the data. A more elaborate and comprehensiveexposition of this material can be found in Refs. [24, 366, 367], which the following textattempts to summarize.
6.1.1 Basics
A statistical model is characterized by a set of variables, also known as parameters ofinterest (POIs), which parameterize the signal process that an analyst wishes to measure.The main objective of statistical inference is to make quantitative claims about the POIs,given the data. A variable that suits this task is signal strength modifier µ , which tellshow many times the production and decay rates of the signal process deviate from theexpectation. As seen from Eq. (5.1), both of these rates fully correlate with the expectedyields of the signal. Since the expected yields can be directly compared to those of thedata, it is natural to give signal strength modifiers the role of POIs. If the data perfectlymatches the expected yields as predicted by the model, then all POIs would equal unity,which amounts to saying that nominal signal contribution appears in the data exactly asanticipated.

In order to access nonobservable parameters that are featured in underlying Lagrangiandensities, one could attempt to reparametrize the signal strength modifiers in terms ofthose more fundamental variables and treat them as the POIs. For instance, the signalstrength modifier of HH signal process scales with a self-coupling modifier as prescribedby Eq. (2.27), which makes it possible to use coupling modifiers as POIs. However, one alsoneeds to keep in mind that the same self-coupling modifier induces changes to the rates ofother single Higgs production and decay processes through loop corrections, as explainedin the context of Fig. 2.22. Such scaling behavior must be accounted for to not bias thecoupling measurement.
A signal process could also depend on other parameters such as spin or mass. Ifsuccessful parametrization of signal strength modifiers in terms of those parameters is not
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possible, then they cannot serve as the POIs. In that case the only way of probing them isto formulate a range of inference models for a number of spin and mass combinations,and extract the signal rate modifiers for each of those combinations. This strategy waschosen to study the resonant HH production, for example.Point estimates of thePOIs have no value of their own if there are no auxiliary statementsabout the credibility of the measurement. From a Bayesian point of view this implies priorbeliefs about the POIs and the data, but these are difficult to model in practice. For thisreason a frequentist approach due to Neyman is followed [368]. The idea is to considera series of experiments that each try to extract the same POI µ . If the experiments areperformed in identical conditions, then any spread in the results should arise purely fromstatistical fluctuations of the data. The results of each experiment x can be distilled toa single number tµ(x) known as test statistic. It is designed to summarize the data in away that is sensitive to the choice of µ , and would therefore follow a different probabilitydistribution function (pdf) f (tµ |µ) for every µ . The probability that an experiment producesa test statistic in some continuous acceptance region I(µ) amounts to∫
tµ∈I(µ)

f (tµ |µ)dtµ = α . (6.1)
This statement can be inverted into a condition for finding the acceptance region at a fixedprobability α . Depending on the choice of the test statistic, the acceptance region maycorrespond to a one-sided interval that is bound from above or from below, or a two-sidedinterval that is bound from both sides. All test statistics that are introduced in the followingproduce an acceptance interval that is bound from below.One could envisage another set of experiments but assuming a different true value ofthe POI. As depicted in Fig. 6.1, for every such value µ there exists a unique interval I(µ),which the corresponding experiments are able to cover with probability α known as theconfidence level (CL). Although the true POI is not known, one can still find the set of allPOI candidates, the acceptance region of which includes the observed test statistic withprobability α , given the outcome xobs of a single experiment:

C(µ) = {µ|tµ(xobs) ∈ I(µ)} .

The setC(µ) defines the confidence interval (CI) for parameter µ . The convention in HEPis to report two-sided unconstrained CIs of point estimates, where „two-sided” refers tothose CIs that have both an upper and lower limit, whereas „unconstrained” means thatno additional requirements are assumed about the POI in the definition of the test statistic.This is in contrast to upper limits of the POIs, which are just one-sided CIs derived from atest statistic that assumes nonnegative signal rate. It is important to recognize that a CIdoes not represent a range that contains the true estimate with probability α , since thisis a Bayesian statement. Instead, it stands for a range of plausible parameter values thatare compatible with the experimental observation, in which the level of compatibility isregulated by the CL. These concepts can be generalized for a pair of POIs by constructingan acceptance area analogous to I(µ) at a given CL, and intersecting it with a plane that iscompatible with the observed value of the test statistic. The resulting intersection yields atwo-dimensional contour of the POIs known as the confidence region.
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Figure 6.1: Illustration of Neyman construction. For each POI µ there exists a pdf f (tµ |µ) of teststatistic tµ (x), which is drawn for a number of experiments x. By specifying α as the CL, one can workout interval I(µ) for every µ , which is supposed to capture the test statistic with probability α inrepeated experiments. The true value of the POI should lie inside the confidence belt at probability α ,which is formed by evaluating I(µ) over some range of µ values. CI is defined from the sections ofthe confidence belt that feature the realized experimental value tµ (xobs), which is given by interval
[µ−, µ

+] in the picture. A version of this image can be found in Ref. [367].

Besides the best estimates of POIs and their CIs, one would also wish to know howwell a certain realization of the model performs in light of data. This is accomplished withhypothesis testing, in which a hypothesis Hµ is formulated by „freezing” the POIs, that isfixing them to specific values in the model. A background-only hypothesis, H0, is obtainedby setting all POIs to zero, effectively removing all signal from the prediction, while asignal-plus-background hypothesis, H1, is constructed by setting all POIs to unity, whichadds signal in nominal amounts to the prediction. The hypothesis that one wishes to putto test or refute is chosen as the null hypotheses, while other hypotheses serve as thealternative. Based on how likely it is for the data to arise as predicted by the model, onecould either incorrectly reject the null hypothesis with probability α , or incorrectly acceptit with probability β . The probability that a null hypothesis Hµ would be rejected even if itwere true is given by p-value
pµ =

∫
∞

tµ (xobs)
f (tµ |µ)dtµ , (6.2)

where it is implied that smaller values of tµ indicate better compatibility with the data asdictated by the so-called ordering rule. Another way of interpreting p-value is to considerit as the probability for the data to produce a test statistic value at least as extreme as
tµ(xobs) under hypothesis Hµ . The p-value corresponds to false positive or type-I errorrate when computed against null hypothesis, and to false negative or type-II error ratewhen computed against the alternative hypothesis.It is common to express a p-value in terms of significance Zµ , which stands for thenumber units from zero at which point the tail area of a standard Gaussian distributionequals the p-value. If Φ denotes the cumulative distribution function of standard Gaussiandistribution, then the p-value can be converted into significance with Zµ = Φ

−1(1− pµ).As per convention in high energy physics, evidence or discovery of a signal can be claimedby ruling out background-only null hypothesis if its p-value falls below an equivalentsignificance of 3σ or 5σ , respectively. If neither possibility materializes, then one caninstead invert this threshold into a condition for extracting upper limits on the POI ata given CL, as explained in Section 6.1.3. Depending on the context, one can use the
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term „sensitivity” to refer either to the significance level, or to (expected) upper limitson the POI compared to its nominal or theoretical value. Figure 6.2 visualizes how type-Iand type-II errors relate to each other and how the significance is determined, given thep-value. Significances Z obtained from multiple independent inference models under thesame background-only null hypothesis can be combined into a single estimate Z with theStouffer’s method [369]: Z = Z ·w/∥w∥2, where w stands for a vector of weights that areassigned to the models. Although it is just an approximation, the method provides a crucialinsight, in that superior sensitivity can be achieved by simply combining multiple analysesthat each have inferior sensitivity.

„not reject” „reject”

ƒ (tμ|μ = 1)

ƒ (tμ|μ = 0)

p0
p1

tμ

ƒ (tμ|μ)

tμ(obs) 0


N(|0, 1)

p1

Z

Figure 6.2: Distributions of test statistic tµ for signal-plus-background hypothesis H1 (blue curve) andfor background-only hypothesisH0 (red curve) on the left hand side, and howa p-value, such as p1, canbe translated to equivalent significance level Z based on single tail probability of standard Gaussiandistribution as shown on the right hand side. In this example H1 is chosen as the null hypothesis and
H0 as the alternative hypothesis, which means that p1 and p0 are respectively identified as type-Iand type-II errors in the plot.

It is clear from Fig. 6.2 that optimal sensitivity hinges on the choice of the test statistic.According to Neyman-Pearson lemma, the test statistic that has the highest discriminatorypower in rejecting the null hypothesis H0 over the alternative hypothesis H1 has the formof a likelihood ratio,
λ (data) = L(data|H1)

L(data|H0)
, (6.3)

whereL(data|Hµ) stands for the likelihood function that assumes the model parametersof hypothesis Hµ [370]. A likelihood function maps model parameters to a single repre-sentative number that tells how well the model matches with the data. The likelihoodfunction that is chosen for the current analysis is introduced in Section 6.1.2.Sensitivity to upper limits is oftentimes used as a benchmark when optimizing theanalysis. However, basing the decisions on empirical data would lead to severe biasesthat could ultimately result in false discoveries or false rejections depending on how themodel parameters are fine-tuned. Such malpractice can be avoided if one uses pseudodatainstead. It can be Asimov data, which is constructed by setting the observed yields preciselyequal to the predicted yields [371], or MC toys, which are obtained by randomly samplingthe predicted yields. The results are deemed as „expected” if they are derived frompseudodata, or as „observed” if they are extracted directly from the data. In the initialstage of the analysis, the data is considered as „blinded” and all results are based on
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pseudodata. Section 6.1.4 details the steps that are taken to validate the inference modelbefore „unblinding” the data and extracting the final results from it. Both the expected andobserved results deserve publication, since the former quantifies the sensitivity level forexcluding large signals, while the latter represents the real outcome of the measurement.To summarize, the deliverables of statistical inference are: point estimates of the POIs,their CIs, significance of background-only hypothesis, and — in case the analysis does notreach a sufficient level of significance for claiming evidence or discovery — upper limits ofthe POIs at some previously agreed upon CL. Each of these topics are explained in moredetail in the following sections.Statistical analysis of the data is performed using a software called combine [372],which was initially created by CMS experts for Higgs boson searches in the lead-up to itsdiscovery, but was later adapted to handle a wide range of inference models. The programis based on RooStats [373] and RooFit [374] libraries, which are accessible through ROOTsoftware [332]. Due to increased interest in HH analyses by the CMS collaborators in recenttimes, the efforts of running the inference with combine, interpreting the results andpresenting them in a consistent manner were coordinated, which lead to the developmentof a framework that specifically addresses these points [375]. The results of HH analysesthat are based on full LHC Run 2 data and published by the CMS collaboration, including theHH multilepton analysis results presented here, are all extracted with the said framework21.
6.1.2 Likelihood modelIn order to choose a suitable likelihood function for the inference model, it is imperativeto first understand how the data events would be approximately distributed. Given theaverage probability p for an event to occur, one can estimate that the chances for n suchevents to occur out of N collisions amount to

Binom(n|p, N) =

(
N
n

)
pn(1− p)N−n ,

where the combinatorial factor counts all possible arrangements of indistinguishableevents that can appear in those collisions. Under these circumstances one can expect tofind ν = N p events on average. However, if the number of selected events is very lowcompared to the number of collisions, effectively implying thatN→∞, then the productionof events can be modeled with Poisson distribution function:
Pois(n|ν) = e−ν ν

n

n!
, (6.4)

where ν ⩾ 0 denotes the mean as well as the variance of expected event counts.If the current experiment actually realized nobs events, then other experiments mightfind a different number of events purely by chance. In order to quantify the possible rangefor this estimate, one can construct a CI in the sense of Neyman for parameter ν at somedesignated CL α , which represents the probability for the CI to include the true value of νin subsequent experiments:
P(nobs|νmin < ν < νmax) = α .

This condition can be solved for the central case where the probability for the true valueto be lower than νmin or higher than νmin are equal, which yields the following conditions:
P(n > nobs|νmin) =

1−α

2
, P(n ⩽ nobs|νmax) =

1−α

2
.

21 This claim does not apply to HH→ bbγ γ analysis [235], the results of which were publishedright before the HH inference framework gained foothold.
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Interestingly, the convention, presumably due to Ref. [376], is in fact to include n = nobs inthe series sum when computing νmin, since it provides more conservative coverage of theparameter value than the alternative methods. With this convention both endpoints of theCI can be simply determined from χ
2 values that match for 2nobs degrees of freedom attail probabilities of (1±α)/2. An exception arises if nobs = 0, for which the upper edge ofthe CI can be analytically calculated as ln 2

1−α
, but the lower edge is cut off at zero. At largevalues of nobs the corresponding Poisson CI can be approximated by narrower intervalsof [nobs−√nobs, nobs+√nobs]. The CIs are usually displayed at 68% CL as error bars onbinned data points, therefore implying that the event counts in each bin are expected tofollow a different Poisson distribution. For this reason the CIs are interchangeably calledstandard deviations or errors, which actually quantify the variance of model parameters.A Poisson variable with mean ν can be thought of as a sum of ν independent Poissonvariables that each have a unitmean. According to the central limit theorem, the aggregateddistribution of random variables approaches to a Gaussian as the number of those variablesgrows indefinitely, which means that the Poisson distribution with mean ν can be furtherapproximated by a Gaussian with identical mean and variance if ν is sufficiently large.Individual MC events can also be thought of as Poisson processes with unit mean,except that each MC event i would be assigned a unique weight wi by the MC generator,which is then subsequently corrected to improve agreement with data. Their combinedmean and variance is estimated from the sum of weights and from the sum of squaredweights, respectively [377]. In other words, the expected yields of N simulated MC eventsdirectly correspond to the sum of their weights, ν = ∑

N
i=1 wi, which has a variance equal tothe same weights summed in quadrature, σ

2 = ∑
N
i=1 w2

i . Whenever MC yields are plottedas data points, like in Fig. 5.8, then they would be shown with symmetric vertical errorbars of length σ . Assuming for the moment that all weights are approximately distributedaround some positive value k, it follows that ν ≈ kN and σ ≈ k
√

N, from which one canrecover the unweighted number of events by squaring their ratio: N ≈ ν
2/σ

2. If f < 0.5represents the fraction of events with negative weights, but all weights have approximatelysimilar magnitudes, then the relative uncertainty on the MC yields can be estimated as
σ/ν = ((1−2 f )

√
N)−1, which tracks Poisson error exactly in the absence of negativeweights.The likelihood of observing exactly n events, while expecting ν events is given byEq. (6.4). A higher value returned by the likelihood function indicates better compatibilityof data andprediction compared to alternativemodels. The expected event yields representthe sum of event yields as predicted for various signal and background processes underthe assumptions of some hypothesis Hµµµ . By assigning a dedicated signal strength modifier

µi to every signal process Si, one would thus expect
ν(µµµ, θθθ) = ∑

i
µiν

Si(θθθ)+ν
B(θθθ) (6.5)

events in total. The predicted yields may be influenced by a multitude of factors θθθ = {θk},which are fixed by theory or extracted from ancillary measurements. They come with(systematic) uncertainties ∆θ̂θθ , which quantify the level of ignorance that is associated withthese factors. Under the background-only hypothesis, the data is conjectured to containno signal, which is equivalent to setting all relevant signal strength parameters to zero. Thealternative is to set the signal strength parameters equal to unity in signal-plus-backgroundhypothesis, whereby it is postulated that the data contains exactly the amount of signal asproclaimed. As argued before, it is therefore reasonable to assume that signal strengthparameters serve the role of POIs.
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Assuming that ν is very large, one can estimate the significance of observing at least
nobs ⩾ ν events under the background-only hypothesis with (nobs−ν

B)/
√

ν
B. However,if the data is distributed as predicted by hypothesis Hµµµ , then one would expect a (median)significance of (∑i µiν

Si)/
√

ν
B. This approximation has two important implications: First,it tells that the significance can be improved N times if the amount of data is increased bya factor of N2. It is also the reason why conservative projections of the expected sensitivityfor discovery are scaled with the inverse square root of the relative increase in integratedluminosity. Second, partitioning the data in a way that maximizes signal contributionrelative to the background will also lead to a higher significance. Therefore, rather thandoing a simple cut-and-count analysis, which considers only the integral of signal andbackground events, it is more beneficial to perform a shape analysis by splitting the dataamong different channels into bins of a discriminant that is specifically designed to favorsignal over the background in that channel, provided that there is enough event statisticsavailable after the selection cuts. Since every such bin can be interpreted as a statisticallyindependent counting experiment, the overall likelihood that encompasses all bins of thediscriminant can be expressed as:

L(data|µµµ, θθθ) = ∏
i

e−νi(µµµ,θθθ)
(νi(µµµ, θθθ))di

di!
∏

k
gk(θ̃k|θk) . (6.6)

To fully utilize the available data, the first product can be extended over all data-takingyears, analysis channels and bins of discriminating distributions that each feature di dataevents and νi(µµµ, θθθ) expected events in the SR. Expected yields from individual processescan be negative in some bins, which can happen if those processes were simulated atNLO accuracy, or if the background was estimated with a reweighting and subtractionprocedure that involves negative event weights, like it is the case with the data-driven fakebackground. However, this is usually fine as long as the total sum of predicted event yields,which is what νi in Eq. (6.6) stands for, remains positive, since otherwise the likelihoodfunction becomes ill-defined.
The second product in Eq. (6.6) runs over all nuisance parameters (NPs) that adjust thepredicted signal and background yields via multiplicative factors. These adjustments areconstrained by auxiliary pdfs gk, which prevent the NPs θk from deviating too much fromtheir initially designated values of θ̃k [378]. Systematic uncertainties on the prediction areencoded into the auxiliary pdfs, so that shifts in the NPs would be penalized in proportionsrelative to their intrinsic uncertainty ∆θ̃k. Some NPs affect only the normalization of individ-ual processes regardless of how they are binned, in which case the event yields in each binare scaled by the same amount for a given process — just like how POIs regulate the signalnormalization. Other NPs have the capability of modulating the shape of the discriminant,which induces changes to the event yields that are correlated between adjacent bins of thediscriminant. These correlations may be extended over multiple processes or data-takingyears depending on how the corresponding systematic uncertainties are supposed to betreated in the analysis. The correlation of uncertainties, as well as their effects on themeasured POIs in the ttH and HH multilepton analyses are all summarized in Table 6.1. Theuncertainty model in each analysis follows the recommendations that have been put forthby theorists, POGs and other analysis groups in the CMS collaboration. The uncertaintiesthat are unique to the presented analyses primarily concern the FR measurement andapplication. A sizable fraction of experimental uncertainties have been decorrelated bydata-taking years due to changes in the detector conditions and because of the limitedevent statistics that was available for the ancillary measurements.
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Source Scope Effect Decorrelated by Reduction relative to full CI [%]
δ µ̂ttH δ µ̂tH δ µ̂ttW δ µ̂ttZ δ µ̂HH

Higgs boson BR Higgs processes N Decay mode 5 2 < 1 < 1 3
PDF Irreducible N Process*, production mode 15 4 26 28 4
µR, µF Irreducible N, S Process* 35 15 82 74 10PS tt S ISR/FSR 3 1 < 1 < 1 ✗
αEW ttV N Process ✗ 1
αS Higgs processes N — ✗ 2
mt tt, HH N Process 6 1 2 < 1 16Top pT tt S — 3 1 < 1 < 1 ✗Recoil scheme VBF HH N Channel, decay mode ✗ < 1

Luminosity Irreducible N Year* 4 3 12 11 4PU Irreducible S — 10 < 1 7 10 5L1 ECAL prefiring Irreducible S Year 2 4 1 1 < 1Trigger Irreducible S Year, channel 8 8 5 8 6Lepton ID Irreducible S Flavor, tight condition 11 7 8 21 2
τ h ID Irreducible S Year 16 8 7 2 19
b tagging Irreducible S† Year* 16 6 13 22 6
τ h energy scale Irreducible S Year 3 1 1 1 3
JES Irreducible S† Year* 14 10 5 15 6
JER Irreducible S† Year 13 16 6 15 5Unclustered MET Irreducible S Year < 1 3 2 < 1 5
Lepton FRs Fakes S† Flavor 13 47 14 7 8
τ h FR SFs Irreducible, fakes S† Year 15 10 2 4 26MC closure Fakes N, S Year, flavor, channel 13 13 5 8 23
Yield All but data N† Process, (channel, flavor)*‡ 8 25 4 15 35Jet multiplicity DY S b tagging condition 7 1 3 10 ✗

CR extrapolation WZ, ZZ N§ Process 7 6 5 12 ✗

Bin-by-bin All but data S Year, channel, process¶ 26 37 12 19 58

Statistical Data S Year, channel, bin 78 67 40 41 67
* Partially decorrelated.† Incorporates multiple systematic variations.‡ Applies only to the fake background in the HH anal-

ysis.§ Log-uniform pdf.¶ Only if unweighted backgrounds total⩽ 10 events.
Table 6.1: Systematic uncertainties of theoretical (top section) and experimental (middle section) origin,as well as statistical uncertainties (last row), all broken down by their scope, effect on normalization(N) or shape (S), correlation status, and relative contribution to full CI of the POIs in ttH (µ̂ttH , µ̂tH ,
µ̂ttW , µ̂ttZ ) and HH (µ̂HH ) analysis with all extracted from the real data under the SM hypothesis.The relative contributions to total uncertainty (δ µ̂) are obtained by fixing the NPs to their post-fitvalues, profiling the rest, and subtracting in quadrature the resulting post-fit uncertainty (∆µ̂

′) fromthe total post-fit uncertainty (∆µ̂) that was obtained for the standard case where all parameters in
the fit were allowed to float: δ µ̂ =

√
1− (∆µ̂

′/∆µ̂)2. When summed in quadrature, the relativecontributions do not necessarily add up to 100% because of correlations between the NPs inducedby the ML fit. Unless specified otherwise, the corresponding NPs are correlated between individualbins, signal and background processes, channels and data-taking years. The shape effects also entailchanges in accepted event yields. Cross mark (✗) indicates that the NP was not used in that particularanalysis.

Log-normal or Gaussian constraints are imposed on NPs depending on whether theunderlying systematic uncertainty affects only the overall normalization of individual pro-cesses, or if it also induces changes in the shape of the discriminant [366]. The formerchoice is justified by the argument that processes are normalized to a product of positivefactors — cross section, integrated luminosity, data-to-MC SFs —, each of which can beviewed as an independent source of randomness. Since the product of random variables isexpected to follow a log-normal distribution, it is appropriate to constrain the normaliza-
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tion uncertainties using the same pdf. Unlike Gaussian constraints, log-normal constraintsare guaranteed to keep the event yields positive and physical. Statistical uncertaintieson the prediction are also included in the likelihood function by following a modifiedBarlow-Beeston prescription, which imposes a dedicated Gaussian-constrained NP on thesum of backgrounds in every bin, or a Poisson constraint on every process in that bin if itthe total background yield remains below a certain threshold [379]. Poisson constraints onNP θk could be implemented with an auxiliary pdf that has the form Pois(νi(θ̃k)|νi(θk)),but given the floating-point nature of MC event yields νi and the NP itself, the auxiliarypdf is swapped for Gamma distribution as described in Ref. [367].A log-normal constraint on a NP θk would modulate nominal event yields by a factorof (1+δ )θk−θ̃k , where δ denotes normalization uncertainty at unit standard deviationand θk is a NP subject to auxiliary pdf N(θk|θ̃k, ∆θ̃k). Gaussian constraints employ thesame auxiliary pdf, but their effects are propagated to nominal event yields in a differentway. More specifically, given a relative statistical uncertainty δ , which is parametrized by
θk, modifies the MC yields by a factor of [1+δ (θk− θ̃k)] under the Gaussian constraints.In order to incorporate the shape uncertainties to the likelihood model, one would haveto first determine the event yields for every shape-changing NP twice by varying theunderlying quantity, which is either an energy scale or a SF, up and down by the amountthat corresponds to its unit standard deviation. This procedure creates three sets ofshape templates: one for the nominal case, νi(θ̃k), and another two for the shifted NPs,
νi(θ̃k±∆θ̃k). The event yields are interpolated smoothly with a sixth order polynomialand extrapolated linearly by using the NP itself as the variable that parametrizes the splineconnecting the three event yields [378]. This strategy of estimating the shape effects isalso known as vertical template morphing, because it does not require access to the shapeinformation from adjacent bins. Those NPs that induce a relative change of less than 0.1%across all bins,

∑
i

|νi(θ̃k±∆θ̃k)−νi(θ̃k)|
(|νi(θ̃k±∆θ̃k)|+ |νi(θ̃k)|)/2

, (6.7)
are ignored because their effects on the shape of distributions and therefore on thelikelihood itself can be considered as negligible. Energy scale variations may promptmigration of events from one bin to another, which could potentially create a scenariowhere the nominal event yields in a given bin are either larger or smaller compared to theevent yields of both up and down shape templates. In other words, by varying the energyscale up or down, the event yields in a given bin might change in the same direction withrespect to nominal yields, especially if the overall event yield in that bin is very low. If itcauses a problem in the inference, then one could either rebin the distributions such thatthe pathology goes away, or simply ignore the NP altogether based on the argument thatsystematic uncertainties are surpassed by the statistical uncertainties on the prediction.This generally does not happen if the shape templates are obtained by reweighting theevents unless the weights can be negative, which is the case for the FFs, for example.To enhance the sensitivity of an analysis, rather than constraining the normalization ofdominant irreducible backgrounds with a log-normal pdf, it may be more reasonable toconstrain them from a CR, which is orthogonal to all SRs yet similar enough to the analysisphase space so that the extrapolation of the background normalization from the CR to theSRs has more validity to it. The event selection requirements of a CR can be based on thoseof a SR but with some cuts inverted. The inversion of those cuts should have the effect ofdepleting the CR of the signal and populating the CR with backgrounds that one wishes toconstrain. The CRs can be incorporated into the likelihood function in one of the followingways: First, one has the option to just let the CR to constrain those NPs that are common
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to all backgrounds in the SR. This strategy was employed in the HH analysis, where themodeling of NPs was improved with the inclusion of WZ and ZZ CRs. The second optionwould be to explicitly constrain those backgrounds with a log-uniform pdf, which allowsthe background rates to float freely within a specific range. This approach was chosento constrain the normalization of WZ and ZZ backgrounds in the ttH analysis. If there isenough sensitivity one could also promote the aforementioned NPs to fully-fledged POIand treat the backgrounds on the same footing as signal. This is also implemented in thettH analysis, where the rates of ttW and ttZ backgrounds are modeled with dedicatedPOIs.Those POIs and NPs that maximize the likelihood function globally,
µ̂µµ, θ̂θθ = argmax

µµµ,θθθ
L(data|µµµ, θθθ) , (6.8)

are referred to asML estimates (MLEs) of the model. An „estimator” is a function of thedata, whereas an „estimate” refers to a particular realization of the estimator, which couldeither be data or pseudodata. The MLEs are deemed to provide the best description of thedata. Signal rates that best fit the data are thus identified as µ̂µµ in Eq. (6.8). Obviously, thebest fit signal are rates all equal to unity by construction when extracted from the Asimovdataset that assumes signal in nominal amounts. If the ML fit returns a negative signalrate, then this could mean that some backgrounds were inadequately modeled or just notaccounted for, but it could also happen if the data yields simply fluctuate downwards.The best fit values of POIs are found by first scanning over some range of possiblevalues and picking a trial value for one or multiple POIs, while freezing the rest. Sincethe likelihood function becomes dependent only on the NPs thereafter, the process ofmaximizing the likelihood boils down to „profiling” the NPs. The resulting NPs, θ̂θθ µµµ , aredeemed as conditional MLEs that maximize the likelihood function for a given trial value ofthe POIs. The pair of POIs and profiled NPs that globally maximize the likelihood functionprecisely correspond to the (technically unconditional) MLEs given by Eq. (6.8). Not only dothe signal yields change through the scaling of POIs as a result of this, but the backgroundyields might also change after the ML fit if the NPs deviate from their initially attributedvalues. For this reason one distinguishes between „pre-fit” and „post-fit” yields, with theformer corresponding to nominal yields that enter the ML fit and the latter representingthe yields that were scaled by MLEs obtained from the fit.TheMLEs are determined numerically byminimizing the negative log-likelihood function,
l(data|µµµ, θθθ) =− lnL(data|µµµ, θθθ). This is done with Migrad minimizer in combine. Theminimization routine is available as part of Minuit2 software library in ROOT [332, 380]. Italso provides a Hessian matrix for the negative log-likelihood function [378, 381],

Hi j(data) = ∂
2l(data|µµµ, θθθ)

∂θi∂θ j

∣∣∣∣∣
µµµ,θθθ=µ̂µµ, θ̂θθ

,

which incidentally can be identified as a negative observed Fisher informationmatrix. Giventhis correspondence in the context of Cramér-Rao bound [382, 383], the inverse of thismatrix can be interpreted as (minimal) covariance matrix of the NPs, as long as the Hessianmatrix itself is positive definite or, equivalently, as long as all of its eigenvalues are positive.Square roots of the diagonal elements in the covariance matrix are then taken as post-fituncertainties ∆θ̂θθ of unit standard deviation. This interpretation is somewhat simplisticbecause it ignores correlations with other NPs induced by the fit. Post-fit uncertainties maydiffer from pre-fit uncertainties ∆θ̃θθ , which could indicate problems with the uncertaintymodel if the discrepancy is large. When displaying post-fit yields in a plot or as tabulated
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data, the corresponding post-fit uncertainties are generated by sampling the covariancematrix, therefore taking pairwise correlations between NPs into account [372]. However,this method ignores (anti-)correlations between individual bins (when shown in plots) oramong processes (when the uncertainty is quoted for individual processes), which is whyquadrature sum of estimated uncertainties would normally exceed the total uncertaintythat is estimated for the aggregated sum of bins or processes.
6.1.3 Limit settingTheMLE of the POI µ , µ̂ , constitutes amajor result of themeasurement. Its value is conven-tionally reported with the corresponding two-sided unconstrained CI, [µ̂− δ̂

−, µ̂ + δ̂
+],at 68% CL, which is numerically equivalent to a one-tailed Gaussian probability at one

σ . It is common to express the results as µ̂
+δ̂

+

−δ̂
− in the text. CIs are often interpreted as

uncertainties on µ̂ , because they represent a plausible range of values for the true POIs.Profile likelihood ratio given by
qµ(data) =−2ln

L(data|µ, θ̂µ)

L(data|µ̂, θ̂)
(6.9)

is chosen as the test statistic for constructing the CI. It discriminates the hypothesis thatprovides the best description of the data (as given by the denominator) against all otheralternative formulations of the signal hypothesis. It is clear from Eq. (6.9) that qµ ⩾ 0 forany µ , with the equality satisfied only for the MLE itself. Given that the CI is supposedto include the point estimate, it makes sense to limit the acceptance region of qµ to aninterval that is bound by some upper threshold qµ,c. As seen from Eq. (6.1), this also
requires access to its underlying pdf, f (qµ |µ ′). The pdf can be constructed by generatinga large number of MC toys, evaluating the test statistic for each toy and aggregating them.A toy represents pseudodata that is obtained by randomly sampling the predicted yieldswhile assuming a fixed µ

′ for the signal rate. For each such pdf, the threshold qµ,c is foundby setting its tail probability equal to the CL. The CI therefore corresponds to a range of
µ values for which the observed profile likelihood ratio is less than the upper threshold:
[µ̂− δ̂

−, µ̂ + δ̂
+] = {µ|qµ(xobs)< qµ,c}.Finding the CIs with this method requires a substantial amount of computing resources,since new toyswould need to be generated for every trial value of µ to find qµ,c. Fortunately,there is a theorem due toWilks [384], which states that a log-likelihood ratio like qµ followsasymptotically — that is with increasing amount of data — χ

2 distribution at K degreesof freedom, χ
2
K , where K refers to the difference in the number of fixed parametersbetween the two likelihoods in the log-likelihood ratio. In the current context K denotesthe number of POIs for which the confidence intervals or regions are determined. Thethreshold conveniently equals to m2 at a CL equivalent of mσ Gaussian tail probability inone-dimensional POI scans, hence the factor two in Eq. (6.9). Any CIs that are quotedfor single POIs in the following are thus obtained by finding the intervals of µ where

qµ(xobs)⩽ 1. As for the scans of POI pairs, the convention that is also followed here is toprovide contours of confidence regions at CLs of 68 and 95%. In this case, the numericalthresholds that are imposed on the profile likelihood ratio must be raised from 1 to 2.3 for
68% CL, and from 4 to 6.2 for 95% CL.The width of the CIs, ∆µ̂ = δ̂

+ − δ̂
−, can be reduced by adding more data or byimproving the modeling of systematic uncertainties. The latter can be tested by fixing oneor multiple NPs in the profile likelihood ratio to their post-fit value at global minimum andprofiling the rest. Since the frozen NPs do not contribute to the likelihood in any capacity,freezing them would effectively amount to removing them from the measurement. After
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scanning for µ , the resulting CI, ∆µ
′, becomes somewhat narrower because the ML fithas now less flexibility to decrease the likelihood for a given trial value of the POI. Thedifference with respect to the initial CI is estimated for upper and lower intervals separately

by subtracting them in quadrature as follows: ±√(δ̂±)2− (δ̂±′)2. The importance ofa NP or a group thereof can be assessed by comparing how much the CI shrinks afterfreezing the NP and profiling the rest. This is what was precisely done in Table 6.1, wherethe last columns quote the size reduction in CI relative to the full CI, which was obtainedwithout freezing any NPs. Another common way of decomposing the CI into its systematiccomponents is by progressively freezing the NPs in likelihood scans and comparing thedecrease in the CIs at every step. This method guarantees that the relative reduction in CIsthat is induced by gradually freezing the NPs all sum up to 100% when added in quadrature.One drawback of this approach is that the relative reduction in CIs depends on the order inwhich the NPs are frozen. Even when freezing all NPs there is still a residual CI left due tothe limited number of data events that are available in the measurement, which is why it isdeemed as the statistical component of the full CI. The only way to decrease the statisticalcomponent would be to add more data to the likelihood function.As discussed before, experimental sensitivity of the measurement for excluding a signalis quantified by significance, which corresponds to the probability for the data to appear atleast as extreme as observed while assuming a background-only hypothesis. It is evaluatedas a p-value of test statistic
q0(data) =−2H(µ̂) ln

L(data|0, θ̂0)

L(data|µ̂, θ̂)
, (6.10)

where the Heaviside functionHmakes sure that negative signal rate caused by suddendeficit in the data would not be interpreted as an equivalent excess. The pdf of the teststatistic in Eq. (6.2) is obtained from MC toys that have been generated for background-only hypothesis. As with the profile likelihood ratio, the test statistic defined by Eq. (6.10)asymptotically follows χ
2
1 distribution thanks to Wilks’ theorem, which makes it possibleto express the observed significance concisely as: Z0,obs =

√
q0(xobs). Expected (median)significance can be calculated with the same asymptotic formula on Asimov data thatassumes signal in nominal amounts [371].Another way to gauge the sensitivity of an analysis is to extract upper limits on the POIs.In simple terms, upper limits correspond to the largest possible signal that still remainscompatible with the data. The test statistic that is chosen for this task is defined by

q̃µ(data) = −2H(µ− µ̂) ln
L(data|µ, θ̂µ)

L(data|µ̂ ′, θ̂
µ̂
′)

∣∣∣∣∣
µ̂
′=max(0, µ̂)

. (6.11)
Similarly to the test statistic given by Eq. (6.10), the Heaviside function in the definitionof q̃µ is there to prevent excess in data such that µ̂ > µ to be interpreted as evidenceagainst signal hypothesis µ , which makes the corresponding CI as one-sided. The con-dition that is imposed in the denominator of Eq. (6.11) constrains the best fit value tobe physical. Evaluating the p-value of q̃µ on pseudo-experiments that assume no signalyields expected upper limits for the background-only hypothesis [366]. However, sincethis is a rather time-consuming process, it is more common nowadays to instead use ananalytic expression to approximate the p-value [371]. All results presented here have beenobtained with asymptotic formulae, with the exception of a few cross-checks to validatethe approximation22.
22 In the present work, MC toys were only used to compute upper limits for SMHH signal and spin 2
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One way to compute observed upper limits is by setting the p-value for signal-plus-background hypothesis equal to 1− CL and solving it for µ . However, in this particulardefinition they would no longer remain trustworthy if the backgrounds in data under-fluctuate. This is because the pdfs of the test statistic for signal-plus-background andbackground-only hypotheses can no longer be separated, and the analysis loses credibilityfor claiming an upper limit as such. To keep the estimated upper limits more on the conser-vative side, the condition for extracting them is modified ad hoc to the CLs criterion [385,386],
CLs(µ) = pµ

1− p0
= 1−α , (6.12)

which is solved for µ at a fixed CL α . The p-value for background-only hypothesis, thatis p0 in Eq. (6.12), represents the probability for obtaining results more compatible withthe hypothesis under the test than what has been observed from the data. The plot onleft-hand side of Fig. 6.2 shows the p-values as they appear in the CLs criterion but assuming
µ = 1 for pµ . An expected upper limit is the median of upper limits that are obtainedby solving Eq. (6.12) for a number of MC toys that have been generated for background-only hypothesis. It is typically accompanied by one and two σ bands, which respectivelyrepresent 16–84% and 2.5–97.5% quantiles in the cumulative distribution of upper limitscomputed from the toys. Sufficient experimental sensitivity is achieved if the expectedupper limits are at least as low as the nominal (theoretical) signal rate. If the an upperlimit also falls below the nominal signal rate, then it is interpreted as an exclusion limit. Ifthe observed upper limit is much greater than the expected upper limit, then this couldeither indicate that the backgrounds were mismodeled or that the excess in data arose dueto presence of a signal. One can perform signal injection study to establish whether theexpected upper limits are sensitive to the presence of the anticipated signal by evaluatingthe upper limits on pseudodata that features the signal. High sensitivity is reached if theupper limits increase proportionally to the amount of signal added. Signal injection tests inttH multilepton analysis demonstrated this on 2017 data alone [5], which is why no upperlimits were published for the Run 2 combination of the analysis.The current section introduced three test statistics and the next section a fourth one.Each test statistic has a unique definition and serves a different role or purpose. Thisinformation is summarized in Table 6.2 to make it more clear.

resonant HH signal at 750GeV as a cross-check. Both scenarios show a reasonable disagreement ofup to 10%, hence validating the asymptotic approximation.
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Test statistic Definition Needed for
Profile likelihood ratio qµ =−2ln

L(data|µ, θ̂µ )

L(data|µ̂, θ̂)
CI of the POIs

CLs likelihood ratio q̃µ =−2ln


L(data|µ, θ̂µ )

L(data|µ̂, θ̂)
if 0 ⩽ µ̂ ⩽ µ ,

L(data|µ, θ̂µ )

L(data|0, θ̂0)
if µ̂ < 0 ,

1 if µ̂ > µ

Upper limits on the POI

Background-onlylikelihood ratio q0 =−2ln


L(data|0, θ̂0)

L(data|µ̂, θ̂)
if µ̂ ⩾ 0 ,

1 if µ̂ < 0

Significance of background-only hypothesis

Saturated likelihood ratio λ =
L(data|µ̂, θ̂)

L(Asimov data*|µ̂, θ̂)
Goodness-of-fit testing

* Fixed to post-fit yields obtained from the ML fit to data.
Table 6.2: The relevant test statistics that are used for deriving the final results.

6.1.4 Unblinding procedure
Optimizing an analysis based on real data introduces subjective biases, which essentiallyrender the results invalid. For this reason, the effectiveness of the event selection criteriaand discriminants that separate the signal from backgrounds is evaluated purely basedon expected results. Observed results are never looked at while making changes to theanalysis. The process of switching from expected results to observed results is calledunblinding. It is executed in three stages: first by validating the modeling of yields anduncertainties, followedby fully unblinding the post-fit distributions of the final discriminantsthat are used for the signal extraction, and finally computing the observed limits, pointestimates, intervals and significances. All CMS analyses that search for Higgs boson orrelated processes, including the analyses presented here, are required to follow theseunblinding steps as prescribed.The compatibility of predicted yields with the data is validated with the saturatedgoodness-of-fit (GoF) test [387]. It generalizes χ

2 test for data that is not normally dis-tributed, just like the binned data that is recorded in collision experiments. The GoF test isperformed by evaluating the following test statistic on MC toys and on real data:
λ (data) = L(data|µ̂, θ̂)

L(Asimov data|µ̂, θ̂)
. (6.13)

The Asimov data in Eq. (6.13) corresponds to post-fit yields returned by the ML fit. TheMC toys are produced by randomly sampling the Asimov data. The GoF test boils down tochecking if the observed GoF test statistic, λ (xobs), remains in the bulk of the distributiongenerated by the MC toys. This is decided based on p-value: if the probability for observingthe GoF test statistic as large as suggested by the data is less than 5%, then the realizedexperiment performs much worse than one would expect from pseudo-experiments. Ap-value smaller than 5% is therefore indicative of poorly modeled backgrounds, but it is notas conclusive about the modeling of signal processes because of low signal yields relativeto backgrounds. One has to just assume that the signal processes are modeled correctlyby the MC simulation. The GoF test results of the ttH and HH multilepton analyses areshown in Fig. 6.3. The plots demonstrate that the background models of both analyses fitthe data adequately.
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Figure 6.3: Distribution of goodness-of-fit test statistic in ttH (a) and SM HH (b) analysis.

Uncertainties are validated by studying the pulls, constraints and impacts of individualNPs. A pull quantifies how much a NP θi changes after the ML fit relative to its pre-fituncertainty: (θ̂i− θ̃i)/∆θ̃i. NPs may be pulled away from their nominal value if the ML fit isnot able to compensate for the discrepancies between data and prediction by simply addingor removing signal. Another way of validating the uncertainty model is to assess howmuchthe uncertainty of a NP changes after the ML fit: ∆θ̂i/∆θ̃i. A NP is said to be constrained ifits post-fit uncertainty is much smaller compared to its pre-fit uncertainty, which could beinterpreted as if the analysis is able to extract the NP with lower uncertainties than theancillary measurements, which were specifically designed for this task. A significant pull orconstraint tells that there is tension in the ML fit due to insufficient modeling of systematicuncertainties. Further insight is gained by checking the impacts of a NP, that is the changein the best fit value of a POI relative to its MLE after freezing a NP to its±1σ post-fit value,
θ̂i±∆θ̂i, and profiling the remaining parameters as usual. Impacts are two-sided if thePOI increases after shifting the NP in one direction and decreases after shifting the NPin the opposite direction. However, if a shape uncertainty induces marginal migration ofevents among different bins, then the resulting shape templates as well as impacts mayend up as one-sided. ML fit prefers to pull and constrain those NPs that rank the highest interms of impact, which is why those NPs receive the most scrutiny. Figures 6.4 and 6.5show the pulls, constraints and impacts of the leading NPs in the ttH and HH multileptonanalysis, respectively, with one plot per POI. No significant pulls or constraints are present,therefore establishing that the prepared uncertainty models are appropriate for signalextraction.
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Figure 6.4: Leading pulls and impacts of NPs obtained for every POI that is extracted from the ttHanalysis. Statistical bin-by-bin uncertainties are omitted for the sake of clarity.
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Figure 6.5: Leading pulls and impacts of NPs obtained for the signal rate in the HH analysis. Statisticalbin-by-bin uncertainties are omitted for the sake of clarity.

6.2 Shape discriminant
As argued in Section 6.1.2, shape analysis yields higher sensitivity than the standard cut-and-count approach, as long as there are enough events left in the SR that can form ameaningfulshape. The sensitivity is driven by the capability for the underlying shape variable todiscriminate between signal and background events. Developing such a discriminant isexactly the kind of classification task that can be solved with modern machine learning andmultivariate analysis techniques. The remainder of this section is precisely devoted to thesetopics. The discussion opens with Section 6.2.1, which introduces some basic conceptsof machine learning that are particularly relevant in the context of chosen classificationmethods: boosted decision trees (BDTs) and deep neural networks (DNNs). Details ofboth models are provided separately in Sections 6.2.2 and 6.2.3, respectively. The topicconcludes with Section 6.2.4, which is dedicated to the description of a likelihood-basedapproach known as the matrix element method (MEM). Many of the ideas presented herecan be found in classic textbooks on the subject, such as in Ref. [388]
6.2.1 Machine learningA predictive model is a function that maps a vector of input features xi ∈X to somespecific outcome yi ∈Y, which could be represented by an interval of continuous valuesor by a finite set of discrete possibilities. The former class of predictive models are referredto as regression models, while the latter class of models are called classification models orsimply classifiers. In HEP applications, regression models are commonly used to improvethe energy resolution of reconstructed particles by approximating their pT spectrumwith afunction that exploits their kinematic properties, whereas classificationmodels are typicallyutilized for creating signal extraction variables. While it is true that classifiers considerinherently a discrete set of possible outcomes, the decision of which class a given set offeatures belongs to is usually expressed as a probability or a score. Thus, for every classof possible outcomes, the classifier is tasked to return a floating point number, whichquantifies the likelihood for an event to originate from a certain class of processes. A binaryclassifier has to separate signal events from background, whereas a multiclass classifier
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has to recognize events from more than two distinct categories of processes.
A predictive model comes with a set of tunable parameters or weights, which can beadjusted to improve the prediction accuracy. The optimal set of weights is determinedthrough an iterative process called training, during which the weights are calculated suchthat the errors made by the model become progressively smaller. This is accomplished byexposing the predictive model to a training datasetD ⊂X×Y, which contains correctpairings of input features xi and labels yi. The accuracy of a model is measured with anobjective or loss function, which compares predicted values {ŷi} to training examples

{yi}. Optimization method defines the rules for updating the weights in a way that leadsto a lower prediction error as evaluated by the cost function. A classic example of thiswould be gradient descent, which moves the model parameters in the direction that isproportional to the gradient of the objective function. The relative magnitude of theincremental improvement that the classifier receives at every training cycle is controlled bylearning rate (or shrinkage in BDTs). Other defining parameters of the model that remainconstant throughout the training process are referred to as hyperparameters. They dictatethe complexity and structure of the predictive model.
Input features are properties and attributes that can be leveraged for labeling thedata correctly. They can be a heterogeneous mixture of real values (such as momentumcoordinates or ID scores of individual particles or MET-related variables), integers (likecharge sums or object multiplicities), and categorical data (which includes boolean flagsthat summarize the event in a certain way, such as one indicating the presence of SFOSlepton pairs in the event). The necessary condition is that the features remain consistentand maintain their meaning regardless of which data or MC sample they are extractedfrom. Because the predictive model is evaluated on both data and prediction on equalfooting, the input features have to be engineered only from reconstructed information.It means that features cannot be extracted from generator-level information, unless thisinformation is somehow used to directly parametrize signal processes [389]. Modeling ofinput features is validated by checking their data-to-MC agreement. However, since this hasto be done before unblinding, overlaying data in the pre-fit distributions of input features isnot possible, at least not in the bins that feature most of the signal. Alternatively, one couldassess the data-to-MC agreement in a CR orthogonal to the SR. Another option would beto compare the shapes between data and prediction with a two-sample nonparametrictest like Kolmogorov-Smirnov test [390, 391] or Anderson-Darling test [392, 393]. Thesetests quantify the probability that the two distributions — one from the data and the otheras predicted — come from the same underlying pdf.
The dataset that the predictor is trained on must include examples of both signaland background events. These examples are extracted from MC samples, because onlysimulated events can be definitively labeled as signal or background. As a general rule ofthumb, more training statistics allows to increase the complexity of prediction models,which in turn leads to higher prediction accuracy and improved sensitivity. It is thereforeof utmost importance to supply the training algorithm with as many examples as possible.Unfortunately, the training statistics is rather limited in both ttH and HH multileptonanalyses, because only a few thousand events would pass the SR cuts. Two mitigationstrategies have been put in place to address this problem. First, instead of training apredictor for every data-taking year separately, the training is performed once per channelon a joint dataset that has been aggregated over all data-taking years. The second trick isto relax lepton selection criteria from tight to loose and τ h selection criteria from tight tofakeable to increase the selection efficiency of SRs. The data-to-MC SFs that are applied tofake τ h in the 2ℓSS+1τ h and 3ℓ+1τ h channels of the ttH analysis are remeasured with
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the loosest DeepTau ID WP as the selection criterion for the τ h candidates that define thedenominator of those SFs. Both methods of data augmentation are justified as long as thereconstructed variables in the extended data have similar shapes to those in the originaldata. A separate issue is that all leptons and τ h that pass the selection requirements of a SRmust be matched to generator-level prompt leptons and τ h. These matching conditions arewaived when constructing the training dataset, with the purpose of exposing the trainingalgorithm to all kinds of fakes other than QCD multijet events.
Training algorithms generally assume that the training dataset contains an equal numberof signal and background events. Severe imbalances in the proportion of signal andbackground events in the training dataset can cause the predictor to perform poorly [394].Straightforward remedy to this is to uniformly scale the event weights in training examplessuch that the sum of weights over the signal events equals that of the background events.This of course implies that the training algorithm knows how to assign weights to individualtraining examples.
The error produced by the predictor can be decomposed into three components: bias,variance and noise. Bias quantifies the systematic error that arises due to insufficientcomplexity of the predictor, for example by fitting quadratically distributed data with alinear function. Variance measures how susceptible a model can be to random fluctuationsin the data. Noise refers to statistical fluctuations in the data itself, which unlike theother two the predictor has no control over. A predictor underfits in initial stages of thetraining, since it has not yet been fully optimized and therefore not complex enough. Inthat case the errors with respect to the training dataset are high and dominated by the biasterm. With every training cycle, the training error is reduced alongside with its systematiccomponent. As the training process continues, the training error still decreases even thoughthe bias term has already plateaued. At this point the model has started to learn statisticalfluctuations as representative of genuine features of the data, in which case the model issaid to overfit (or overtrain, like it is commonly called in HEP). An overfit model has lost itsrobustness since it has learned to recognize the associations between input features andoutput labels in the training data very well, but it would perform relatively poorly on datathat it has not yet seen. This sort of conflict between bias and variance is depicted in Fig. 6.6,which can be summarized as follows: too simple models fail to recognize genuine featuresfrom the data, whereas too complicated models fail to generalize . The bias-variancetradeoff has several implications in how machine learning models are trained.
First, one cannot infer results with a model from the same data that the model wastrained on because this would lead to severe biases in the results. In the ttH analysis,the issue was resolved by reserving 70–80% of the MC events selected in the SR for thetraining, and the rest for extracting shape templates from which signal rates are inferred.The smaller dataset is referred to as the test dataset in the literature. Partitioning ofthe simulated data can be avoided if there are other MC samples available for the sameprocesses. This happened to be the case for ttH, ttV and tt+jets samples, which weresimulated at both LO and NLO in pQCD. The former set of samples were allocated forthe training, so that phenomenologically more accurate simulation is then used for signalextraction. Inspired by Ref. [395], a different strategy was chosen in the HH analysis tomaximize the event yields that are passed to inference. In particular, the strategy is todivide all events that pass the SR cuts into two approximately even parts, then use onehalf of the dataset to train a model that can be evaluated on the other half, and vice versa,namely use the other half of the dataset to train a second model that is evaluated on thefirst half. There is no foul play here because both models are evaluated on events that theyhave never seen before. This method allows to perform inference on double the amount
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of events than before at the cost of losing about a third of event statistics per model. Theonly piece of information that is uncorrelated with event kinematics yet available in everyrecorded as well as simulated event is the event number, which is why its parity is usedto split the selected events into two halves, with the first half containing events with oddevent numbers and the second half featuring events with even event numbers.
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Figure 6.6: Demonstration of bias-variance tradeoff. With every training cycle, the model becomesmore complex, bias decreases alongside with the training error, but variance increases. The traininghas reached optimal state once the sum of bias and variance has plateaued. This is gauged withvalidation error, which loosely tracks this sum.

The second implication of bias-variance tradeoff is that one would need to somehowtrack the variance while training the model to detect overfitting. This can be done bysplitting the dataset that was initially reserved for the training into two: ∼ 20% for as-sessing if the model has overfitted, and the remaining∼ 80% for the actual training. Thesmaller fraction of the original dataset, also known as validation dataset, is used only forevaluating the objective function. Figure 6.7 illustrates exactly how the simulated data ispartitioned between training, validation and inference (or testing, like it is usually referredto as in machine learning literature) in the ttH and HH multilepton analyses. It is fairlystraightforward in the ttH analysis: about 60% of the event statistics is allocated for thetraining, 15% to test against overfitting and the remaining 25% is reserved for inference.In the HH analysis, however, the selected events are divided into odd and even parts basedon the parity of the event numbers. Both halves are further split between training andvalidation in the same proportions as in the ttH analysis. Shape discriminant in odd eventsis extracted from the output of the model that was trained on even events, and the otherway round.A model is considered overfitted if its training error has stabilized but its validationerror has started to increase as the training continues. The number of training iterationscan be controlled explicitly through hyperparameters, such as the number of trees in BDTsor the number of epochs in DNNs, but it could also be limited by a early stopping condition,which halts the training process once it detects that relative decrease in the validationerror over a certain number of training iterations is not significant enough for justifying thecontinuation of the training process. Another way to detecting overfitting is to comparethe distributions of the classifier score between training and validation datasets with a twosample nonparametric test. If the resulting test statistics suggest that the distributions donot come from the same pdf, then this would be indicative of overfitting.Models typically overfit if the have too many trainable parameters relative to thenumber of training examples. Overfitting can be reduced with various techniques, which
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aim to make the models less complicated, or at least more expensive (in terms of thecost function) to train a complicated model, or introduce randomness into the trainingprocess. One of the viable methods is to add regularizing terms to the objective function,which penalize increase in model complexity as the training continues. The DNNs that aretrained for the signal extraction in the ttH analysis employ Tikhonov regularization, whichsuppresses the occurrence of large weights in the model [396], and dropout layers [397],which further improves overall robustness of the model by not having to rely on individualneurons.Complexity of a model increases with the number of parameters it has to learn, whichitself correlates with the number input features or is otherwise influenced by the chosenhyperparameters. Therefore, by addingmore andmore input features to themodel withoutadding any training examples will ultimately cause the model to overfit. This phenomenon,also known as „peaking” [398], can be avoided if the model is instead trained on a smallersubset of input features. It makes sense to use only those feature in the training that havethe most predictive power. In practice this list of features is determined iteratively for eachmodel. At first, the model is trained on all features that might have some relevance to theclassification problem at hand. After the training has concluded, the features are ranked bytheir importance, which measures how much a feature can influence the predicted values.Features that rank low are eliminated and the model is retrained with the remaining highranking variables. The process of training and eliminating features continues until one isleft with the desired number of features.
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Figure 6.7: Schematic of how datasets are partitioned for training, validation and inference applica-tions in the ttH analysis (to the left of vertical dashed line) and in the HH analysis (to the right of thedashed vertical line). In the ttH analysis there is just one trained model per channel, whereas in theHH analysis there are six trained models per channel. This is because there are three models trainedon odd events, with one to distinguish nonresonant signal and the other two to recognize resonantspin-0 and spin-2 signal, and another three models, which were trained for the same purpose but oneven events. As explained later, it hence implies that the models are not targeting one particularsignal hypothesis but instead trying to learn all of them at once. Sensitivity to particular signalhypothesis is restored by passing the parameter that tells the different signal hypotheses apart asinput to the training. These parameters are one-hot encoded JHEP04 BMs in the nonresonant case,and mass of the unknown resonance in the resonant case. To boost the performance, backgroundevents are duplicated for every parameter value for which there are signal samples present in thetraining.
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The definition of feature importance varies with the type of classifier. In BDTs, forinstance, the importance of a feature is determined by counting the total number of splitsthat are performed on the variable, whereas in DNNs it can be found by replacing thefeature with random noise in the training data and then evaluating how much worse themodel performs because of this change [399]. Features that have higher split counts orinduce larger errors when replaced with random noise are interpreted as having higherimportance than other features.
To maintain low complexity of the model, but to also not bias the ranking of featuresby their importance, features that correlate with some other feature more than 80%are also eliminated. When training a BDT, those highly correlated features would ranklower compared to the case where the BDT was trained only on uncorrelated or poorlycorrelated variables. This is because the training algorithm could split on any of the highlycorrelated variables with equal probability. In other words, the total number of splits perfeature is smaller and importance lower compared to the scenario where only one of thosevariables is kept for the training. On the other hand, using correlated features may helpwith overfitting because statistical fluctuation in those features become less important.
Hyperparameters help to tailor model complexity and thereby adjust its pronenessto overfitting. For instance, too large of a learning rate might cause the optimizer toovershoot global minimum of the objective function and instead leave it stuck to a localminimum, whereas if the learning rate is too small, then the optimizer may need moretraining iterations to converge than it would in an ideal case. Therefore, one can simplyimprove the performance by trying out a different combination of hyperparameters.
A metric is needed that can evaluate the performance of models with different hyper-parameters. Comparing the output of objective functions does not work because theythemselves depend on the choice of hyperparameters. The standard way of ranking binaryclassifiers is to compare their receiver operating characteristic (ROC) curves. The ROCcurve is found by first imposing a cut on the classifier output. Events that pass the cut areclassified as signal, while the events that fail the cut are classified as background. Giventhis criterion one can determine the fraction of signal events that have been identifiedcorrectly, also known as true positive rate (TPR). One can similarly obtain false positive rate(FPR), which corresponds to the fraction of background events that have been identifiedincorrectly. The ROC curve is formed by sliding the threshold on the classifier output andcomputing TPR as a function of FPR. A classifier performs better if its area under theROC curve (AUC) is higher than other models. Random classifiers have an AUC of 0.5,whereas perfect classifiers have an AUC of 0 or 1. Any classifier with an AUC of a < 0.5can be converted into a classifier with an AUC of 1−a by simply inverting its decision. Theperformance of a multiclass classifier is assessed with a confusion matrix, which tabulatesthe classification rates per output category for every class of events that the model istrained to distinguish, such that the classification rates add up to 100% per output cat-egory. Confusion matrix of a perfect classifier would be an identity matrix, whereas theconfusion matrix of a random classifier would contain elements that are all equal to eachother.
The optimal set of hyperparameters in the ttH analysis were found with grid search.The method works by iterating through a list of parameter values, retraining the model forevery hyperparameter combination, and choosing the set of parameters as the winner thatproduces the highest AUC. In the HH analysis, it was acknowledged that grid search is notthe fastest way of determining the hyperparameters, because the number of hyperparam-eter combinations increases exponentially with the number of values or hyperparametersone wishes to test. Alternative option would be to optimize one hyperparameter at a time,

164



but it might miss the best combination. Surprisingly, instead of searching the best set ofparameters from a predefined list, one could simply pick them randomly and it would stillproduce a model that performs just as good as (if not better than) the model that wasfound through grid search under the same time constraints [400].Further efforts in finding better methods for determining the optimal set of hyperpa-rameters culminated with the adoption of particle swarm optimization algorithm [400,401], which is an evolutionary algorithm for optimizing continuous nonlinear functions.The continuous function under question would have to quantify the performance of amodel. A viable candidate that fits for this task would be the AUC that was evaluated onvalidation dataset. The metric is improved by giving higher preference to those modelsthat do not overfit as much:
dAUC= AUCval−κ · |AUCval−AUCtrain|

1−AUCval . (6.14)
The second term that is controlled by parameter κ penalizes overfitted models by attribut-ing lower ranking to those models that show higher discrepancy in AUC between trainingand validation datasets. The cost of overfitting is higher in those models that are closer toa perfect classifier, hence the denominator in Eq. (6.14). Parameter κ was set to 0.3 whensearching for optimal hyperparameters in the HH analysis. Particle swarm optimizationalgorithm showed about 10% improvement in expected upper limits over the previouslychosen methods of hyperparameter optimization.
6.2.2 Boosted decision treesAssuming that signal events are more likely to populate certain parts of feature spacethan background events, one can construct a classifier that carves out those regions offeature space by imposing a series of cuts on the features. For example, if signal is expectedto dominate over background in feature space where xi > ci and x j < c j, with ci and c jdenoting constant thresholds on features xi and x j, then one could construct a simpleclassifier that accepts only those events as signal that satisfy this condition. Instead ofdisregarding all events with xi < ci as background there might exist some other conditionon feature xk that rejects most of the background but keeps the signal.The sequence of conditional cuts on the features can be represented with a binary tree,also known as decision tree [402]. It starts out from a root node, which is an internal nodethat implements a cut on a feature and, depending on the outcome of this cut, proceedsto branch out to two child nodes, with one going left and the other going right. The rightbranch is chosen whenever the cut is satisfied, and the left branch is chosen otherwise. Achild node can be either an internal node or a leaf. Unlike internal nodes, leaf nodes donot implement any cuts on any of the features nor have any child nodes. Instead, theycorrespond to a state in the decision process where the final verdict is reached. Leaf nodesthat are to the right of their parent node classify the input data as signal, while those leafnodes that are to the left of their parent node categorize the data as background. Thus, adecision is always reached after a certain number of cuts, which is equal to the height ofthe tree. An example of one such decision tree can be found in Fig. 6.8.
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Figure 6.8: One of the 496 decision trees in the BDT that was trained to distinguish nonresonant HHsignal from other processes in 2ℓSS+⩽ 1τ h channel. The BDT was trained on events with even eventnumbers. Symbols ℓ1 and ℓ2 refer to leading and subleading leptons, respectively.

Decision trees do not always classify the data correctly, as some of the signal may endup in background nodes, and vice versa. One can measure this cross-contamination with(Shannon’s) entropy, H =−∑i, j pi, j log pi, j, where pi, j refers to the fraction of signal (i = 1)or background (i = 0) events in leaf node j. Entropy is maximized if even amounts of signaland background end up in the leaf, and minimized if the leaf has only one or the other kindof data. However, when assessing how well the decision tree classifies the data correctly, itis useful to not only know the categorical makeup of leaves, but also how it all aligns withthe expectation. This argument motivates another measure called cross-entropy, which isgiven by
Ĥ =−∑

i, j
qi, j log pi, j , (6.15)

where qi, j stands for the expected occurrence probability of class i in leaf j. In binarydecision trees, this probability equals i in signal leaves and 1− i in background leaves.Decision trees with lower cross-entropy are expectedly more accurate at classifying thedata, which is why it is commonly used as an objective function. This can be done byprogressively adding more and more cuts to the features to maximize the homogeinity ofdata in every leaf. However, growing the tree by splitting more and more features untilall nodes contain only signal or only background will lead to overfitting. It is possibleto suppress overfitting by adding regularization terms to the objective function, whichpenalize the increasing complexity of the tree, such as by imposing a condition that preventsan internal node from splitting if the entropy of the node is already low.Bagging is a popular machine learning method that helps to combat overfitting. It worksby subsampling the training data with repetitions, building a slightly weaker classifier fromthis data, aggregating them into an ensemble, and averaging over their outputs to retrievethe final decision. Applying this concept to decision trees produces a new type of classifierknown as random forest [399]. Bagging has shown to improve resilience towards statisticalfluctuations that appear in input data, and thereby reduce variance in prediction error,which is why random forests can outperform individual decision trees of the same size.Boosting is yet another technique that helps to reduce bias in the prediction error.Instead of training individual classifiers of an ensemble on what effectively constitutes thesame data, the novel idea behind boosting is to train new classifiers of the ensemble onlyon residual data that is currently misclassified by the existing members of the ensemble.In other words, every weak classifier that is added to the ensemble learns just aboutthe subset of data that the previously built classifiers failed to identify correctly. This isessentially howBDTs are trained, except for the added detail that new trees are constructedto further minimize the objective function [403]. The decision of every new tree that isadded to the ensemble is weighted by a factor referred to as shrinkage. The final score is
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obtained by averaging over the decisions of individual trees.
BDTs are empirically known to outperform random forests in HEP applications, whichis why they are still the preferred method of solving binary classification problems in thefield. BDTs have several advantages over alternative classification methods. For example,there is no need to standardize the input features or preprocess in some other way; thetraining process runs fast, which leaves plenty of opportunities to find the optimal set ofhyperparameters; the algorithm is more transparent compared to more advanced modelslike DNNs.
BDTs have found extensive application in this work. In particular, they are used tobuild shape discriminants for the majority of channels in the ttH analysis channels andfor all channels in the HH analysis. BDTs were also trained to solve more generic tasks,such as identifying SL H →WW∗ processes, or detecting processes where a top quarkdecays hadronically. All BDTs employed here are trained with XGBoost software, whichwas developed by the original creators of the algorithm [403]. The software is accessedfrom scikit-learn library [404].
Higgs-jet tagger (HJT) is a BDT that identifies processes where a Higgs boson decays intotwo W bosons, with one decaying leptonically and the other hadronically, but one of thehadronic jets fails the reconstruction. The BDT has been an integral part of ttH multileptonanalysis since 2016 [365]. It computes a score for a jet based on its pT , b tagging score,quark-gluon discriminant, and its minimum and maximum angular distance to fakeableleptons in the final state. The jet with the highest score returned by HJT in the eventwould be interpreted as the sole jet from the SL H→WW∗ process that was successfullyreconstructed. High score correlates with the likelihood that such process even happened,which is why it is exploited in the 2ℓSS channel where this particular decaymode is expectedto dominate. The classifier was retrained with LHC Run 2 data-taking conditions by treatingttH events that fit the process description as signal and ttW events as background.
Hadronically decaying top quarks are identified with hadronic top quark tagger (HTT).The BDT has found much wider usage in the ttH analysis, because in seven analysischannels out of ten at least one of the top quarks from the signal process is expected todecay hadronically. HTT requires exactly three jets as input, with one representing theb jet from the top quark decay and the other two representing the jets from the W bosondecay. The algorithm exploits their b tagging scores, quark-gluon discriminant, pT andmass variables. HTT score is evaluated for every combination of three central jets, andfor every permutation thereof. The combination and permutation of the jet triplet thatproduced the highest HTT score is considered as the hadronic top candidate. HTT hasbeen around since 2016 ttH multilepton analysis [365], but unlike HJT it has undergoneseveral upgrades over the years. The version of the algorithm that was used in this workwas retrained on a mixture of ttH, ttV and tt+jets events, while assuming LHC Run 2data-taking conditions.
As elaborated in Section 2.5, the event kinematics of HH processes greatly changesin response to different coupling choices in nonresonant production, or is otherwiseinfluenced by the physical properties of the unknown resonance in resonant production.In order to extract the best possible limits for every hypothetical scenario, the obvioussolution would be to train a dedicated BDT that learns to distinguish just one type ofHH signal. The MC samples that were available at the time of developing the shapediscriminants are the LO ggF samples that are listed in Table 5.1: 12 samples of nonresonantsignal, with one sample for every JHEP04 BM that is produced per HH decay mode; and 19samples of resonant signal, with one sample for every resonant mass point that is producedfor a given spin of the resonance and its subsequent HH decay mode.
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Different signals may share features that could be leveraged to reject common back-grounds, but the classifiers may not be able to learn these intricate relationships dueto limited training statistics of the signal samples when training one classifier per signalhypothesis. This problem inspired the idea of parametrized learning [389]: instead ofdeveloping independent classifiers for every signal hypothesis that fundamentally changewith parameter θ , one could just create a single classifier that is parametrized by θ toenhance the effects of shared features. With this approach all signal samples are labeledaccordingly with θi and bundled into a single dataset, which is considered as signal by theBDT. Here θi refers to a particular realization of θ , which could either be a specific JHEP04BM or a resonant mass point for which there is MC prediction available. The BMs arerepresented by one-hot encoded states, that is by integers in powers of two, since unlikeresonant masses the BMs serve as category labels rather than physical observables. Whentraining nonresonant BDTs, the same signal event enters the training asmany times as thereare BMs but with a different event weight obtained from the signal reweighting proceduredescribed in Section 2.5.2. Labels θi enter as input to the BDT on the same footing as anyother training variable. The proposed training strategy is visualized in Fig. 6.9.
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Figure 6.9: Schematic for the strategy of parametrized BDT training, which was followed in non-resonant as well as in the resonant HH analysis. All events used for the training must be labeled bysignal parameter θi, which could either be a JHEP04 BM if the training is performed for nonresonantanalysis, ormHH if the training is performed for resonant analysis. In practice, the BMs in nonresonantBDT are encoded by 13 exclusive boolean flags of which one is set to true, whereas mHH of resonanttraining is represented by a single floating point variable. They are always supplied regardless ofhow they would rank among other training variables in terms of feature importance. The BDT outputtells on a scale from 0 to 1 how likely it is that a given event came from the HH signal process.

All events, including the background events, have to be labeled with θi in the paramet-rized BDT training. To accomplish this, one has the option to either randomly pair thebackground events to or duplicate them for every signal scenario θi as illustrated in Fig. 6.7.The former choice reduces the training statistics of backgrounds by a factor that is equalto the number of different signal hypotheses considered, which would be a factor of 12in the nonresonant case or a factor of 19 in the resonant case. It is therefore expectedthat such severe reduction in background yields will cause the classifier to underperformcompared to the case where the backgrounds are oversampled instead. Dedicated studiesof this comparison confirm that the oversampling method yields a few percent higher AUCthan the randomization method, which is why it was chosen as the default way of handlingbackgrounds in the parametrized BDT training. As a result of this approach, the numberof background events far exceeds the number of signal events in the training. In order tomake the BDT more sensitive to the features that are present in the signal, the features aretransferred from signal to background by interpolating themwith a high-degree polynomialas a function of generator-level mHH in the training signal sample. The resulting fit function
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is evaluated at a givenmHH value in every event, which is then factorized out in signal eventsand applied to background events during the training process and when building shapetemplates for the signal extraction. The decorrelation of BDT inputs by mHH improved ROCAUC by about 1%.To validate it all, two parametrized BDT were trained for the resonant HH analysis,where one of the models was trained on all mass points except for one, and another modelthat was trained on the mass point that was left out. The goal here is to see whether thelatter BDT is able to interpolate between adjacent mass points by comparing it to themodel that was specifically trained for that mass point. The test was performed threetimes, each time with a different mass point, which revealed that the interpolation worksat the expense of mild degradation in the performance. Input variables to the BDTs trainedfor HH resonant analysis exhibit strong correlations in high BDT output region for masspoints that are separated by less than 200GeV from each other. This happens due tolimited experimental resolution on mHH , which is caused by energy loss from neutrinosthat originate from leptonic W boson decays.
6.2.3 Deep neural networks
As with solving many technical problems, a great place to draw inspiration from is tostudy real life biological systems, since evolutionary pressures of nature often convergeto a design that is the most efficient in given circumstances. For example, it is probablynot a coincidence that birds are morphologically similar to airplanes, or that honeycomb-like patterns appear in all kinds of structures that have to sustain high loads while notweighing much. Perceptron is one such mathematical model, which was first invented forthe purpose of recognizing patterns from images by mimicking neural activity of humanbrains to accomplish the task [405, 406]. A perceptron is supposed to act like a neuron byaccepting signals with varying degrees of importance, and then „firing”, that is sending outa new signal if the combined inputs exceed a certain threshold. As shown in Fig. 6.10(a), aperceptron is just a function that takes a fixed set of features x as input, weighs them by wdepending on whichever feature has the greatest chances of firing the neuron, sums theweighted inputs together, adds its own bias b, and runs the result through an activationfunction A:

ŷ(x|w, b) = A(w ·x+b︸ ︷︷ ︸
≡z

) . (6.16)
Those weights (and biases) can be adjusted such that the predicted output ŷ replicatesthe expected response y as closely as possible, which allows to transform the perceptroninto a machine learning model. Although perceptrons can be configured to regress linearfunctions, a more relevant application in the present context is its ability to distinguishbinary classes of data. It does so by returning a probability that the provided featuresbelong to one of the target classes. Activation function that is commonly chosen forthis purpose is the sigmoid function, σ(z) = 1/(1+ e−z). The objective of the learningalgorithm is then to compare the returned probabilities to the expectation by evaluatingcross-entropy loss with Eq. (6.15), which runs over all classes i and examples j. As withBDTs, the model parameters should be updated such that cross-entropy decreases.While perceptrons excel at figuring out logical conjunction, disjunction and negation op-erations from 2-bit data, they demonstrably fail at learning exclusive-OR gates [407], whichwas one of the primary reasons why research in machine learning stalled for more than adecade after these findings were published. However, just like multiple logic gates can belinked together to create more complicated circuits, perceptrons can be chained togetherto create more sophisticated structures that are able to learn highly nonlinear patterns like
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exclusive-OR. These structures are known as multilayer perceptrons or, nowadays morecommonly, as neural networks.A neural network is a sequence of layers that each has a certain number of neurons. Aneuron acts like a perceptron, except it can have a variable number of inputs and outputs23depending on the network architecture. In a fully connected neural network, each neuronhas the same number of inputs as there are neurons in the previous layer and the samenumber of outputs as there are neurons in the next layer. The first (input) layer containsone neuron per input feature, while the last (output) layer has just one neuron whenperforming binary classification or regression, or as many neurons as there are outputclasses. Activation function in the output layers is generalized to softmax function [408],
σi(z) = ezi/∑ j ez j . The layers that are sandwiched between the input and output layersare called hidden layers. Neural networks that feature more than one hidden layer arecolloquially known as DNNs. A DNN can be visualized as a directed acyclic graph as shownin Fig. 6.10(b). While adding more hidden layers increases the complexity of the modeland therefore reduces bias in prediction error, adding too many layers may give the modeltoo much flexibility to the point that it starts to interpret statistical fluctuations of the dataas genuine features. In other words, one has to experiment with different topologies ofthe network to figure out the configuration that gives the best results.
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Figure 6.10: (a): Visual representation of perceptron given by Eq. (6.16). It serves as a prototype forneurons in neural networks. (b): DNN with n input features, two hidden layers containing m neuronseach, and a final output layer returning probabilities for each of the k output classes. Arrows point inthe direction of feedforward propagation. Overfitting is mitigated with dropout, which randomlyturns off neurons in the hidden layers at every feedforward pass. In this particular instance the deadneurons are indicated by a pink dashed border. Image courtesy of I. Neutelings.

A DNN is trained in two stages: first by injecting the training data into the network tocompute predictions, and then translating the prediction error into difference by whichthe weights are adjusted. Due to linear nature of how neurons process their inputs, thetraining data could be fed into the network as a column vector of features with one exampleat a time like how it is done in stochastic gradient descent; as a series of matrices thateach represent a batch of, say, few hundred to few thousand examples; or as a singlematrix that contains all examples in its columns. At every layer, the input data is multipliedby the weight matrix, each row of which corresponds to a different neuron in the layer,then shifted by biases and sent through an activation function to the next layer until a
23 Technically, it has one output just like perceptron does, but the output is propagated to the nextneuron with a different weight, hence creating the illusion that the neuron has multiple outputs.
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prediction is reached. Because basic arithmetic operations in matrix multiplications areeasily parallelized on commodity graphical processing units, it may seem like sending alldata through the network in one go might be the best option here, but as it turns out,this is really not the case for two reasons: Firstly, the full training dataset may not fit intomemory; secondly, exposing the network to all data that is available for the training maycreate very narrow valleys in the objective function, which are difficult for the optimizer tofind and converge on [409]. On the other hand, feeding the network with too few examplesat a time can slow down the training process by a significant margin, which is why theintermediate option of sending sizable batches to the network is usually the safest.
Once the network has made its prediction for the training sample, the next step is forthe objective function to quantify the error between prediction and expected outcome,which in case of multiclass classifiers comes down to calculating cross-entropy loss. Bytaking derivatives of the objective function with respect to tunable parameters of themodel, one can estimate the amount by which these parameters should be shifted in orderto minimize the objective function. However, because of the chain rule the derivativesmust be first taken with respect to the weights starting from the outermost layer, thenwith respect to the weights in the preceding layer, and so on until reaching the first layer.The weights are for this reason updated in the exact same backwards order [410]. Onecycle of feedforward plus backpropagation of all training examples constitutes an epoch.The number of epochs must be specified manually since it determines the length of thetraining process.
Learning rate directly dictates the proportion of the gradient by which the weights areupdated. As described before, too small learning rates increase the time it would takefor the optimizer to converge, whereas too large learning rates cause the optimizer toexcessively oscillate around the minima or even shoot over them. These oscillations can besuppressed by estimating average over more recent updates and applying it as a correctionto the weights in the current iteration. Adam optimizer is one of the best algorithmscurrently known that adapts the learning rate of every weight based on the averages of thegradient and its square [411]. A slight variation of the algorithm, Nadam [412], improvesconvergence with Nesterov method [413], which shifts the weights in the direction ofprevious updates before taking gradient of the objective function and subtracting it fromthe weights.
Because sigmoid and softmax functions always map to [0, 1] and hence serve theirpurpose of returning probabilities very well in the perceptron model, keeping them asactivation functions in hidden layers might cause some problems. In particular, the issue isthat the derivative of sigmoid function peaks at less than one, and since the total gradientof the current layer depends on the product of gradients from previous layer, the gradientsimply vanishes in the innermost layers of the network and theweights there do not receiveenough updates. These issues are overcome by using the rectifier linear unit (ReLU) asthe activation function in the hidden layers [414], which makes sure that the gradientsremain roughly in the same order throughout backpropagation. The ReLU function isdefined as max(0, z) for some response z, where the lower bound effectively instructsthe optimizer to not update the weights of those neurons that are not activated at thisparticular iteration. Even though ReLU is not differentiable at zero, the problem is typicallyignored by setting the derivative to zero, although a more elegant approach would be torandomly sample its value from or between zero and one.
Optimizers might have to take a higher or lower number of steps to find the globalminimum depending on where on the hypersurface of the objective function the searchesbegin. In other words, convergence somewhat depends on how the weights (and biases)
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are initialized prior to the training. Setting them initially to too small values might leadto vanishing gradients, while assigning too large values might induce exploding gradients.To maintain similar variance of the gradient from layer to layer, two popular initializationmethods have been proposed, with one by Glorot [415] and the other by He [416]. Bothrecommend randomly drawing the weights from Gaussian or uniform pdfs that have zeromean but different variances depending on themethod. While He initialization conceptuallysuits best for networks that activate neurons with ReLU, the gain over Glorot’s method issometimes marginal at best.To avoid excessive saturation of neurons and to promote learning, inputs to the firstlayer should be collectively shifted such that they would be distributed at around thethreshold of the activation function. Faster convergence is also achieved if the inputs arescaled to the same (typically unit) variance [417]. Centering the features to zero and scalingthem to unit variance is carried out in a single operation known as standardization. Batchnormalization is a well known technique that applies the aforementioned transformationsnot only to the inputs of the first layer but to all hidden layers, but with the added flexibilitythat the scale and offset parameters themselves become learnable [418]. Themethod helpsto smooth out kinks in the objective function, which in turn allows to increase the learningrate and thereby accelerate convergence [419]. It also improves the overall robustnessof the network with respect to chosen hyperparameters and initial conditions. However,recent literature suggests that combining batch normalization with dropout layers couldactually lead to performance loss compared to the case where only one or the othermethod is employed [420].While the popularity of BDTs in HEP research has somewhat historical origins, notto mention their general appeal for having straightforward interpretation, there are afew practical reasons as to why BDT has remained the preferred machine learning modelfor developing shape discriminants in physics analysis to this day. First, DNNs are highlyconfigurable, which obviously adds to their benefit, but since there are no universal settingsthat are guaranteed to yield the best performance, figuring out the best architecturerequires way more effort than optimizing BDTs since they have fewer hyperparameters. Italso takes anecdotally more time to train a DNN than a BDT of equivalent performance.Not only that, DNNs perform horribly when trained on limited data or on suboptimal setof features, whereas BDTs can deliver decent performance even when trained on a fewthousand events. Given enough training examples, however, DNNs are definitely capableof outperforming BDTs.DNNs are directly used in the present work to derive shape discriminants for 2ℓSS, 3ℓand 2ℓSS+1τ h channels in the ttH analysis. Unlike BDTs, which in the current analysisare configured to perform binary classification and hence output just one score, whichis the likelihood for signal process, multiclass DNNs return one score per output node,which corresponds to the probability that a given event belongs to the group of processesrepresented by that node. There are as many shape discriminants as there are outputnodes in multiclass classifiers. An event can contribute to the shape template of justone discriminant because every bin in the likelihood function must remain statisticallyindependent from all other bins. The shape template that a given event can contributeto is chosen based on whichever node returned the highest probability. The DNNs areimplemented with TensorFlow [421], which is accessed through Keras interface [422].
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6.2.4 Matrix element methodNeyman-Pearson lemma postulates that likelihood ratio (LR) or a function thereof hasthe highest discriminatory power in rejecting one hypothesis over another [370]. Whenformulated this way, it sort of implies that the „data” in the LR given by Eq. (6.3) refersto some collection of events one wishes to infer new information from. However, with asuitably chosen likelihood function, one can apply this principle to single events and convertthe LR into a shape discriminant. This is exactly the idea behind the MEM [423–425], whichproposes that the likelihood function Λi under question quantifies the compatibility ofmeasurement p with the ME of process i as follows:
Λi(p) =

1
σi

∫
dσi(p̂)W (p|p̂) . (6.17)

The above integral convolves differential cross section of the process given by Eq. (2.20)with transfer functions (TFs)W (p|p̂), which returns the probability density for reconstruct-ing parton-level 4-momenta p̂ as p. All TFs are normalized to unity for every process andfor every possible configuration of partons. Total cross section appears in the denominatorof Eq. (6.17) to ensure that Λi itself is also normalized to unity as one would conventionallyexpect.TFs intend to emulate the smearing of physical observables that is caused by limitedresolution of the detector. This is accomplished through a series of approximations, whichsimplify the evaluation of Eq. (6.17) immensely. For example, it is common inMEM to assertthat 3-momenta of leptons as well as direction of jets and τ h candidates are all perfectlymeasured. This is justified simply by the fact that none of these reconstructed observableshave systematic uncertainties assigned to them. Additionally, all final state leptons andquarks as well as initial state protons are assumed to have negligible mass compared totheir momenta. This does not apply to much heavier top and bottom quarks, which areinstead put on their mass shells. All of these conditions are accomplished by insertingappropriate Dirac’s δ functions into the integrand in Eq. (6.17). Each such insertion wouldconstrain the integration space by one degree of freedom. Flavors of reconstructed leptonsare usually ignoredwhen pairing them to parton-level leptons. In some hypotheses, like theones that feature Z/γ
∗→ ℓ+ℓ− decays, the lepton flavors need to match at constructionlevel, though.Energy response of quarks (and gluons) can be modeled with a Gaussian pdf that iscentered around quark energy as shown in Fig. 4.2. The approximation works well forlight quarks, but not as much for b quarks. This is because heavy flavor quarks produceneutrinos in weak decays, which would then escape the jet reconstruction completely andwould thus cause a sizable deficit in the jet energy compared to the initial quark energy. Amore realistic response model for b quark energy would have to account for these effectsand skew the energy response towards lower values such that the median response isgreater than themean. This behavior is accurately captured by two superimposed Gaussianpdfs that each have a different mean and variance [426]:

W (Ejet|Êq, η̂q) = f ·N(Ejet|µq(Êq, η̂q), σq(Êq, η̂q))+ (6.18)
(1− f ) ·N(Ejet|µ ′q(Êq, η̂q), σ

′
q(Êq, η̂q)) .

Mean energy response (µq and µ
′
q) is modeled after a linear function of the quark energy,while the energy resolution (σq and σ

′
q) is decomposed into noise, stochastic and constantterms like in Eq. (3.6), with coefficients in both parametrizations depending on η foradded flexibility. The coefficients are extracted from MC simulation in multiple bins ofgenerator-level quark energy separately for barrel and endcap regions [427].

173



It is not always possible to assign a unique jet to every quark at parton level if thereconstructed event features fewer jets than would be expected from a given process. Thiscan happen either because the quark goes outside of the acceptance region andwould thusfail reconstruction, or because there is a second quark within the jet radius. In the lattercase both quarks would be merged into a single jet by the jet reconstruction algorithm.To account for this subtlety, the TFs of the two quarks are replaced with a single TF thatcompares jet energy to the energy sum of both quarks. The third option would be that thequark remains below the energy threshold and would thus fail the offline selection criteria.Probability for this to happen amounts to: ∫ Ec
0 W (E|Êq, η̂q)dE. Energy threshold in theintegration limits, Ec, can be approximated by pc

T/sin θ̂q, which ignores quark masses andenergy resolution effects. Here pc
T refers to the pT threshold applied in offline selectionand θ̂q is the polar angle of the quark. These cases where a quark happens to be closer to acharged lepton than the intrinsic radius of the lepton should be vetoed by offline selectioncuts. However, it is certainly possible that a b quark decays into a lepton, which then fakesthe jet that it is part of. Such fake leptons tend to maintain the same direction as its parentquark, but retain only about 60% of its energy on average [427]. The energy response offake leptons is modeled after a Gaussian distribution, the width of which increases linearlywith quark energy.Energy response of τ h candidates varies with their decay mode. The simplest decaymode, which is just 1-prong with no extra neutral pions, can be studied as a two-body decayprocess. Assuming unpolarized τ lepton, the energy TF for the charged pions happensto be a constant of parton-level information [427]. This translates to a flat distributionin the variable z = Evis/Êτ , which stands for the fraction of energy that is carried awayby visible hadronic decay products of the τ lepton. The charged pion can inherit anyfraction of energy from its parent τ lepton with equal probability, thereby leaving theremaining energy to the neutrino also produced in the decay, but only as long as theprocess is kinematically viable, which in ultrarelativistic regime boils down to the followingconstraint:

m2vis/m2
τ ⩽ z ⩽ 1 . (6.19)

It turns out that other decay modes, which all feature multiple charged and neutral pions,can still be studied as two-body decay processes τ → τ hν , where the τ h represents cascadeof decays starting from the primary meson resonance and ending with fully reconstructedobjects. The only caveat is that the reconstructed visible mass in the kinematic constraintgiven by Eq. (6.19) is no longer a constant at pion mass like it was in 1-prong decay mode,but follows a multimodal distribution, where the different peaks arise due to multiplemeson resonances and neutral pions. The distribution of the z variable would no longerremain flat but is instead biased towards larger fractions, which is to say that τ h tends toretain most of the energy from its parent if the parent τ lepton decays into multiple pions.The situation is the opposite for leptons that originate from τ lepton decays, because thecorresponding TF was analytically found to fall monotonously with the fraction of energythat the leptons inherit from their parents [427]. The energy response of leptons that fakea τ h can be approximated with a Lorentzian function in case of electrons or with a CrystalBall function [361] in case of muons [427].Protons that initiate the HS process can be taken as parallel to the collision axis. Someof their energy — as dictated by PDFs — is transferred to partons that initiate the HSprocess. Since those initial partons continue in the direction of their parent protons, itfollows that those partons would have no transverse momentum either. However, this isnot quite the reality at the LHC, since those partons would undergo a series of radiationbefore actually initiating the process. As a result, the ISR effectively shifts the partons away
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from the collision axis by an amount known as hadronic recoil [428]. In order to work thisphenomenon explicitly into Eq. (2.20) where the ME does not model the ISR, the integralin Eq. (6.17) is marginalized by hadronic recoil as follows [429]:
Λi(p)→ Λ

′
i(p) =

∫
d2p̂ρ

T Λi(p̂, p̂ρ

T )W (pρ

T |p̂
ρ

T ) . (6.20)
Longitudinal boosts by ISR are ignored here because there is no way to constrain themfrom experimental data. The total momentum of particles in the initial state must equal tothat of the final state because of conservation laws. From this statement one can workout that the hadronic recoil is equal to the negative transverse momentum sum of all finalstate particles at the parton level:

p̂ρ

T =−
n

∑
i=1

p̂i
T . (6.21)

Defining hadronic recoil from reconstructed momenta is complicated by the fact that noneutrinos are reconstructed, yet the sum in Eq. (6.21) extends over all final state particlesthat are part of the HS, including neutrinos. Fortunately, there is MET, which serves asa proxy to total transverse momentum induced by the neutrinos. This allows to expressreconstructed hadronic recoil as:
pρ

T =−
(

Emiss
T +

n′

∑
i=1

pi
T

)
,

where the second term on the right-hand side runs over all n′ ⩽ n reconstructed particlesthat are associated with the HS process. The event also features n− n′ neutrinos inthe final state, but none of them are reconstructed. Hadronic recoil at parton level iscompared to its reconstructed equivalent in Eq. (6.20) via a two-dimensional GaussianTF, W (pρ

T |p̂
ρ

T ) = N(pρ

T |p̂
ρ

T ,Vρ), where the MET covariance matrix Vρ is estimated on aper-event basis using the MET significance algorithm [302].Besides the aforementioned approximations, the integral in Eq. (6.20) can be furthersimplified by marginalizing it over the momenta of intermediate particles [24]. This isaccomplished through recursive partitioning of the phase space as shown in Fig. 6.11. Ifjustified, some of those intermediate particles can be forced to their on-shell masses usingthe NWA. Every on-shell condition reduces the integration space by one dimension. Thesesimplifications eventually limit the integration to variables that describe the direction ofneutrinos and τ h energy fractions. Although it is reasonable to keep the number integrationvariables to a minimum, in some instances it is justified to marginalize over measuredvariables. For example, as argued in Ref. [4], a wrong hadronic jet is picked as the b jet in
1–10% of the cases [168], which can create significant pulls in the TF given by Eq. (6.18).This sort of tension can be relieved if the b jet energy is not taken from the measurementbut instead marginalized over.Various ambiguities may arise when mapping reconstructed particles to parton-levelfinal states. In particular, this can happen if the final state features leptons of the samecharge, multiple b jets, or multiple light jets. Additional ambiguities may come aboutif it is not clear which of the two leptons in DL H →WW∗ decay should be associatedwith the off-shell W boson. The aforementioned ambiguities are resolved by computingEq. (6.20) for every permutation of the reconstructed particles that have the same type,and either taking their average [4], sum [427] or maximum [430] as the likelihood score.In implementations that target hadronic W boson decays, the jet permutations can be
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skipped if the invariant mass of the jet pair is more than 20GeV away from the W bosonmass.
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Figure 6.11: Demonstration of how an n-particle LIPS element with incoming 4-momentum
P̂ and outgoing 4-momenta { p̂i}n

i=1 can be partitioned into a j-particle and an (n− j + 1)-particle LIPS element by marginalizing over the 4-momentum q̂ of some intermediate particle:
dΠn(P̂; p̂1, . . . , p̂n) = dΠ j(q̂; p̂1, . . . , p̂ j)× dΠn− j+1(P̂; q̂, p̂ j+1, . . . , p̂n)×(2π)3dq̂2. The intermedi-ate 4-momentum can be integrated out with Breit-Wigner trick, whereby Breit-Wigner propagatorgiven by Eq. (2.22) and its inverse, π

mX ΓX
δ

2(q̂2−m2
X ), are inserted under the integral, effectivelyforcing the particle to its on-shell mass mX : ∫ dq̂2 = πmX ΓX .

The likelihood function in Eq. (6.20) is evaluated numerically using MC techniques. In anutshell, MC integration is based on the idea that integral F of function f (x) over someinterval [a, b] can be approximated by the average value of f (xi), where the samples xiare drawn from a uniform pdfU(a,b) over that interval:
F =

∫ b

a
f (x)dx = lim

N→∞

b−a
N

N

∑
i=1

f (xi)︸ ︷︷ ︸
≡FN

. (6.22)

Each term under the sum of Eq. (6.22) could be interpreted as a very crude estimate ofthe integral, which is approximated by a rectangular area with sides (b−a) and f (xi), andso the final estimate for the integral is simply the average over the naïve estimates. Afterretaining only a finite yet large number of samples N, Eq. (6.22) turns into MC estimator,which according to the central limit theorem follows asymptotically a Gaussian pdf withmean FN and standard deviation
σN =

√
Var[ f (x)]

N
= (b−a)

√
N

∑
i=1

( f (xi)−FN)
2

N(N−1)
. (6.23)

It is clear from Eq. (6.23) that error on the MC estimate can be lowered by consideringmore samples N or by reducing the sample variance Var[ f (x)]. Although this conclusionwas derived for a one-dimensional case, it holds true for integration domains of arbitrarydimensions.Importance sampling is a MC integration technique that seeks to minimize the variancein results [65]. It is accomplishedwith change of integration variables in Eq. (6.22): assuminga sampling function G that maps from [a, b] to [0, 1] and has a Jacobian g(x) = G′(x) thatnormalizes to unity, then Eq. (6.22) can be rewritten as follows:

F =
∫ b

a

f (x)
g(x)

dG(x)
y≡G(x)
=

∫ 1

0

f (G−1(y))

g(G−1(y))︸ ︷︷ ︸
≡w(y)

dy =
∫ 1

0
w(x)dx = lim

N→∞

≡FN︷ ︸︸ ︷
1
N

N

∑
i=1

w(xi)︸ ︷︷ ︸
≡wi

. (6.24)
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Importance weight function w(y) is evaluated on samples that are drawn from distribution
G(x) instead ofU(a,b) like before. The transformation in Eq. (6.24) does not change theMC estimate, but it does have the potential to reduce variance considerably, especially if
g(x) follows very closely f (x). In the extreme case where g(x) is proportional to f (x) bysome constant, all importance weights wi would be equal to F and the variance wouldthus be zero by construction.It is worth noting that MC events are generated in very much the same way [67]:for every random event configuration xi, the event generator computes event weight wiby sampling dσ(xi). Events are unweighted with rejection sampling, whereby an eventis accepted only if its weight wi/wmax, with wmax denoting the largest possible weight,is smaller than a random number between 0 and 1 that is drawn from a uniform pdf.Instead of generating a whole new event for a slightly different coupling scenario, the MCgenerators assign a different weights w′i to it based on the ratio of squared MEs.Figuring out the correct form of G(x) can be challenging, though, especially if f (x) hasa complex structure, just like the integrand in Eq. (6.20). VEGAS is a popular integrationmethod, which attempts to solve this issue by evaluating FN in Eq. (6.24) multiple timesand adjusting G(x) every iteration such that it keeps the estimated variance minimal [431].The sampling function is initially set to a uniform pdf, but with every integration step j itsJacobian progressively approaches the target distribution f (x). The final estimate of theintegral FM and its standard error σM are aggregated over M integration steps such that
higher weight is attributed to those estimates F j

N that have lower standard error σ
j

N :
FM = σ

2
M

M

∑
j=1

F j
N

(σ j
N)

2 , σM =
1√

∑
M
j=1 1/(σ j

N)
2
.

The VEGAS algorithm supports integration over multiple dimensions. It makes theassumption that the variable transformations factorize into unary components, whichallows independent optimization of the sampling functions in every dimension. However,the issue with this approach is that it will create samples in regions of integration domainwhere the target function does not have any peaks whatsoever. For example, if the targetfunction has p number of peaks in one dimension and q in another, then the algorithmwould concentrate samples in pq locations of the integration domain, even though theactual number of peaks can be as low asmax(p,q). Since this wastes a considerable numberof sampling iterations on phantom peaks, the VEGAS algorithm implements adaptivestratified sampling to overcome this problem. It does so by dividing the multidimensionalsampling volume into K subvolumes, and increasing the number of samples Nk in thosesubvolumes k that have higher variance, while also maintaining that ∑
K
k=1 Nk = N at everyintegration step. Integral over the full volume is estimated by simply summing over theestimates of individual subvolumes.VEGAS does not sample the integrand efficiently if there are nontrivial correlationsamong integration variables, which ultimately invalidates the assumption that the samplingfunction can be factorized into independent unary components. This can very much bethe case in MEM, because the integrand of Eq. (6.20) receives contributions from multipleMEs. Yet every ME handles the kinematic variables slightly differently, thereby makingit impossible to find a universal transformation law that decouples the MEs. The issueis mitigated with adaptive multichannel techniques like VAMP [432], which attempts toidentify individual peaks of the integrand dynamically and sample only those.At every integration step, the integrator assigns a new set of values to the integrationvariables. These values are combined with reconstructed information in order to fully build
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the 4-momenta of all particles that appear in the final state at parton level. From this onecan directly estimate the Bjorken scaling variables, xa,b = ∑
n
i=1(Êi± p̂i

z)/
√

s, and the truehadronic recoil using Eq. (6.21). This is followed by the evaluation of TFs for jet and τ henergies, and for hadronic recoil. Acceptance probabilities are evaluated for quarks thathave no matching jets at the reconstruction level. PDFs are evaluated with LHAPDF [82] atan energy scale that is equal to the half invariant mass of the final state particles at partonlevel: Q = ∑
n
i=1 m̂i/2.The integration step concludes with the evaluation of squared ME of the process. Thesquared MEs are obtained with MadGraph5_aMCatNLO [87], which can be configured togenerate a piece of C++ code for the MEs at LO. There are no tools currently available thatsupport generating code for MEs defined at NLO, not to mention the complications onewould have to face when trying to integrate out the added real emissions [433]. Profilingthe MC event generation software reveals that evaluating the MEs at NLO instead of LO forthe same final state, that is only adding virtual corrections to the Born-level process wouldincrease the computing time by 1–2 orders of magnitude [4], yet the apparent gain interms of discriminatory power is arguably marginal [433]. These arguments make a strongcase for keeping the ME at LO in MEM implementation. Unless the analysis specificallytargets polarized final states, the generated MEs are unpolarized, meaning that it sumsover initial polarization states and averages over final spin states. Different initial states canbe considered in a single iteration of the integration if the over initial partons in Eq. (2.20)is moved into the integrand and the MEs is paired with appropriate PDFs under the sum.Given that the ME is defined at LO and both partons in the initial state carry zero transversemomentum, it follows that the final state particles at parton level must be boosted intoframe of reference where p̂ρ

T is also zero, or otherwise it would violate the conservation ofmomentum.Likelihood function given by Eq. (6.20) is computed for N signal and M backgroundhypotheses. The results are combined into a LR of the form
λ̃ =

∑
N
i=1 αiΛi

∑
N
i=1 αiΛi +∑

M
j=1 α jΛ j

(6.25)
where αi are appropriately chosen positive coefficients accompanying likelihood Λi. Thecoefficients effectively stretch or squeeze LR distribution, but they do not affect the ROCcurve nor the performance as long as the distributions remain continuous. However, thecoefficients do matter in binned distributions because they help to balance between twoextremes, where in one case all events end up in a single bin, while in the other casethey are completely spread out across all bins. The advantage of Eq. (6.25) where signallikelihoods appear in both numerator and denominator over Eq. (6.3) where the signallikelihoods appear only in the numerator is that the former always maps to [0, 1], whilethe latter is unbounded from above, which is not ideal when trying to plot its distributionor, more importantly, place cuts on. The LR tends to be close to one for those events thatare more compatible with signal hypotheses than with background hypotheses, while forbackgrounds it should be the opposite. MEM LR can therefore serve as shape discriminantin signal extraction.Discriminatory power of MEM LR has been directly utilized in a number of analyses,such as in spin correlationmeasurements in SL tt events [434], cross sectionmeasurementsof s-channel single top quark production in leptonic final states [435], in top quark massmeasurements [436], and in ttH production cross section measurements in H→ bb decaychannel [426]. MEM made its first debut in ttH multilepton analyses in CMS back in2016 [365]. At the time, the MEM discriminant was developed for 2ℓSS+ 1τ h and 3ℓ
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channels to separate ttH signal from other backgrounds. The MEM discriminant wasdirectly used as a signal extraction variable in the 2ℓSS+ 1τ h channel. In 3ℓ channel adifferent strategy was followed, in which the MEM log-likelihoods entered as input to twoBDTs, with one distinguishing ttH signal from irreducible ttV background, and the otherseparating ttH signal from tt fakes. Including MEM log-likelihoods as input to the BDTsimproved the signal efficiency by 10–15% for the same background efficiency. A similarmethod was previously employed in the searches of ttH signal in H→ bb channel, whereMEM LR entered as input to the DNN, the output of which was then used as a signalextraction variable [437].
The MEM discriminant in 2ℓSS+ 1τ h channel aims to distinguish ttH signal whereboth H → τ τ as well as the top quark pair decay semileptonically from the followingbackgrounds: irreducible ttZ where both Z/γ

∗→ τ τ and the top quark pair decay semilep-tonically; reducible ttZ where Z/γ
∗ → ℓ+ℓ− but one of the leptons is misidentified as

τ h; reducible tt → bbℓτ h + ν ’s, but either of the b quarks is misidentified as a leptonthat has the same charge as the real one. Even though both H → WW∗ and H → τ τcontribute in equal amounts to the SR of 2ℓSS+ 1τ h channel, the former decay modewas not considered in MEM implementation because its contributions are fragmentedacross multiple mechanisms. As explained in Section 5.3.3, in about half of the selectedevents the reconstructed τ h in the final state is actually a jet from W boson decay thatfakes it. The other half is divided between two decay modes, where in one case H→WW∗decays into ℓ+ τ h and the top quark pair decays semileptonically, while in the other caseit is the other way round. Given the multitude of ways how ttH(→WW∗) events cancontribute to the SR of 2ℓSS+ 1τ h channel, not to mention the diluting effects causedby the fact that one of the W bosons has to be virtual, one can see why this particularsignal hypothesis was not implemented in the MEM. The implementation also supportsthe scenario where one of the quarks has no matching jets at reconstruction level. Inthis „missing jet” regime, integration is performed over the energy and direction of theaffected quark to evaluate its acceptance probability, which is then factorized into theMEM likelihoods. The MEM likelihoods are evaluated four times for different permutationsof leptons and b jets. Permutations of light jets are reduced by imposing a W boson masswindow cut on a pair of jets.
In the next iteration of the ttH multilepton analysis in 2017 [5], the event-level BDTs of

3ℓ channel were trained onMEM LRs instead of log-likelihood scores like before. The switchled to a slight improvement in the performance of the BDTs. However, including the MEMLR as input to the BDTs was found to improve the signal efficiency by just 5% compared tothe case where the BDTs were not trained on the said variable. Likely reason for such a mildboost in performance can be traced back to the fact that the BDTs in the previous versionof the analysis were trained with the TMVA framework [438], whereas the BDTs in 2017iteration of the analysis were trained with the XGBoost software [403]. Combining this withimproved modeling of lepton, τ h and jet variables compared to previous year probablyexplains why some of the gains from MEM were rendered redundant. MEM LR wasreplaced by dedicated BDT in the 2ℓSS+1τ h channel. There were plans to include MEMLRs as input to the BDT, but they were not followed through because of time constraints.
In the final iteration of the ttH multilepton analysis on full LHC Run 2 data, the MEMLRs were completely dropped from the main analysis. Instead, the MEM LR of 2ℓSS+1τ hchannel was used as a shape discriminant in control analysis (CA), which imposes thesame object and event selection criteria as the main analysis, but uses different shapevariables for signal extraction. The CA serves a cross check for the main analysis to highlightthe improvements from using advanced machine learning algorithms compared to much
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simpler shape variables. While in all previous iterations of the analysis the MEM was runon commodity central processing units (CPUs), then this time around theMEM calculationswere delegated to GPUs [439], which sped up the calculations by two orders of magnitude.
The formalism of MEM inspired SVfit algorithm [429, 440], which aims to reconstructinvariant mass of the τ lepton pair from their anticipated decay products, which can beeither a pair of τ h candidates, a pair of leptons, or a lepton-plus-τ h pair. In short, thealgorithm computes the MEM likelihood for a single Higgs process, where the boson isproduced via ggF and subsequently decayed to a τ lepton pair. Instead of assuming SMHiggs boson mass, however, it tries alternative mass hypotheses in the likelihood to findthe one that produces the highest MEM likelihood. The mass hypothesis that maximizesthe MEM likelihood is then chosen as the SVfit mass. The SVfit algorithm improved thesensitivity of SM H→ τ τ analysis by a significant margin [440], which eventually led tothe discovery of the process [135]. It can also be useful in analyses that search for BSMresonances in τ τ final states, since the MEM likelihood would peak at the mass hypothesisthat corresponds to the mass of unknown resonance. The SVfit mass variable was usedas input to the BDTs of 0ℓ+ 2τ h and 1ℓ+ 1τ h channels in the ttH analysis, and in theBDTs of 0ℓ+4τ h and 2ℓ+2τ h channels in the HH analysis. In the latter two channels theSVfit mass was extracted from the leading τ h pair. Unlike dedicated H→ τ τ searches, theSVfit algorithm does not excel at reconstructing the Higgs boson mass here because thealgorithm implies that MET receives contributions only from neutrinos that result fromH→ τ τ decay, which is obviously not true for ttH nor HH signal.
To address these concerns explicitly in the HH analysis, the SVfit algorithmwas extendedto ggF HH → τ τ τ τ hypothesis, where each of the four τ leptons is allowed to decayleptonically or hadronically [430]. The algorithm works in very much the same way asbefore, namely by trying out a range of mHH hypotheses in the signal likelihood to find outthe one that is most compatible with the reconstructed leptons, τ h candidates and MET.The SVfit mass is used as input to the BDTs of those HH analysis channels that demand atleast two τ h candidates in final state. This was not attempted in other channels becauseof practical reasons, as every lepton that is exchanged for a τ h in the signal hypothesisadds one more integration variable to the likelihood, which would not only increase thecomputing efforts but would also degrade the resolution on the estimated SVfit mass.In terms of feature importance, the SVfit mHH ranked first in the BDTs of 0ℓ+ 4τ h and

1ℓ+3τ h channels, and placed among the leading input variables of the BDTs that weretrained for the 2ℓ+2τ h channel.MEM has slowly fallen out of favor for several reasons. First, it takes a considerableamount of human effort to implement the integrands, plus sharing the work with othergroups can be challenging since it is all custom code. This is in contrast to machine learn-ing algorithms, for which there are dozens of software packages available that all haveuser-friendly interfaces one can access to build a model, train it and package it into asingle file that can be easily shared with colleagues. There is a software package calledMoMEMta [441], which attempts to address this problem by providing modular compo-nents that one can piece together to build a custom MEM likelihood integrand. However,it does not mean that the implementation comes for free, because one would still have tolearn the framework and fill in missing pieces such as quark acceptance probabilities orenergy TFs for the τ leptons.
Second, MEM requires a significant amount of computing resources and time. The issuebecomes especially apparent considering that in order to propagate systematic variationsof energy scales to the final shape discriminant, one would have to evaluate MEM LR forevery such variation. To give some perspective, computing a single MEM LR in 2ℓSS+1τ h
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channel on a CPU might take anywhere between a few seconds up to a few minutes inmost cases, but some pathological events may need multiple hours to finish. Factoringin the systematic variations, it might take tens of minutes up to multiple days to processa single event, which is obviously prohibitive considering the fact that these calculationswould have to be performed on allO(105) MC and data events that are selected in the SRand adjacent ARs. Of course, as mentioned earlier, these calculations can be significantlysped up with GPUs, but it implies that one has access to said hardware, which is not alwaysthe case.Alternatively, one could train a machine learning model that regresses the MEM log-likelihoods [10]. Only those processes would have to be considered in the training for whichthe MEM log-likelihoods are defined, since including other processes to the training wouldwork against the objective. Clear advantage of this approach is that the regression modelreturns an output in a matter of milliseconds, and does so consistently without lettingspurious events create bottlenecks that otherwise occur in full-blown MEM calculations.Furthermore, importing a regression model to an analysis framework is arguably easierthan writing matching interfaces to MEM code.These ideas can be taken a step further by recognizing that the experimental smearingcaused by the detector factorizes out the same way for competing hypotheses, whichreduces the LR to a ratio of squaredMEs [442]. Thus, by regressing the ratio of squaredMEsdirectly with reconstructed data, one can skip the expensive MEM integration completely.This is because the experimental resolution effects are already embedded in the trainingdataset, so there is no need to spend time on simulating experimental noise on top of theparton-level content for it to be compared to actual reconstruction, which is what MEMintegration ultimately does. The alternative approach is ideal for EFT analysis, where thedifferent BSM scenarios arise depending on Wilson coefficients. Those coefficients can beused as inputs to a machine learning model that is trained to regress the correspondingevent-level weights. The resulting model can be used to place optimal constraints on thecouplings that it was trained on.Third and perhaps the most important reason why MEM has fallen out of favor isthat it does not boost the analysis sensitivity as much compared to BDTs or DNNs, atleast not in the proportions to the resources that are invested into making it all work.Despite these shortcomings, MEM definitely has its place in analysis channels that are verylow on (trainable) event statistics, as evidenced by the ranking of SVfit mass in terms offeature importance in the HH analysis. Additionally, MEM has a rather straightforwardinterpretation, whereas algorithms like DNN are somewhat less transparent in how theyacquire their discriminating powers.
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7 Measurement of ttH production in multilepton final states
The present discussion is fully dedicated to ttH multilepton analysis [1]. Section 7.1 toucheson topics that have not yet been covered, namely the event selection criteria, the descrip-tion of BDTs and DNNs that are directly utilized for signal extraction, and the differentchoices for binning the likelihood function. The final results are presented in Section 7.2,which concludes with the discussion of future prospects of this analysis.
7.1 Analysis
The ultimate goal of measuring inclusive ttH and tH production rates is to determineplausible values of the Yukawa coupling between Higgs bosons and top quarks. There area few BSM models proposed that foresee potential deviations in the coupling value withrespect to the SM expectation, as already argued in Section 2.4. The first experimentalsearch of ttH production was conducted by the CDF collaboration at Tevatron right afterthe discovery of the Higgs boson was announced. Their results set a first upper limit of 20times the SM cross section on ttH production [443]. All subsequent experimental searchesof the process continued at the LHC.

Figure 7.1 summarizes the history of published analyses that looked for ttH or tH signalat the LHC. First evidence of ttH production was claimed by ATLAS [171] and CMS [365] col-laborations in 2018 based on LHC data that was recorded in 2016. The ATLAS collaborationobtained their result by combining multiple ttH searches in Higgs boson decay modes tobb, γ γ , ZZ∗→ 4ℓ and multilepton final states, while the CMS collaboration analyzed justthe multilepton final states to arrive at the same qualitative conclusion. The initial searchesof ttH process in multilepton final states covered six channels, which are 2ℓSS, 2ℓSS+1τ h,
3ℓ, 4ℓ, 1ℓ+ 2τ h and 3ℓ+ 1τ h. Shortly thereafter an observation of ttH production wasannounced by both collaborations [17, 18]. The discovery was only possible after analyzingthe data from both LHC Run 1 and Run 2 periods.

Sensitivity level equivalent to evidence was reclaimed by the CMS collaboration inthe next iteration of the multilepton analysis that was performed on the data recordedin 2017 [5], which implemented numerous changes with respect to the previous versionof the analysis. In particular, the second version of the analysis introduced the 2ℓ+2τ hchannel as well as CRs for the 3ℓ and 4ℓ channels to further constrain irreducible ttZ+WZand ZZ backgrounds, respectively. The results on 2017 data were combined with previouslypublished results on 2016 data, which did not improve the observed significance, butreduced the uncertainties on the signal rates by 50%.
The ttH multilepton analysis presented here is the final iteration in the series of inclusivettH cross section measurements that are published by the CMS collaboration on LHC Run 2data. The scope of the analysis is extended further to also determine the tH production rate,which provides access to the sign of top Yukawa coupling. The production of tH process hadonly been studied twice in previous analyses, which targeted Higgs boson decay modes tobb and γ γ decay modes as well as dilepton and trilepton final states [172, 444]. Acceptanceof tH signal is enhanced by relaxing the jet multiplicity cuts in the most sensitive 2ℓSS,

2ℓSS+1τ h and 3ℓ channels to accommodate the fact that the tH signal features fewer jetsthan the equivalent ttH process. Purity of tH signal in each of those channels is improvedwith DNN multiclass classifiers, which are trained to simultaneously distinguish ttH, tHqand background processes. The DNN of the 2ℓSS channel also has a fourth output node forttW process, which helps to further constrain the said background. On top of that, threemore analysis channels were introduced, which cover 0ℓ+2τ h, 1ℓ+1τ h and 2ℓOS+1τ hfinal states. Finally, two more POIs are introduced that parametrize the rates of ttW(W)
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and ttZ processes (in addition to the other two POIs, with one for ttH signal and theother for the sum of tHq and tHW signals). This strategy was already implemented inthe 2016 version of ttH multilepton analysis by the ATLAS collaborations [171]. It is doneso to address the mild excess that is seen in dedicated measurements of ttW and ttZproduction rates when compared to the SM expectation [445]. The excess seems to persisteven after analyzing the full LHC Run 2 data [314, 446, 447], but is less pronounced for ttZthan for ttW. If the rates of ttW and ttZ were not determined from the ML fit directly butinstead assumed to occur at rates as predicted by the SM, then this could result in muchhigher rates of ttH and tH than currently measured, since the ML fit has the freedom tocompensate the discrepancy between data and MC prediction by adding more signal.
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Figure 7.1: History of searches of ttH production at the LHC. The graphic also depicts milestones inthe measurement of H→ τ τ decay, as this process is particularly relevant to ttH multilepton analysispresented here. The analysis presented here is highlighted with a purple box that has a solid edge.Previous iteration of the same analysis is enclosed by a dotted line in the plot. Contributions fromHiggs boson decay modes other than those indicated in the plot are found to be negligible.

The ten mutually exclusive channels of this analysis are all defined based on the multi-plicity and charge of leptons and τ h candidates in the final state. The exclusivity condition
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of SRs is ensured by vetoing those events that feature more tight leptons or τ h candidatesthan required in a given channel. However, when counting tight τ h candidates it is im-portant to keep in mind that the DeepTau ID WP, which the tight τ h would have to pass,should not be the WP that is applied in the channel where the veto is implemented, butrather the loosest WP of tight τ h in channels that request the same number of leptonsand τ h plus at least one additional τ h. For example, the 2ℓSS channel can potentiallyoverlap with the 2ℓSS+1τ h, 2ℓOS+1τ h and 2ℓ+2τ h channels if no vetoes based on τ hmultiplicity are enforced. The tight τ h candidates in each of those channels are required topass VLoose, VTight and MediumWPs, respectively. If the tight τ h veto in the 2ℓSS channelwould be based on, say, Medium WP, then it would reject those events that are selectedto the SRs of the 2ℓOS+1τ h and 2ℓ+2τ h channels, but would retain the events that areselected to the SR of the 2ℓSS+1τ h channel. Therefore, to avoid overlap also with theSR of the 2ℓSS+ 1τ h channel, the WP must be relaxed to VLoose when vetoing eventswith tight τ h in the 2ℓSS channel. Similarly, overlap between the SR of the 2ℓSS+1τ h and
2ℓ+2τ h channels is removed when rejecting those events in the former that have morethan one τ h candidate passing the Medium WP. The exclusivity vetoes are enforced inthe fake and flip ARs in very much the same way as in the SRs, to keep them as similar aspossible and to avoid potential biases that would otherwise arise from it when estimatingreducible backgrounds from the data. No limits are set on the maximum number of tight
τ h in channels that already request two τ h or a total of four leptons plus τ h candidatesin the final state, since there are no channels that demand more of those objects. Forthe very same reason, no events are rejected from the 4ℓ channel even if they happen tofeature five or more tight leptons.The remaining event selection requirements are all documented in Table 7.1. Motivationfor the implemented cuts is given in previous sections of this document. Each channeltargets a particular topology of ttH (and tH) signal as indicated by the first row of the table.To give an example based on the 2ℓSS channel, requiring just two leptons in final statewithout the SS charge requirement would populate the SR with DY events (if the leptonshave the same flavor) and with tt events (if the leptons have a different flavor). Thus, bydemanding the selected leptons to have identical charges, it is possible to eliminate mostof those huge backgrounds and keep half of the signal. The two SS lepton can arise fromttH signal if the top quark pair decay semileptonically and the Higgs boson decays into aW boson pair, of which one decays leptonically and the other hadronically such that thelepton from the W boson has the same charge as the lepton that descended from thetop quark pair. In this particular channel, one would expect at least six jets in total, ofwhich two are b jets (from both top quarks) and the rest light jets (with two coming fromhadronic top quark decay and another two from the Higgs boson via hadronic W bosondecay). However, requiring this many jets would cut into signal acceptance and therebyreduce the overall sensitivity because some of these jets might be lost due to cleaning,acceptance cuts or reconstruction inefficiencies. To account for these possibilities, only halfof the number of jets are requested in the 2ℓSS channel that would otherwise be expectedfrom the ttH signal. The same signal topology is expected from the 2ℓSS+1τ h channel,except that the hadronically decaying W boson from Higgs boson decays should insteaddecay into a τ lepton, which then decays hadronically. Alternatively, the same signaturecould arise from ttH signal if the Higgs boson decays into a pair of τ leptons, which — likethe top quark pair — decays semileptonically such that the resulting leptons have the samecharges. Similar principles were followed when designing the event selection criteria ofother channels.
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0ℓ+2τ h 1ℓ+1τ h 1ℓ+2τ h 2ℓ+2τ h 2ℓOS+1τ h 2ℓSS 2ℓSS+1τ h 3ℓ 3ℓ+1τ h 4ℓ

Target tt/H decay mode FH/τ τ (FH) FH/τ τ (SL) SL/τ τ (FH) DL/τ τ (FH) SL/τ τ (SL) SL/WW(SL) SL/τ τ (SL) SL/VV(DL) DL/τ τ (SL) DL/VV(DL)
Maximum # tight ℓ/τ h 0/✗ 1/1 1/✗ 2/✗ 2/1 2/0 2/1 3/0 3/✗ ✗/✗Charge sum (of ℓ/τ h) 0 0 ±1 (±1/0) 0 (0/0) ±1 (0/±1) ±2 ±1 (±2/∓1) ±1 0 0Tight lepton charge ✗ ✗ ✗ ✗ ✗ ✓ ✓ ✗ ✗ ✗Tight τ h WP selection Loose Medium Medium Medium VTight ✗ VLoose ✗ VLoose ✗veto ✗ Medium ✗ ✗ Medium VLoose Medium VLoose ✗ ✗Trigger 2τ h 1ℓ, 1ℓ+1τ h 1ℓ, 1ℓ+1τ h 1ℓ, 2ℓ 1ℓ, 2ℓ 1ℓ, 2ℓ 1ℓ, 2ℓ 1ℓ, 2ℓ, 3ℓ 1ℓ, 2ℓ, 3ℓ 1ℓ, 2ℓ, 3ℓMinimum cone-pT (ℓ) ✗ 25, 30 25, 30 25/10, 15 25/10, 15 25/15 25/10, 15 25/15/10 25/15/10 25/15/15/10Minimum pT (τ h) 40/40 30 30/20 — — ✗ — ✗ — ✗Maximum |η | (ℓ/τ h) 2.1 2.1/2.3 2.1/2.3 — — — — — — —
Minimum # central jets 4 4 3 2 3 3* 3* 2* 2 2
Minimum Emiss

T LD 0 0 0 0/30/45† 30‡ 30§ 30§ 0/30/45†‖ 0/30/45† 0/30/45†
Z boson veto ✗ ✗ ✗ ✓ ✓ ✓

¶
✓
¶

✓ ✓ ✓H→ ZZ∗→ 4ℓ veto ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✗ ✓

* Alternatively, require at least one light jet and at least one central jet passing the medium WP of DeepJet b tagging discriminant to capture tH signal.† Applied if⩾ 4 central jets / if the selected leptons are not SFOS / if the selected leptons are SFOS.‡ Applied only if the selected leptons have the same flavor.§ Applied only if both leptons are electrons.¶ OS charge requirement dropped if the two selected leptons happen to be electrons.
‖ Not applied if there is just one central jet passing the medium WP of DeepJet b tagging discriminant as expected from tH signal

Table 7.1: Target decay modes of the ttH signal (top section) and the event selection criteria (bottom section) of the ttH analysis channels. The same Higgs bosondecay modes that are assumed for ttH signal in 2ℓSS(+1τ h) and 3ℓ channels also apply to tH signal, where it is implied that the singular top quark decays leptonically.Requested number of fakeable leptons and τ h is encoded in the channel name. In addition to the listed selection criteria, all selected events must also pass MET filters,loose dilepton mass veto and b jet selection requirement. A tick mark (✓) indicates that the selection criterion is enforced or applicable, whereas a cross mark (✗)implies the opposite. A dash (—) is used to denote that the cut is not tightened with respect to fakeable object definition as detailed in Section 4.2. Thresholds on the(cone-)pT of leading, subleading, third and fourth physics objects are delimited by a forward slash. If there is a pair of thresholds separated by a comma, then the firstvalue applies to muons and the second to electrons. Lower bounds on (cone-)pT and Emiss
T LD are given in units of GeV. The same cuts are applied in the SRs, fake ARsand charge flip ARs, except for the charge sum requirement of leptons in the 2ℓSS and 2ℓSS+1τ h channels, which is inverted into OS charge requirement in theirrespective charge flip ARs.
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The resulting signal composition of each channel is shown in Fig. 7.2. The plot demon-strates that the 2ℓSS, 3ℓ and 2ℓSS+1τ h channels offer the most sensitivity based on theexpected yields of the signal and background processes. Although the 1ℓ+1τ h channelcaptures almost a third of the signal, it is succumbed to an enormous fake backgroundjust like in the 0ℓ+2τ h channel. Both channels are also susceptible to irreducible tt+jetsand DY backgrounds, which have huge cross sections compared to the signal. Channelslike 2ℓOS+1τ h and 1ℓ+2τ h are also dominated by fakes, but they manage to capture arelatively high amount of signal events, which pushes their sensitivity to moderate levels.Due to their high multiplicity of leptons and τ h in the final state, the remaining threechannels — 3ℓ+1τ h, 4ℓ and 2ℓ+2τ h — are characterized by very low event yields of justless than 10 events per channel per year.

2 SS 3 4 2 SS+1 h 3 +1 h 2 OS+1 h 1 +1 h 2 +2 h 1 +2 h 0 +2 h
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Si
gn

al
 fr

ac
tio

n

CMS Work in progress 137 fb 1 (13 TeV)

0

1

2

3

4

5

Si
gn

al
 / 

ba
ck

gr
ou

nd

Signal / background
Total signal
ttH, H WW*
ttH, H ZZ*
ttH, H
tHq
tHW

Figure 7.2: Signal composition in each of the ten channels in the ttH analysis. Contributions fromttH(→ bb) process are found to make up less than 5% of total signal in the 0ℓ+2τ h and 1ℓ+1τ hchannels. The signal fractions are determined from simulated pre-fit yields after the event selection.The solid black line represents the signal contribution of that channel relative to total signal yield ofthe analysis, while the dotted line displays the ratio of total signal yield relative to the square root oftotal background yield as an approximate measure of sensitivity of that channel.

As discussed before, SRs of the ten analysis channels are complemented by additionaltwo CRs, which are based on the event selection requirements of 3ℓ and 4ℓ channels. Theformer, 3ℓ CR, aims to constrain the rates of ttZ andWZ production, while the latter, 4ℓ CR,intends to constrain ZZ background. To achieve this, the ML fit not only considers the datathat is selected to the SRs of ten analysis channels, but also the data that is selected to twoCRs. Therefore, the CRs need to not only maximize the purity of anticipated backgrounds,but also remain orthogonal to the SRs. This is easily accomplished with a simple inversion ofthe Z boson veto, which is imposed in all SRs by default. Requirements on b jet multiplicityare dropped in the CRs since the diboson backgrounds are not expected to generate anyb jets. On top of that, the cut on Emiss
T LD is always enforced regardless of how many b jetsthere are that pass the medium WP of the b tagging discriminant, since it is expectedthat the dominant processes contributing to 3ℓ CR produce neutrinos. Few other CRswere devised for the purpose of validating the modeling of input variables to DNNs, butalso the modeling of irreducible tt background in the 0ℓ+2τ h and 1ℓ+1τ h channels, aswell as the modeling of fake backgrounds in the 1ℓ+2τ h channel based on data-to-MCagreement. No extreme outliers nor systematic trends were spotted in this comparison.Event selection requirements of the aforementioned CRs are detailed in Table 7.2.
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Control Baseline Changes with respect to Purposeregion selection the baseline selection
3ℓ CR 3ℓ SR Inverted Z boson veto, Constrain ttZ and WZat least one central jet, backgrounds in signalany number of b jets, extraction

Emiss
T LD cut always applied

4ℓ CR 4ℓ SR Inverted Z boson veto, Constrain ZZ backgroundany number of jets and b jets in signal extraction
ttW CR 2ℓSS SR Exactly three central jets 

Validate data-to-MCttZ CR 3ℓ SR Inverted Z boson veto, agreement based onat least two central jets DNN input variablesWZ CR ttZ CR Inverted b jet veto and output scorestt CR τ h FR MR Any number of τ h Validate the modeling ofirreducible tt backgroundin 0ℓ+2τ h and 1ℓ+1τ hFake CR 1ℓ+2τ h SR τ h must have SS charges Validate the modeling ofreducible backgrounds
Table 7.2: Event selection criteria for theCRs of the ttH analysis. Data-driven fake and flip backgroundsare estimated the same way in the CRs as they were in the SRs. Only the 3ℓ and 4ℓ CRs contribute tothe ML fit from where the signal rates are extracted.

The input variables and hyperparameters that were eventually chosen for the DNNsand BDTs are summarized in Tables 7.3 and 7.4, respectively. One DNN or BDT was trainedper analysis channel. Initially, the machine learning models were trained on a superset ofvariables listed in the tables, which is then progressively trimmed down based on featureimportance as described in Section 6.2.1. The preliminary set of input variables was curatedby hand. It includes angular differences and pseudorapidity observables, which remaininvariant under certain rotations or boosts, but also variables that inform the machinelearning model about the energy scale of considered processes, such as invariant andtransverse mass as well as (cone-)pT of final state objects. Some input variables representa simple aggregation of low-level quantities like jet multiplicities and charge sums, whileothers are defined at a much higher level, such as the output of HJT or HTT algorithms,SVfit masses and b tagging scores to name a few.The DNNs in the 2ℓSS+ 1τ h and 3ℓ channels are trained to simultaneously identifyttH and tHq signal from the sum of ttV and tt+jets backgrounds, which respectivelycontaminate the SRs in irreducible and reducible capacity. The DNN in the 2ℓSS channelis additionally tasked to recognize ttW events. The goal of the DNNs is to maximize thepurity of processes in their respective output nodes. The reason for considering just tHqand not the sum of tHq and tHW as the objective is because tHW tends to have a jettopology that resembles more ttH than tHq. More specifically, the tHq signal produces ahigher number of forward jets than tHW due to contributions received from s-channelin the latter case, which similarly to ttH production skews the multiplicity of forward jetstowards lower values. After all, the tHW and ttH processes have identical final states atLO if the former process is defined in 4FS. The justification for using DNNs instead of BDTswas based on comparing their performance in the most sensitive 2ℓSS channel. It revealedthat switching from the BDT of the previous iteration to the DNN in the latest iteration ofthe analysis showed a 10% improvement in expected median upper limits.
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Variable 2ℓSS 2ℓSS+1τ h 3ℓ

Average ∆R(jets) 8th 3rd 1st
Invariant mass of b jets* 5th 21st 17th
Highest HTT score 1st 24th 24th
Emiss

T LD 22nd 9th 9th
pT , |η | of leading forward jet 2nd, 3rd 15th, 35th 5th, 26th
3-momenta of leading central jets† 4th–35th 12th–41st 3rd–37th
Minimum ∆R(jets, ℓ/τ h) 25th, 27th 11th, 18th, 22nd 4th, 11th, 16th
3-momenta of ℓ/τ h 23rd–32nd 5th–36th 6th–33rd
# b jets‡ 15th, 19th 40th, 25th 36th, 23rd
# central jets 9th 36th 27th
# forward jets 36th 26th 25th
# electrons 30th 28th 29th
Transverse mass of Emiss

T + ℓ/τ h 13th, 21st 2nd, 7th, 10th§ ✗

Minimum ∆R between ℓ/τ h ✗ 6th 12th
Hadronic top pT ✗ 17th 14thMinimum ∆η between

✗ 19th 18th↪→ central and forward jets
Charge sum of ℓ/τ h ✗ 20th 15th
Invariant mass of ℓ/τ h ✗ 1st, 4th¶ ✗

Highest HJT score 11th ✗ ✗

Lepton charge 16th ✗ ✗

Maximum |η(ℓ/τ h)| 20th ✗ ✗

Presence of a SFOS ℓ pair ✗ ✗ 22nd
# input variables 36 41 37# hidden layers 11 4 5Nodes / hidden layer (× layers) 32, 16×5, 8×5 16×3, 8 32×3, 16×2Initializer Glorot (normal) He (uniform) He (uniform)Optimizer Adam Nadam NadamLearning rate 0.1% 0.2% 0.1%Dropout rate 1% 10% 10%# epochs 300 45 45Batch size 1500 246 246
* Computed from leading two jets passing the loose WP of DeepJet b tagging discriminant.† Up to four jets in 2ℓSS, up to three jets in 2ℓSS+1τ h and 3ℓ.‡ Computed from jets passing loose and medium WPs of DeepJet ID, respectively.§ Computed for each individual lepton and for the 4-momentum sum of leptons and τ h.¶ Computed for pairs of ℓ and τ h.

Table 7.3: List of variables with corresponding ranking in terms of feature importance (top section)and hyperparameters (bottom section), which were used to train the DNNs for the ttH analysis.A range between highest and lowest ranking variable is provided features that include more thanthree variables. Unless specified otherwise, the jet-related variables are derived from the central AK4jet collection. All lepton-related variables are computed using their cone-pT as input. Symbol ℓ/τ hstands for all muons, electrons and τ h that are available in the final state. Cross mark (✗) means thatthe variable was not used in that particular training.
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Variable 0ℓ+2τ h 1ℓ+1τ h 1ℓ+2τ h 2ℓ+2τ h 2ℓOS+1τ h 3ℓ+1τ h 4ℓ

Invariant mass of ℓ/τ h 2nd 12th 1st, 4th* 1st† 1st‡ 1st, 2nd‡, 3rd§ 1st§
(Cone-)pT of ℓ/τ h 10th, 13th 3rd, 13th 5th, 6th, 11th 2nd, 7th† 2nd, 6th, 15th 4th, 6th, 8th, 9th 3rd–6th
Emiss

T LD 7th 4th 3rd 8th 16th 5th 2nd
Pairwise ∆R between ℓ/τ h 3rd 9th 8th, 12th, 14th¶ 5th‖ 3rd, 5th, 12th¶ ✗ ✗

Minimum ∆R(jets, ℓ/τ h) 4th, 9th 2nd** 9th** 3rd‖ 8th, 10th, 14th ✗ ✗Average ∆R(jets) 8th 15th 16th 4th 13th ✗ ✗

Invariant mass of b jets†† 6th 12th 10th 9th 17th ✗ ✗

Highest HTT score 1st 1st, 9th‡‡ 2nd ✗ 7th ✗ ✗Transverse mass of Emiss
T + ℓ/τ h 11th, 12th 8th, 11th 7th** ✗ 4th, 11th** ✗ ✗

cosθ
∗ between ℓ/τ h 15th 16th 17th† 6th† ✗ ✗ ✗Maximum |η(ℓ/τ h)| 14th 14th** 15th** ✗ 18th ✗ ✗SVfit mass of ℓ/τ h 5th 7th ✗ ✗ ✗ ✗ ✗Presence of SFOS ℓ pairs ✗ ✗ ✗ ✗ ✗ 7th 7thHadronic top pT ✗ ✗ 13th ✗ 9th ✗ ✗

Charge sum of ℓ/τ h ✗ 6th♢ ✗ ✗ ✗ ✗ ✗

# input variables 15 16 17 9 18 9 7# trees 1500 1000 300 600 1400 300 1000Tree depth 3 3 3 3 3 4 3Learning rate [%] 1 4 10 10 3 2 1.5
* Considering the τ h pair as well as all final state particles.† Considering only the τ h candidate(s).‡ Computed for lepton-plus-τ h pair(s) with OS charges.§ Computed for a lepton pair with the smallest invariant mass.¶ Distinguishing between OS and SS pairs.
‖ Minimum aggregated over all ℓ and τ h.** Considering only the lepton(s).†† Computed from leading two jets passing the loose WP of DeepJet b tagging discriminant.‡‡ Computed twice, with the second iteration excluding those jets that returned the highest HTT score.
♢ The training was performed on a sample of events that were selected without the OS charge condition.

Table 7.4: List of variables with corresponding ranking in terms of feature importance (top section)and hyperparameters (bottom section), which were used to train the BDTs for the ttH analysis.Unless specified otherwise, the jet-related variables are derived from central AK4 jet collection.All lepton-related variables are computed using their cone-pT as input. Symbol ℓ/τ h stands for allmuons, electrons and τ h that are available in final state. Cross mark (✗) means that the variable wasnot used in that particular training.

Each DNN output node of the 2ℓSS channel is further divided into three subcategoriesbased on lepton flavor (ee, eµ and µ µ ) to enhance experimental sensitivity by exploitingdifferences in ID efficiencies and charge flip rates of electrons and muons. The sameis also done for the background node of the DNN in the 3ℓ channel. All DNN outputnodes and lepton subcategories of the 3ℓ channel are split into two subcategories basedon whether the event features two jets passing the medium b tagging WP, except forthe eee subcategory in the background node because it has relatively low event yields.Partitioning the phase space in this manner helps to separate irreducible ttV background,which always produces some b jets, from reducible backgrounds, which not only coverstt but also multijet production. No extra subcategories are created in the DNN outputnodes of 2ℓSS+1τ h channel due to lack of events, nor in any other SR for that matter dueto lower sensitivity of the remaining channels. Unlike the SRs, no special shape variableswere developed for the CRs that are directly utilized by the ML fit. Instead, events in theCRs are partitioned into bins based on the multiplicity regular (central) jets and b jets,lepton flavor and charge as indicated by Table 7.5. Due to the presence of b jets in the finalstate of the ttZ process, the b jet multiplicity variable is particularly effective at separatingthis background from diboson events.
Sensitivity of an analysis clearly relies on how the shape discriminants are binned in
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the likelihood function. Two binning schemes were attempted, with one scheme assumingequidistant bin edges while the other bins the discriminant in quantiles of backgroundyields, so that the resulting bins contain approximately the same amount of background.The test involved comparing expected upper limits as a function of number of bins, whichwas found to plateau after a certain number of bins had been reached. Whichever binningscheme produced the lowest expected upper limits is chosen as the binning scheme forthat channel or subcategory. The lowest number of bins required for reaching the plateauin expected upper limits is chosen as the number of bins for that channel. The results ofthese tests are also documented in Table 7.5, which tells that the DNN output scores arebinned in quantiles of background, as are the BDT scores of the 2ℓ+2τ h, 3ℓ+1τ h and
4ℓ channels to avoid bins with empty event yields. The BDT scores of the remaining fourchannels are binned uniformly. The bin edges are fine-tuned separately in each subcategoryof the 2ℓSS, 2ℓSS+1τ h and 3ℓ channels.

Signal extraction Channel Subcategories Binningvariable # Details # Criterion
DNN score 2ℓSS 12 DNN node (ttH, ttW, tHq, other),

Var
ies

bys
ubc

ateg
ory

Quantiles inbackground

lepton flavor (µ µ , eµ , ee)
3ℓ 11 DNN node (ttH, tH, background),lepton flavor (µ µ µ , eµ µ , eeµ , eee) in thebackground node, multiplicity of b jets passingthe medium WP of DeepJet ID (< 2,⩾ 2) in allnodes but eee in the background node
2ℓSS+1τ h 3 DNN node (ttH, tH, other)

BDT score 0ℓ+2τ h


 10 Equidistant1ℓ+1τ h
1ℓ+2τ h
2ℓOS+1τ h 0
2ℓ+2τ h 2

 Quantiles inbackground3ℓ+1τ h 4
4ℓ 2

Event counts 3ℓ CR 48 Multiplicity of b jets passing the medium WPof DeepJet ID (Nb = 0, 1, > 1), multiplicityof central jets (N j +1, N j +2, N j +3,
> N j +3 with N j = min(Nb , 2)),lepton flavor (µ µ µ , eµ µ , eeµ , eee)

4ℓ CR 4 Multiplicity of SFOS lepton pairs satisfyinginverted Z boson veto (1, 2),multiplicity of b jets passing the medium WPof DeepJet ID (0, 1,> 1) but only if there is justone SFOS lepton pair compatible with Z boson
Table 7.5: Subcategorization of analysis channels and binning scheme of discriminating distributionsin the ttH analysis.

A control analysis (CA) was devised in addition to the main analysis, with the intentionto test how much sensitivity can be gained with sophisticated machine learning methodscompared to a single variable analysis. TheCA aims tomeasure ttH, ttW and ttZ productionrates. The tH process is normalized to the SM expectation and treated as a background.The CA includes 2ℓSS, 3ℓ, 4ℓ and 2ℓSS+ 1τ h channels as well as both CRs of the mainanalysis. The event selection criteria are identical to the main analysis, except for the
2ℓSS channel, where the event selection requirements are modified to accept only thoseevents that have at least four central jets. Subcategorization strategy is also completelyrevised, as the 2ℓSS and 3ℓ channels are instead split based on whether the selected events
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feature at least six and four jets, respectively, to induce more clear distinction betweenreducible backgrounds and ttV processes, though the partitioning by lepton flavors stillapplies to the 2ℓSS channel. In addition to the above, the 2ℓSS and 3ℓ channels are furtherdivided into two subcategories each based on the charge sum of final state leptons toexploit differences in production rates of ttW+ and ttW− processes [314]. Just like in themain analysis, the 4ℓ channel is not subcategorized in the CA either due to lack of events.All channels aside from 2ℓSS+1τ h use invariant mass of final state leptons as the signalextraction variable. As discussed in Section 6.2.4, the shape variable that is chosen in the
2ℓSS+1τ h channel for signal extraction is the MEM LR.
7.2 Results
The unblinding procedure concludes with the inspection of post-fit yields and distributionsof discriminating observables in each analysis channel to ascertain if the data and predictionare in good agreement with each other. The results are obtained by scaling ttH signalcontribution by µ̂ttH , tHq and tHW by µ̂tH , ttW and ttWW by µttW and ttZ by µttZ . AllPOIs are concurrently extracted from the same ML fit to the data. The resulting post-fityields are tabulated in Table 7.6. Post-fit distributions in the output of the DNN in eachsubcategory of the 2ℓSS channel are displayed in Fig. 7.3, and of the 3ℓ and 2ℓSS+ 1τ hchannels in Fig. 7.4. Post-fit distributions in the BDTs output of the 1ℓ+2τ h, 2ℓOS+1τ hand 3ℓ+ 1τ h channels are given in Fig. 7.5, and of the 0ℓ+ 2τ h, 1ℓ+ 1τ h and 2ℓ+ 2τ hchannels in Fig. 7.6. Post-fit distributions in 3ℓ and 4ℓ CRs are shown in Fig. 7.7. Theresults demonstrate good compatibility between the data and the predicted yields. Theonly notable feature of these results is that the data in the 2ℓ+2τ h channel appears tounder-fluctuate, since about seven events were expected across all three years, or abouttwo-to-three events per year, but only three were delivered, with only one event peryear. The under-fluctuation corresponds to a significance of 1.9σ if assuming that thettH signal appears in nominal amounts as predicted by the SM. Similar under-fluctuationwas also observed in the previous iteration of the analysis, where the channel was firstintroduced [5].The best fit signal rates of ttH and tH production are extracted from the ML fit and
amount to µ̂ttH = 0.92+0.26

−0.23 (1.00+0.26
−0.22 expected) and µ̂tH = 5.7+4.1

−4.0 (1.00+3.8
−3.7 expected),

respectively. This is equivalent to ttH production cross section of σttH = 466+132
−112 fb and

tH production cross section of σtHq+tHW = 510+360
−370 fb. The significance of the ttH mea-surement under the background-only hypothesis was observed at 4.2σ while expecting

5.0σ , thus showing clear improvement with respect to the observed significance of 3.2σ(4.0σ expected) attained in the previous iteration of the same analysis [5]. The observed(expected) significance is increased by 0.5σ (0.2σ ) when fixing the tH production to SMinstead of letting it float. The significance of the tH measurement under the background-only hypothesis was found to be just 1.4σ while the expectation is 0.3σ . These resultsshow a clear evidence of ttH production, almost up to the level that would be required forclaiming an observation. These are the most sensitive results of any ttH analysis coveringmultilepton final states that have been published thus far. As seen from Table 2.7, thisanalysis has similar sensitivity compared to other analyses that search for the ttH signal inH→ bb decay channel [169, 170] and in H→ γ γ channel [160, 161].
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0ℓ+2τ h 1ℓ+1τ h 1ℓ+2τ h 2ℓ+2τ h 2ℓOS+1τ h 2ℓSS 2ℓSS+1τ h 3ℓ 3ℓ+1τ h 4ℓ 3ℓ CR 4ℓ CR
ttH 24.4±6.0 183±41 19.3±4.2 2.2±0.5 19.1±4.3 222±51 28.9±6.4 61±15 4.0±0.9 2.0±0.5 15.9±4.4 1.4±0.4tH 16±12 65±46 2.6±1.9 0.3±0.2 4.8±3.4 119±85 12.7±9.0 20±14 0.8±0.6 0.2±0.2 4.4±3.0 —
ttZ 27.1±3.8 203±24 20.3±2.1 2.5±0.3 25.5±2.9 322±25 29.6±3.3 145±11 6.6±0.7 5.9±0.4 550±43 41.5±3.0ttW(W) 3.8±0.5 254±34 2.6±0.4 — 17.4±2.4 1153±64 47.4±6.5 171.1±9.5 1.1±0.2 0.2±0.0 26.8±1.7 —WZ 42.5±8.7 198±37 11.8±2.2 — 8.4±1.6 296±31 19.4±2.9 89.7±9.7 — — 4320±120 —ZZ 34.2±4.8 98±13 1.8±0.3 0.2±0.0 1.9±0.3 31.2±3.3 1.6±0.3 16.2±1.6 0.3±0.1 0.6±0.2 298±18 1030±32DY 1430±220 4480±460 — — — — — — — — — —tt+jets 861±98 41900±1900 — — — — — — — — — —Single Higgs boson 26.7±3.6 38.5±3.6 — 0.8±0.1 35.3±4.0 1.8±0.3 3.4±0.3 — — 42.8±3.1 5.8±0.4Rare processes 60±14 1930±420 5.6±1.3 0.3±0.1 5.9±1.3 222±48 13.3±3.1 41.0±8.9 1.0±0.3 0.6±0.1 311±61 17.0±3.4Fakes 3790±220 25300±1900 250±16 3.4±0.9 519±28 1217±91 52.0±9.6 140±11 1.5±0.9 — 210±20 —Flips — — — — — 121±19 — — — — — —Conversions — — 0.5±0.2 — — 42±12 — 5.6±1.6 — — 1.0±0.3 0.1±0.1

Total background 6290±130 73550±610 295±16 6.8±1.0 584±27 3517±85 179±13 627±20 11.5±1.3 7.4±0.5 5761±99 1094±33

Data 6310 73736 307 3 603 3738 201 744 18 12 5778 1089

Table 7.6: Post-fit yields with corresponding statistical and systematical uncertainties in each of the ten analysis channels and in the two auxiliary CRs that help toconstrain irreducible ttZ and diboson backgrounds. Symbol „—” is used if the process contributes by less than 0.1 events.
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Figure 7.3: Post-fit distributions in the output of the DNN that was trained for the 2ℓSS channel.Events selected in the SR of the 2ℓSS channel are subsequently classified as ttH (a), tHq (b), ttW (c),or as other background (d) based on whichever output node had the highest DNN score. They arefurther categorized as ee, eµ or µ µ based on the flavor of the selected two leptons. The bins aresorted by the DNN output score in ascending order per DNN output node. The same plots are alsopublished in Ref. [1].
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Figure 7.4: Post-fit distributions in the output of DNN that was trained for the 2ℓSS+1τ h channel (a),and for the 3ℓ channel, with events selected in the SR of the 3ℓ channel further classified as ttH (b),tH (c) or as background (d) based on whichever output node had the highest DNN score. Eventsselected in 3ℓ SR are further categorized depending on whether they feature at least two b jetspassing the medium WP of DeepJet ID („bt”) or not („bl”). Events in the background node of the 3ℓchannel are additionally distinguished based on the flavor of the three leptons that are selected tothe final state. The bins in each DNN output node are sorted by the DNN output score in ascendingorder. The same plots are also published in Ref. [1].
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Figure 7.5: Post-fit distributions in the BDT output of the most sensitive channels featuring at leaston τ h in the final state: 2ℓOS+ 1τ h (a), 1ℓ+ 2τ h (b), and 3ℓ+ 1τ h (c). Bins in the distribution of
3ℓ+1τ h BDT are sorted by the respective output score in increasing order. The same plots are alsopublished in Ref. [1].
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Figure 7.6: Post-fit distributions in the BDT output of least sensitive channels: 0ℓ+ 2τ h (a), 1ℓ+
1τ h (b),2ℓ+2τ h (c), and 4ℓ (d). The bins in the distributions of 2ℓ+2τ h and 4ℓ BDTs are sorted bythe respective BDT output score in increasing order. The same plots are also published in Ref. [1].
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Figure 7.7: Post-fit distributions in 3ℓ CR (a) and 4ℓ CR (b). The distribution in 3ℓ CR consists offour categories by lepton flavor that each is made of 12 bins, each of which is grouped into threesubcategories of four bins based on the multiplicity of b jets. In each group of four bins, a higher binindex is assigned to those events that feature a higher number of central jets. The leftmost bin of thedistribution in 4ℓ CR corresponds to the case where the two SFOS lepton pairs are both compatiblewith the Z boson mass; the remaining bins correspond to the case where the final state features onlyone SFOS lepton pair and either 0, 1 or> 1 b jets passing the medium WP of DeepJet ID. The sameplots are also published in Ref. [1].

The production rates of ttW(W) and ttZ processes are extracted from the very sameML
fit as ttH and tH production rates. They amount to µ̂ttW = 1.43+0.23

−0.20 (1.00+0.17
−0.15 expected)

and µ̂ttZ = 1.03+0.17
−0.15 (1.00+0.15

−0.13 expected), respectively. Even though there is a slight excessin ttW, which is driven by the corresponding DNN node in the 2ℓSS channel, it still remainscompatible with the SM at 2σ CL. Similar excess in ttW production rate has surfaced inprevious iteration of this analysis [5], in another ttH multilepton analysis by the ATLAScollaboration [458], in tttt measurements [459], and in dedicated ttW measurements [314,445]. Approximately 5% of this excess can be attributed to an inferior cross section estimatecaused by missing EW corrections [355]. Figure 7.8 compares the ttH and tH productionrates that are extracted from individual analysis channels. As expected, the most sensitivechannels are the 2ℓSS and 3ℓ channels, followed by the 2ℓSS+1τ h and 1ℓ+2τ h channels.Channels like 2ℓOS+1τ h and 3ℓ+1τ h offer moderate sensitivity in comparison, while allother channels suffer from limited event statistics (2ℓ+2τ h and 4ℓ) or are contaminatedby huge fake backgrounds (0ℓ+2τ h and 1ℓ+1τ h), which decimate their sensitivity. TheCI of ttH production rate is significantly overconstrained in the 2ℓ+2τ h channel, becausethe assumptions of asymptotic approximation in the limit setting procedure break downif there are no data events available. As a result, the log-likelihood function becomeslinearly dependent on the ttH production rate. Since such likelihood functions cannot bemaximized, the ttH production rate is constrained to be nonnegative when extracted from
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the 2ℓ+2τ h channel. This artifact does not have any meaningful effects on the overallresults due to very low event yields in that channel.As evidenced by Table 7.7, the statistical and systematic uncertainties on µ̂ttH and µ̂tHare in the same ballpark for both POIs, but clearly dominated by systematic uncertaintiesin the measurement of µ̂ttW and µ̂ttZ . A more detailed breakdown of the uncertainties inTable 6.1 reveals that the leading systematic uncertainties on µ̂ttW and µ̂ttZ are primarilyconcerned with b tagging and lepton ID or driven by relatively poor event statistics ofthe generated MC samples. Pairwise correlations between the four POIs are presentedin Fig. 7.9. The plot shows that ttW and ttZ rates are positively correlated with eachother, while the ttH production rate is negatively correlated with all other rates. The anti-correlations between µ̂ttH and µ̂tH persist when combined with other CMS analyses [8].
Figure 7.10 presents the two-dimensional likelihood scans between ttH signal rate andthe remaining three rates, and between the rates of ttW and ttZ production. The plotsshow contours of confidence regions at 68 and 95% CL. All measured production rates,regardless of whether they are extracted from one- or two-dimensional likelihood scans,demonstrate good compatibility with the SM expectation at 95% CL.
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Figure 7.8: Production rates and corresponding CIs of ttH (a) and tH (b) processes in individualanalysis channels and for their combination at 68% CL. Black vertical lines with green and yellowbands represent the SM expected value with its 68 and 95% CLs error bands as estimated from theAsimov dataset. The signal rate in the 2ℓ+2τ h channel has been restricted to be nonnegative valuesto avoid numerical issues in the ML fit that arise from the lack of data events in that channel. Onlythree channels are presented in (b) due to lack of sensitivity for tH production in other channels. Thesame plots are also published in Ref. [1].
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POI Best fit valuein the main analysis
Uncertainty

Statistical Systematical
µ̂ttH 0.92+0.26

−0.23

(
1.00+0.26

−0.22

)
±0.19 (±0.18) +0.17

−0.13

(
+0.18
−0.12

)
µ̂tH 5.7+4.1

−4.0

(
1.0+3.8
−3.7

)
+2.8
−2.7

(
+2.7
−2.6

)
±3.0

(
+2.7
−2.6

)
µ̂ttW 1.43+0.23

−0.20

(
1.0+0.17
−0.15

)
+0.09
−0.08 (±0.08) +0.21

−0.18

(
+0.15
−0.12

)
µ̂ttZ 1.03+0.15

−0.14

(
1.0+0.15
−0.13

)
±0.06 (±0.06) +0.14

−0.12

(
+0.14
−0.12

)
Table 7.7: Observed (expected) signal rates of ttH, tH, ttW(W) and ttZ processes in units ofSM production cross section, and corresponding CIs at 68% CL broken down into statistical andsystematical components. All POIs are extracted simultaneously from the ML fit of the main analysis.
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Figure 7.9: Correlation matrix of POIs obtained from the ML fit.

In addition to signal rates, themain analysis also places constraints onκt , while assumingfixed or floating κV . This is accomplished with reparametrization of the likelihood functionin terms of said coupling modifiers. Higgs boson coupling to W bosons is scaled by thesame amount as its coupling to Z bosons in the scan. In this regime, the ttH signal and
ggF background yields are scaled by κ

2t in the likelihood function, while the yields of tHqand tHW processes are scaled by Eqs. (2.25) and (2.26), respectively. Similarly, the yields
of VBF and VH production, and H→ VV∗ decays are all scaled by κ

2V . The effects of Higgsboson self-coupling are ignored, since the HH event yields, even when taking into accountthe scaling by κλ and κt , do not contribute to this analysis in any significant capacity. One-dimensional likelihood scan of κt with profiled κV is shown in Fig. 7.11(a). From this onecan ascertain that κt is constrained to [−0.9,−0.7]∪ [0.7, 1.1] ([−1.0,−0.9]∪ [0.8, 1.2]expected) at 95% CL, with slight preference for SM-like signal over the ITC scenario.Scanning κt with κV fixed to SM still does not rule out ITC scenario, as it constrains κtto [−1.0,−0.7]∪ [0.8, 1.1] ([0.8,1.2] expected) instead. Two-dimensional likelihood scanbetween κt and κV is available in Fig. 7.11(b). The confidence regions still include the ITCscenario at 95% CL but exclude at 68% CL. ITC is firmly disfavored bymore sensitive H→ γ γanalysis [160, 161].
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Figure 7.10: Simultaneous likelihood scans of two POIs: µttH–µtH (a), µttH–µttW (b), µttH–µttZ (c),and µttZ–µttW (d). Each plots shows the best fit value (black dot) with all other POIs profiled and
their confidence contours at 68 and 95% CL (solid and dashed line), all extracted from the real data.Values predicted by the SM are marked with a red cross. The same plots are also published in Ref. [1].
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Figure 7.11: Likelihood scan of κt with κV profiled (a) and two-dimensional scan of κV and κt (a).In one-dimensional κt scan, both the observed and expected negative log-likelihoods are shown,whereas the two-dimensional plot provides contours for 68 and 95% CL (solid and dashed line),including the best fit value extracted from the real data (dot) and the SM prediction (cross). Thesame plots are also published in Ref. [1].

The remaining results are delivered by the CA, which simultaneously extracts theproduction rates of ttH, ttW and ttZ processes while keeping tH production at SM inthe ML fit. The resulting post-fit distributions in the MEM LR of the 2ℓSS+1τ h channelare provided in Fig. 7.12. The corresponding production rates that scale the ttH, ttW andttZ contributions accordingly are summarized in Table 7.8. They are very similar to theresults of the main analysis, although no excess in ttW was found. This may be causedby poor separation of ttW from other processes, since it was not considered as potentialbackground candidate in the MEM, whereas the main analysis utilizes DNN for capturingthe said background. The significance of measured ttH production rate under background-only hypothesis amounts to 3.8σ (4.0σ expected). Unsurprisingly, the main analysis offersmore sensitivity than the CA, as seen from their direct comparison in Table 7.9.
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(a) (b)
Figure 7.12: Post-fit distribution in MEM LR of the 2ℓSS+1τ h channel that was developed for theCA. The MEM LR is derived for the „missing jet” regime (a) and for the case where each parton-levelquark in final state could be assigned a reconstructed jet (b).

POI Best fit value in the CA
µ̂ttH 0.91+0.30

−0.26

(
1.00+0.32

−0.28

)
µ̂ttW 1.08+0.21

−0.18

(
1.00+0.20

−0.17

)
µ̂ttZ 0.89+0.15

−0.13

(
1.00+0.16

−0.14

)
Table 7.8: Observed (expected) signal rates of ttH, ttW(W) and ttZ processes in units of SMproduction cross section with corresponding CIs at 68% CL. All POIs are extracted simultaneouslyfrom the ML fit of the CA.

Analysis POI Observed Expected
Main µ̂ttH 4.2σ 5.0σ

µ̂tH 1.4σ 0.3σ

Control µ̂ttH 3.8σ 4.0σ

Table 7.9: Observed and expected significances of ttH and tH production under background-onlyhypothesis in the main analysis as well as in the CA. The production rate of tH is fixed to SM in the CA.
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Although the analysis techniques have been refined with every iteration, there isdefinitely some room for improvement, especially when it comes to signal extraction.For example, instead of producing shape templates for every grid point in κt–κV scanexplicitly, it is computationally more efficient to generate MC samples for three couplingscenarios unique in κt/κV and extrapolate to any other coupling scenario with matrix-based reweighting, exactly like it was done with κλ scans in the HH analysis as described inSection 2.5.2. By continuing with the analogy, the ttH analysis could definitely benefit fromenhancing the event statistics that is reserved for inference by training separate machinelearning models for events with odd and even event numbers. Sensitivity to BSM couplingscenarios could be enhanced with parametrized training, in which the relevant couplingsof the signal become input variables to the training. Hyperparameter optimization canalso be improved by switching from inferior grid-based search to more advanced methodsthat are based on evolutionary algorithms [400], Bayesian techniques [460] or successivehalving approaches [461].
As reducible backgrounds constitute a major source of uncertainty in most of the SRs,it may be worth exploring alternative options that help to further constrain them. Onepossibility is to drop the FF method in favor of the full matrix method when estimating fakebackgrounds, as it allows the introduction of additional NPs that model the uncertaintieson fakeable-to-tight SFs. The change could benefit channels that expect just two leptons or

τ h candidates in the final state, since the full matrix method may run into stability issueswhen applied to other channels with higher final state multiplicity. More fine-grainedcontrol over the backgrounds caused by jets faking τ h candidates can be assumed if theFRs are extracted for individual processes and combined based on the fake backgroundcomposition that is expected in the SR by following the procedure described in Ref. [321].The charge flip background estimation could be extended to τ h, given that their charge isincorrectly measured at a rate of up to 1% [462], which considerably exceeds the chargeflip rates of electrons. One could also replace the DY sample with embedded Z → τ τsamples, which are constructed from Z→ µ µ data events but with muon pairs swappedfor τ lepton pair, which are taken from simulated Z→ τ τ events [463]. The benefit ofusing embedded samples over MC samples to model the DY process is that the formerdoes not require as many corrections since most of the event contents are already identicalto the data. Impact of other systematic uncertainties, in particular the JES and b tagginguncertainties on the DNN output can be reduced by incorporating the corresponding NPsas inputs to the training [464].
There are at least four possible directions that the ttH multilepton analysis may followin future iterations. The most obvious one would be to just continue with the inclusivecross section measurements of ttH and tH production as more data pours in, but put moreemphasis on exploring more advanced machine learning techniques in prompt leptonID and signal extraction. The latest HL-LHC projections foresee a significant reduction inthe statistical uncertainties on the top Yukawa coupling modifier, which bring the totaluncertainty down to 3% level [8]. The projections are based on results by the ATLAS collab-oration on data recorded in 2016, but with theoretical uncertainties cut in half, statisticaluncertainties scaled down by the square root of the integrated luminosity (so approxi-mately an order of magnitude), and systematical uncertainties are either kept constantor scaled the same way as the statistical uncertainties depending on their type [156]. Thesame projections also predict a reduction in the relative uncertainty on inclusive ttH rateto a level of less than 10%, which the current analysis results exceed by a factor of 2–3.Upper limits on tH production cross section are expected to reach the SM sensitivity bythe end of the HL-LHC program. To attain or even surpass the prognosed sensitivity, more
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work is needed to reduce systematical uncertainties of the measurement. Judging fromTable 6.1, the leading systematic uncertainties are mostly caused by limited statistics of theMC samples, or concern lepton and τ h FR measurement.The other three possible avenues that could be explored in the context of ttH multilep-ton analysis all extend the scope of the analysis. More specifically, these are the differentialmeasurement of Higgs boson pT (in STXS bins), the measurement of CP-mixing phase intop Yukawa coupling, and the measurement of Wilson coefficients that the ttH and tHprocesses are sensitive to. Studying the Higgs boson pT distribution in multilepton finalstates is challenged by the fact that the Higgs boson leaves some of its energy to neutrinoswhen it decays, which deteriorates the resolution on reconstructed Higgs boson pT . Thisis not the case with the other two Higgs boson decay modes (H → bb and H → γ γ ) inwhich the ttH process is commonly studied. The CP-mixing angles were measured ina follow-up study [318], which directly benefited from the refined analysis techniquespresented in this thesis, but with more focus placed on discriminating between CP-oddand CP-even coupling scenarios. For the record, the study strongly disfavors CP-oddtop Yukawa interactions, which is in alignment with the results of more sensitive H→ γ γanalyses. Finally, the ttH and tH processes could be studied together with ttV productionin an EFT framework to place constraints on the relevant Wilson coefficients. Previousstudies have thus far considered only fully leptonic final states [465], so the natural way toextend its scope is to incorporate those multilepton channels to the analysis that featureone or multiple τ h in the final state.
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8 Measurement of HH production in multilepton final states
The present section focuses entirely on HH multilepton analysis [2]. Section 8.1 covers theremaining details of the analysis that have not yet been discussed: the event selectioncriteria, the description of BDTs that are used to extract the signal, and the different binningstrategies of the likelihood function. The final results as well as potential outlook of thisanalysis are provided in Section 8.2.
8.1 Analysis
The analysis presented here searches for HH signal in WW∗WW∗, WW∗τ τ and τ τ τ τdecay modes with multiple electrons, muons and τ h candidates in final state. Both ggF andVBF mechanisms of nonresonant HH production are considered here. Due to low crosssection of the VBF HH process, which is further diminished by the BRs of leptonic vectorboson decays, the analysis requirements are optimized only for the ggF HH production. Theanalysis has two complementary objectives, with one focusing on nonresonant productionof HH process while the other is looking for possible signs of its resonant production. Eventhough the two targets are conceptually independent from each other, the same analysismethods are utilized in both, including background estimation, object definitions, eventselection requirements, and binning schemes.

The HH process has been previously studied in multilepton final states once by theATLAS collaboration in 2016, but considering only those 2ℓSS, 3ℓ and 4ℓ final states that arisefrom HH→WW∗WW∗ decays. The analysis established an upper limit of 160 (expecting
120) times the SM prediction on nonresonant HH production cross section and an upperlimit of 3–10pb on HH production via massive resonances between 260 and 500GeV [246].

The primary objective in both nonresonant and resonant analyses is to extract upperlimits on the HH production rate, since no evidence of HH signal has been found yet. Thelimits are set on inclusive HH production cross section out of necessity, as the analysis hereconsiders multiple decay modes of the Higgs boson pair, providing limits on inclusive HHproduction ratemakes it easier to directly compare the results of different HH analyses whodo the same without having to divide the reported limits on production and subsequentdecay of the Higgs boson pair by the corresponding BR to obtain limits on just the HHproduction. For this reason, the inclusive production cross section of the assumed HHsignal is normalized to 1pb prior to the ML fit when studying the EFT BM scenarios andthe resonant HH production, so that the extracted POI automatically represents the HHproduction cross section in the correct physical units. In all other cases, the HH signalis normalized to the proper theoretical cross section as predicted by the SM, which isthen appropriately scaled by the κ-framework when constraining individual couplings orcoupling pairs.
There are twomajor goals in the nonresonant HH analysis. The first one concerns upperlimits, which are placed on SM HH production rate, and on HH production cross sectionfor the SM scenario as well as for the twenty EFT shape BMs. In the former case, the POIdoes not represent an effective cross section but a constant factor µ̂HH , which uniformlyscales the shape templates of SM ggF and VBF HH signal. Theoretical uncertainties on SMHH production cross sections in Table 2.9 are incorporated into the ML fit when settinglimits on production rates, but not when setting them on production cross section itself. Italso explains why the effective limits on production cross section are slightly lower thanthe equivalent limits on production rate (when multiplying them with the theoretical crosssection of the SM), because the ML has more flexibility to scale the signal in the latter case.In addition to upper limits, HH signal rates that result in optimal compatibility with the
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data are extracted directly from the ML fit. The VBF HH process is ignored when settinglimits on the EFT BMs because the EFT formalism was developed only for the ggF HHprocess. The omission of the VBF HH in this limit setting procedure is justified because(as later confirmed by the result presented in Section 8.2) the upper limits on this processexceed the SM VBF HH production cross section by two orders of magnitude, plus there isno real sensitivity to the VBF HH signal.The second objective of nonresonant HH searches is to ascertain plausible ranges ofrelevant SM coupling modifiers κλ and κ2V , and on EFT coupling c2. These ranges canbe determined from likelihood scans and from upper limits. In both approaches the POIbecomes a function of the relevant couplings for which the ranges are determined. Thepoints in coupling space at which the negative log-likelihood exceeds a certain threshold orwhere the upper limit becomes smaller than the theoretical cross section are then chosen torepresent the boundaries which the coupling or couplings are confined to. The productionand decay rates of single SM Higgs boson processes (and theoretical uncertainties on HHproduction cross section) are appropriately scaled as a function of the coupling modifiers(if their constraints are derived from likelihood scans). All other processes not affected bythe coupling modifiers are configured to their SM expectation.The analysis phase space is divided into seven mutually exclusive channels based onthe multiplicity and charge of the leptons and τ h candidates in the final state that pass thetight selection requirements. Each analysis channel intends to target particular HH decaymodes: The 0ℓ+ 4τ h and 1ℓ+ 3τ h channels aim to capture HH→ τ τ τ τ events whereeither all τ leptons decay hadronically (as in the former channel), or all but one τ leptonsdecay hadronically and the remaining τ lepton decays leptonically (as in the latter channel);the 2ℓ+2τ h and 3ℓ+1τ h channels target the HH→WW∗τ τ decay mode where both orjust one of the τ leptons decay hadronically while the W bosons decay leptonically; andthe 2ℓSS+⩽ 1τ h, 3ℓ and 4ℓ channels target HH→WW∗WW∗ decay mode, but assumingthat either both, one or none of the W bosons decay hadronically while the rest of theW bosons decay leptonically. Due to high multiplicity of τ h in the final states of 0ℓ+4τ hand 1ℓ+3τ h channels, the corresponding event yields are extremely low relative to otherchannels, totaling to less than 10 events across all data-taking years. The other threechannels that require exactly four objects in the final state — 2ℓ+2τ h, 3ℓ+1τ h and 4ℓ— all have similar event yields, averaging to about 20 events per channel per year. Theremaining two channels accept the largest fraction of signal events, with the 2ℓSS+⩽ 1τ hchannel accepting a total ofO(104) events while the 3ℓ channel having just about a quarterof that. Since every final state lepton and τ h candidate is expected to originate from Higgsboson decays, the channels that require exactly four of those also demand that the sumof their charges must equal to zero. The analysis receive contributions from other decaymodes like HH→ ZZ∗τ τ and HH→ ZZ∗WW∗, but in much lower quantities due to threetimes smaller leptonic BR of Z bosons compared to W bosons, not to mention the Z bosonvetoes that are implemented in all channels but 0ℓ+4τ h. Figure 8.1 shows the actual signalcomposition by channel as well as the fraction of total signal in each channel before anyML fit.The largest fraction of signal goes to the 2ℓSS+⩽ 1τ h channel24, which as the namealready implies accepts 2ℓSS events with or without the extra τ h. Real origin of theadditional τ h is ignored because it could arise from genuine hadronic decays of prompt τleptons as well as from hadronic W boson decays, which produce a jet that is incorrectlyidentified as τ h. For this reason the τ h is omitted from the FF method when estimatingfake background in that channel. Compared to the case where 2ℓSS events with any τ h

24 The channel is labeled as „2ℓSS” in the published plots.
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are vetoed, the consideration of an additional τ h doubled the signal yields and tripled thebackground yields. This translated to an improvement in expected upper limits of up to
30–40% in the resonant analysis across the whole mass range, and to an improvement ofmore than 80% in the expected limits of some EFT BMs.

2 SS+ 1 h 3 4 3 +1 h 2 +2 h 1 +3 h 0 +4 h
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Si
gn

al
 fr

ac
tio

n

CMS Work in progress 138 fb 1 (13 TeV)

0.0

0.5

1.0

1.5

2.0

2.5

Si
gn

al
 / 

ba
ck

gr
ou

nd
 [%

] Signal / background [%]
Total signal
ggF HH WW*WW*
ggF HH ZZ*WW*
ggF HH WW*
ggF HH ZZ*
ggF HH
VBF HH

Figure 8.1: Composition of SM signal in each of the seven channels in the HH analysis. The signalfractions are extracted from simulated SM pre-fit yields after the event selection. The solid black linerepresents the signal contribution of that channel relative to the total signal yield of the analysis.The dotted black line indicates S/B of that channel in percentages.

Just like in the ttH analysis, the exclusivity of SRs in this analysis is fulfilled by vetoingthose events that include more tight leptons or τ h candidates than what is nominallyexpected in a given channel. For example, the SR of the 3ℓ channel rejects those eventsthat have more than three leptons or at least one τ h passing the tight cuts, since it wouldotherwise overlap with the SR of the 4ℓ or 3ℓ+1τ h channel, respectively. Implementationof the veto based on multiplicity of τ h is rather straightforward, since all analysis channelsassume the same definition for tight τ h candidates. No vetoes are applied based on themultiplicity of tight τ h in channels that already request four objects in the final state.
Orthogonality25 with ttH analysis is ensured by inverting the b jet selection requirementimposed in the ttH analysis, which means rejecting those events that feature at leasttwo b jets passing the loose WP of DeepJet ID or just one b jet satisfies the mediumWP. Consequently, the background composition in the HH multilepton analysis is gearedmore towards single, double and triple vector boson production since they lack b jets.The channels with low lepton multiplicity are especially susceptible to irreducible WZprocess and to conversions of on-shell photons, which accompany massive vector bosonproduction. Channels that allow at least one τ h in the final state receive contributionspredominantly from fakes.Sensitivity to boosted HH signal is enhanced in the 2ℓSS+⩽ 1τ h and 3ℓ channels byconsidering the cases in which one of the two jets from hadronic W boson decays cannotbe resolved by the reconstruction algorithm. To identify those events, the event selectionrequirements first check the presence of any AK8 jets that satisfy the criteria described inSection 4.2.5. The AK8 jets represent boosted decays of hadronic W boson, which do notinclude any loose leptons that may arise from the second W boson in H→WW∗ decays.If no such AK8 jets are found in the 3ℓ channel, the requirement is replaced with thecondition that demands the presence of at least one central AK4 jet, thus accepting the

25 Orthogonality between the SRs of ttH and HH multilepton analyses would only be needed whenperforming signal extraction on their combined results. As standalone analyses, the orthogonalitycondition would not be necessary.
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possibility that the second resolved jet might be lost due to acceptance cuts or removedthrough cleaning against leptons and τ h. In the 2ℓSS+⩽ 1τ h channel, however, one mightexpect to find one or two hadronically decayingW boson, depending on whether or not theevent also features an extra prompt τ h. Three possible signal topologies are considered in
2ℓSS+⩽ 1τ h, with the highest priority given to the case where both hadronically decayingW bosons are boosted, followed by the possibility that just one of those W bosons isboosted („semiboosted”), and finally considering the option that neither of thoseW bosonsare in fact boosted („resolved”). The event selection requirements of the 2ℓSS+⩽ 1τ hchannel demand the presence of at least two AK8 jets in boosted category, exactly one AK8jet in semiboosted category, or at least two central AK4 jets in the resolved category. Onlythose additional AK4 jets are considered in semiboosted case that are not enclosed by theselected AK8 jet. The relaxed requirement on jet multiplicities in semiboosted and resolvedcategories help to recover signals that would otherwise be lost due to jets occasionallyfailing the acceptance cuts or removed by cleaning. All other event selection requirementsimposed in each of the seven channels are summarized Table 8.1.The parametrized BDTs that were trained for nonresonant analysis simultaneouslytargeted the SM HH process and the twelve JHEP04 BMs (excluding the 8a BM). The onlysignal samples that were available for the training at the time were generated precisely forthose thirteen coupling scenarios but at LO. Individual MC samples are aggregated andreweighted to the desired coupling scenario with Eq. (2.28) in bins of mHH and |cosθ

∗| asdescribed in Section 2.5.2. Each aggregated sample carries a one-hot encoded label in theparametrized BDT training. The BDTs of the 2ℓSS+⩽ 1τ h and 3ℓ channels were retrainedto include additional NLO corrections to the HH signal. However, since the additionalcorrections had virtually no impact on the performance of the BDTs, this recipe was notfollowed in other channels.JHEP03 BMs were initially omitted from the training for historical reasons, since theadditional eight BMs had not been considered by any other HH analysis prior to thisone. Setting those BMs as additional targets in the parametrized BDT would not improvethe overall distinction of individual BMs because both sets of EFT BMs are somewhatredundant: the JHEP04BMs are supposed to represent all possible kinematic configurationsthat could potentially arise from nonresonant ggF HH production, while the JHEP03 BMsalso take the constraints on individual couplings into consideration. To figure out whichone-hot encoded label to use when evaluating the BDT scores for JHEP03 BMs, a mappingfrom JHEP03 to JHEP04 BMs is determined based on the similarities in mHH distribution.The similarities were quantified with Eq. (6.7), where i runs over individual bins of mHHdistribution. Results of this comparison are documented in Table 8.2. This idea couldbe turned around by inferring constraints on individual BM scenarios from the limits oncertain ranges of couplings that share similar kinematic features with those BMs.
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0ℓ+4τ h 1ℓ+3τ h 2ℓ+2τ h 2ℓSS+⩽ 1τ h 3ℓ 3ℓ+1τ h 4ℓ

Target HH decay mode τ τ (FH)τ τ (FH) τ τ (FH)τ τ (SL) τ τ (FH)τ τ /WW(DL) WW(SL)WW(SL) WW(SL)WW(DL) WW(DL)τ τ (SL) WW(DL)WW(DL)
Maximum # tight ℓ/τ h 0/✗ 1/✗ 2/✗ 2/1 3/0 3/✗ ✗/✗Charge sum (of ℓ/τ h) 0 0 0 (±2/∓1) ±1 0 0Tight lepton charge ✗ ✗ ✗ ✓ ✗ ✗ ✗Trigger 2τ h 1ℓ, 1ℓ+1τ h, 2τ h 1ℓ, 2ℓ 1ℓ, 2ℓ 1ℓ, 2ℓ, 3ℓ 1ℓ, 2ℓ, 3ℓ 1ℓ, 2ℓ, 3ℓMinimum cone-pT (ℓ) ✗ 15, 20 25/15 25/15 25/15/10 25/15/10 25/15/15/10Minimum pT (τ h) 40/40/20/20 40/30/20 — — ✗ — ✗Maximum |η | (ℓ/τ h) — 2.1/2.3 — — — — —
Minimum # central jets 0 0 0 2* 1* 0 0
Minimum Emiss

T LD 0 0 0 30† 30/45‡ 0 0
ECAL crack veto§ ✗ ✗ ✗ ✗ ✗ ✓ ✗

Z boson veto ✗ ✓
¶

✓ ✓
‖

✓ ✓ ✓H→ ZZ∗→ 4ℓ veto ✗ ✗ ✗ ✓ ✓ ✗ ✓

* Includes AK8 jets.† Applied only if both leptons are electrons.‡ Applied if the selected leptons are not SFOS / if the selected leptons are SFOS.§ Reject the event if the selected τ h falls into the gap between EB and EE (1.460 < |η |< 1.588), or if it fails VVLoose WP of Dτ he .¶ Applies to events where the selected lepton happens to be an electron that together with an OS τ h have invariant mass closer than +10
−20 GeV to Z boson mass, and if the τ hfalls into the ECAL crack (1.460 < |η |< 1.588) or if the τ h fails VLoose WP of Dτ he .

‖ OS charge requirement dropped if the two selected leptons happen to be electrons.
Table 8.1: Target decay modes of the HH signal (top section) and event selection criteria (bottom section) of the HH analysis channels. Requested number of fakeableleptons and τ h is encoded in the channel name. All selected and vetoed tight τ h are required to pass the Medium WP of DeepTau ID. In addition to the listed selectioncriteria, all selected events must also pass MET filters, loose dilepton mass veto and b jet veto requirements. A tick mark (✓) indicates that the selection criterionis enforced or applicable, whereas a cross mark (✗) implies the opposite. A dash (—) is used to denote that the cut is not tightened with respect to fakeable objectdefinition as detailed in Section 4.2. Thresholds on the (cone-)pT of leading, subleading, third and fourth physics objects are delimited by a forward slash. If there is apair of thresholds separated by a comma, then the first value applies to muons and the second to electrons. Lower bounds on (cone-)pT and Emiss

T LD are given in unitsof GeV. The same cuts are applied in the SRs, fake ARs and charge flip ARs, except for the charge sum requirement of leptons in the 2ℓSS+⩽ 1τ h channel, which isinverted into OS charge requirement in the respective charge flip ARs.
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Coupling scenario or use case BDT output
JHEP03BM1 JHEP04BM11JHEP03BM2 JHEP04BM11JHEP03BM3 JHEP04BM5JHEP03BM4 JHEP04BM3JHEP03BM5 JHEP04BM9JHEP03BM6 JHEP04BM3JHEP03BM7 JHEP04BM9JHEP04BM8a JHEP03BM9Coupling scans JHEP04BM7

Table 8.2: BDT outputs that were chosen to extract limits for a given BM scenario or for a range ofcoupling values that were not considered in the BDT training. Limits for SM and JHEP03 BMs areextracted from the corresponding BDT output.

By following the same logic in coupling scans, every coupling scenario that is probed bythe scan should likewise map to one of the twelve JHEP04 BMs or to the SM. For example,the event kinematics that is induced by large positive values of κλ with its sharply falling tailin mHH is most similar to JHEP04BM7 scenario, while the large negative values of κλ giverise to mHH spectrum that is more compatible with JHEP04BM12, which has much morepronounced tail compared to other BMs [182]. In principle it should be possible to use adifferent BDT output for every coupling scenario that is tried during the scan, but it is a veryresource-intensive procedure, plus it might create discontinuities in upper limits. Instead,all coupling scans are performed based on the BDT output of a single EFT BM, so thatthe presented results always remain compatible with each other regardless of whichevercoupling (modifier) was frozen or floating in the scan. The default BDT output for thecoupling scan was determined based on whichever produced the lowest expected upperlimits across the whole scan range. Given this condition, the optimal limits are producedfrom the BDT output of JHEP04BM7 in c2 scans, but the dependency of upper limits onthe coupling scenarios is rather weak, as the limits vary by just 1%. This is certainly notthe case with upper limits on κλ , which were found to vary by as much as 10% at highnegative values of κλ and change constraints by 2%. All BSM coupling scans presented inthis document are derived from the BDT output that corresponds to JHEP04BM7, since itwas found to produce optimal limits at all values of κλ . Upper limits on SM productioncross section as well as upper limits on individual JHEP04 BMs are extracted from thecorresponding BDT output.A parametrized BDT was trained to target nonresonant HH signal, spin-0 resonant signaland spin-2 resonant signal in each of the seven analysis channels and for both halves ofthe training dataset split by parity of event numbers. Common hyperparameters are usedfor odd and even halves, but the training variables were optimized for each of the 42 BDTsseparately. Table 8.3 documents the final list of variables that were chosen to train theBDTs.Although not explicitly indicated in the table, many of the variables were specificallyengineered to exploit certain features of relevant processes. For example, the invariantmass variable used in the training of BDTs in the 0ℓ+ 4τ h channel is built from the OS
τ h pair that have the smallest angular distance, which is motivated by the fact that the τlepton pair from Higgs boson decays tend move in similar direction. On the other hand,invariant mass of the second SFOS τ h pair that is most compatible with the Z boson masshas also shown to provide decent discriminatory power against reducibleDY and irreducibleZZ backgrounds in the same channel.
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Variable 0ℓ+4τ h 1ℓ+3τ h 2ℓ+2τ h 2ℓSS+⩽ 1τ h 3ℓ 3ℓ+1τ h 4ℓ

(Cone-)p(ℓ/τ h) ✓/✓/✓ ✓/✗/✗ ✗/✗/✗ ✓/✗/✗ ✗/✗/✗ ✗/✗/✗ ✗/✗/✗
∆R(jets) ✗/✗/✗ ✗/✗/✗ ✗/✗/✗ ✗/✓/✓ ✗/✗/✗ ✗/✗/✗ ✗/✗/✗
∆R(ℓ/τ h, jets) ✗/✗/✗ ✗/✗/✗ ✗/✗/✗ ✓/✓/✓ ✓/✓/✓ ✗/✗/✗ ✗/✗/✗
∆R between ℓ/τ h ✓/✓/✓ ✓/✓/✓ ✓/✓/✓ ✓/✓/✓ ✓/✓/✓ ✓/✓/✓ ✗/✗/✗
∆η between ℓ/τ h ✗/✓/✗ ✗/✗/✗ ✗/✗/✗ ✗/✗/✗ ✗/✗/✗ ✗/✗/✗ ✗/✓/✓
∆φ between ℓ/τ h ✗/✗/✗ ✗/✗/✗ ✗/✗/✗ ✗/✗/✗ ✗/✗/✗ ✗/✗/✗ ✗/✓/✓
m(∑ jets) ✗/✗/✗ ✗/✗/✗ ✗/✗/✗ ✓/✗/✗ ✗/✗/✗ ✗/✗/✗ ✗/✗/✗
m(∑ℓ/τ h + jets) ✗/✗/✗ ✗/✗/✗ ✗/✗/✗ ✗/✓/✓ ✓/✓/✓ ✗/✗/✗ ✗/✗/✗
m(∑ℓ/τ h) ✓/✓/✓ ✓/✓/✓ ✓/✓/✓ ✓/✓/✓ ✓/✓/✓ ✓/✓/✓ ✓/✓/✓
pT (∑ℓ/τ h) ✗/✗/✗ ✓/✗/✗ ✓/✗/✗ ✗/✗/✗ ✗/✗/✗ ✗/✗/✗ ✗/✗/✗
mT (E

miss
T , ℓ/τ h) ✗/✗/✗ ✓/✓/✓ ✗/✗/✗ ✗/✓/✓ ✗/✗/✗ ✗/✗/✗ ✗/✗/✗

∆φ(Emiss
T , ℓ/τ h) ✗/✗/✗ ✗/✗/✗ ✗/✗/✗ ✗/✗/✗ ✗/✗/✗ ✗/✗/✗ ✓/✓/✓SVfit (mH or mHH ) ✓/✓/✓ ✓/✓/✓ ✓/✓/✓ ✗/✗/✗ ✗/✗/✗ ✗/✗/✗ ✗/✗/✗

Emiss
T ✓/✗/✓ ✓/✗/✗ ✓/✗/✗ ✗/✗/✗ ✗/✗/✗ ✗/✗/✗ ✓/✓/✓

Emiss
T LD ✓/✓/✗ ✗/✗/✗ ✗/✗/✗ ✗/✓/✓ ✓/✓/✓ ✓/✓/✓ ✗/✗/✗

Hmiss
T ✗/✗/✗ ✓/✗/✗ ✗/✗/✗ ✓/✗/✗ ✗/✗/✗ ✗/✗/✗ ✓/✓/✓

HT ✗/✗/✗ ✗/✗/✗ ✓/✗/✗ ✓/✗/✗ ✗/✗/✗ ✓/✗/✗ ✓/✗/✗
SMET

T ✓/✗/✗ ✗/✗/✗ ✗/✗/✗ ✗/✗/✗ ✗/✗/✗ ✗/✗/✗ ✗/✗/✗√
smin ✗/✗/✗ ✗/✗/✗ ✓/✓/✓ ✗/✗/✗ ✗/✗/✗ ✗/✗/✗ ✗/✗/✗# SFOS ℓ pairs ✗/✗/✗ ✗/✗/✗ ✗/✗/✗ ✗/✗/✗ ✓/✓/✓ ✗/✗/✗ ✗/✗/✗

# variables 15/9/9 15/9/9 10/10/10 10/10/10 9/9/9 8/7/7 9/9/9# trees 204/22/22 160/166/166 73/343/232 496/500/186 96/252/189 115/129/71 65/106/106Tree depth 1/4/4 4/4/4 3/3/3 2/2/3 2/2/2 2/2/3 3/2/2Learning rate [%] 25/41/41 6/15/15 16/7/8 17/25/21 37/34/55 16/50/29 10/31/31

Table 8.3: Condensed summary of training variables (top section) and hyperparameters (bottomsection) of the BDTs that were trained for nonresonant/resonant spin-0/resonant spin-2 HH signalfor each analysis channel. Generator-level mHH (used in resonant training) as well as the one-hotencoded twelve JHEP04 BMs plus the SM BM (in nonresonant training) are excluded from the variablelisting and count. A checkmark (✓) tells that the variable was used in that particular training, whereasa cross mark (✗) indicates the opposite. The sum symbol represents pairwise combinations as well ascombination of all visible objects in the final state.

The angular differences that enter as input to the BDTs in the 3ℓ+1τ h channel are con-structed from lepton and τ h pairs that are carefully chosen to match the event kinematicstypically expected from the HH signal in that channel. There the HH signal mostly decaysvia WW∗τ τ , where one of the τ leptons decays leptonically and the other hadronically.Both Higgs bosons lose their energy to neutrinos, which would mean that the mass of eachHiggs boson reconstructed from their visible decay products tends to be lower than theinvariant mass of the boson itself. Thus, the three leptons and the τ h are correctly pairedtogether if they have OS charges and their combined mass is less than 125GeV. If this isnot possible, then the leading lepton is paired together with the only lepton that has OScharge. The fallback solution is inspired by the observation that leptons descending fromoff-shell W bosons or from τ leptons tend to be soft because of their light parents, whilethe leptons from on-shell W boson decays tend to be harder. Similar arguments apply toHH→WW∗WW∗ signal in the same channel as well as in the 4ℓ channel.All channels profit mostly from the invariant mass variables or analogous observablesthat are built from all leptons and τ h that are selected to the final state. In terms of featureimportance, the variables with most discriminatory power are the SVfit HH masses in the
0ℓ+4τ h and 1ℓ+3τ h channels;√smin computed with Eq. (4.2) from all four leptons and
τ h in the 2ℓ+2τ h channel; invariant mass of the three leptons (and τ h) in the 3ℓ(+1τ h)channel; and invariant mass of the lepton pair(s) in the 2ℓSS+⩽ 1τ h (4ℓ) channel.Similarly to the ttH analysis, two CRs are defined for the 3ℓ and 4ℓ channels to let theML fit to validate the modeling of irreducible WZ and ZZ backgrounds, which dominatemost channels despite the imposed Z boson veto, but to also constrain shape uncertainties
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that are assigned to the MC prediction by taking advantage of high event yields in thoseCRs. The event selection requirements of 3ℓ (WZ) and 4ℓ (ZZ) CRs are based on therequirements of the corresponding SRs, except for the Z boson veto, which is inverted inthe CRs. Because of this requirement, the events that are selected to 3ℓ and 4ℓ CRs mustfeature at least one pair of SFOS leptons. The lower limit on jet multiplicities implementedin the 3ℓ channel is removed from 3ℓ CR since no jets are expected fromWZ events if bothbosons decay leptonically. In case there are two SFOS pairs of leptons in 3ℓ CR, then thelepton pair that is closest to Z boson mass is chosen to represent the Z boson, and theremaining third lepton would be associated with the W boson. Transverse mass of thatlepton provides a proxy to W boson mass, which can be used to discriminate against otherprocesses as explained in the context of lepton FR measurement in Section 5.3.2. Eventsthat are selected to 3ℓ CR enter the ML fit in 10GeV bins of the transverse mass variable.Invariant mass of the four leptons is chosen to constrain the ZZ background in 4ℓ CR sinceit provides discrimination against other processes as it approximates the invariant massof the Z boson pair. No significant deviations are found between data and MC simulationin other observables not directly utilized by the ML fit. Constraining the normalization ofWZ and ZZ processes with dedicated NPs was tried, but it did not improve the expectedsensitivity.
Another CR is devised for the purpose of validating the modeling of conversion back-ground, which makes up roughly 10% of the backgrounds in the SR of the 2ℓSS+⩽ 1τ hchannel. The CR targets Z+ γ events, where the Z boson decays into a pair of muons whilethe on-shell photon converts into a pair of electrons inside the detector, of which onlyone electron survives the reconstruction and identification cuts while the other electronfails them. To increase the likelihood that the selected electron is indeed originating fromphoton conversions, the selected electron must have at least one missing hit in the trackeror it must fail the conversion veto condition. Otherwise, the event selection criteria areidentical to that of 3ℓ CR, except no conditions are imposed on the number of τ h candidatesand Emiss

T LD< 45GeVmust hold true at all times since no neutrinos are expected from thetarget process. Other CRs are constructed to study the modeling of BDT input variables insidebands that are adjacent to the SRs of the 2ℓSS+⩽ 1τ h, 2ℓ+2τ h and 3ℓ+1τ h channels.As seen from Table 8.4, the CRs are defined by simply inverting the Z boson veto, b jet vetoor charge sum requirements of the SRs, which makes the CRs automatically orthogonalto the respective SRs. Data-to-MC agreement of BDT input variables in the other fourchannels was verified with post-fit plots, where the data was blinded in high BDT bins.
BDT output scores are binned in quantiles of signal26 in the 2ℓSS+⩽ 1τ h and 3ℓchannels, since those two channels have the highest background yields, which allows forrather fine binning compared to some other channels. The same binning strategy is alsoemployed in the 4ℓ channel. Even though the background yields appear quite small inthat channel, it is dominated by the ZZ background, which itself is in fact modeled withhundreds of thousands of MC events. The resulting distributions of HH signal becomeapproximately flat, yet the background yields fall with increasing bin number, so that

26 All BDT distributions are initially divided into 100 equidistant bins, which are then later mergedaccording to the intended binning scheme. However, it turns out that even this many bins may not beenough to ensure that the signal distribution stays flat at all times over the whole range of BDT output.The reason for it is that most of the signal events receive very high BDT scores, which puts them inthe last few rightmost bins of the BDT distribution. Those last few bins may contain more signal thanwould be expected from quantile binning. The effects of it can be seen from Figs. 8.11(c) and 8.11(d),where the HH signal tends to increase alongside with the bin index despite the requirement thateach bin should hold approximately the same number of signal events.
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the sensitivity to signal is maximized in bins of high BDT output, while the backgroundsare mostly concentrated in bins of low BDT output, which in turn help to constrain theirnormalization. For these reasons, the binning strategy mostly benefits those channels thathave relatively high (effective) event yields. In the other four channels that have ratherlow background yields, the BDT output scores are binned in quantiles of fake background,which causes the HH signal to visibly peak at high BDT output. This binning scheme helpsto constrain dominant (mostly reducible) background rates in bins that are depleted ofsignal.

Control Baseline Changes with respect to Purposeregion selection the baseline selection
WZ CR 3ℓ SR Inverted Z boson veto based on Constrain WZ backgroundthe selected three leptons, in signal extraction based onany number of jets allowed transverse mass distributionof MET and the lepton notassociated with the Z boson
ZZ CR 4ℓ SR Inverted Z boson veto Constrain ZZ backgroundin signal extraction based oninvariant mass distribution ofthe four leptons in final state
Z+ γ CR WZ CR µ

−
µ
+e final state, with the muon pair Validate the conversionsatisfying inverted Z boson veto, and backgroundthe electron having at least one lost hitin the tracker or failing the conversionveto, any number of τ h in the event,

Emiss
T LD< 45GeVFake CRs 3ℓ+1τ h SR, No Z boson veto, nonzero charge sum

Validate data-to-MC
2ℓ+2τ h SR agreement of BDT inputb enriched CRs 3ℓ+1τ h SR Inverted b jet veto variables in a given
2ℓSS+⩽ 1τ h SR analysis channelSecondary ZZ CR 3ℓ+1τ h SR Inverted Z boson veto

Table 8.4: Event selection criteria for the CRs of the HH analysis. Data-driven fake background isestimated the same way in the CRs as in the SRs.

While the binning strategy itself is fixed in every channel, the bin edges are reevaluatedfor every EFT BM and resonant mass point for which upper limits are extracted. Regardlessof the binning scheme, the number of bins is determined from the condition that relativestatistical uncertainties in each bin should not exceed 15% when summed over all threedata-taking years to ensure that every bin in the likelihood function is sufficiently populated.This condition was modified in the 0ℓ+4τ h, 1ℓ+3τ h, 2ℓ+2τ h and 3ℓ+1τ h channels tocounter the fact that some of the bins occasionally feature fake background events withnegative weights, which inflate relative statistical uncertainties on the fake backgrounds.The modification entails applying the 15% condition only to irreducible backgrounds, andadditionally enforcing that relative statistical uncertainties on the fake background shouldnot exceed 50% in any of the bins. Due to extremely low yields in the 0ℓ+4τ h and 1ℓ+3τ hchannels, none of these conditions could be fulfilled, and so the BDT distributions thereare instead split by quantiles of total background into five bins.The different signal hypotheses probed in coupling scans are obtained by reweightingthe HH signal samples. In particular, the same set of NLO ggF HH events are used to buildthree (or six in case of κλ–c2 scan) shape templates that each correspond to a differentcoupling scenario. The three or six shape templates are obtained by pooling the signal
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events together and reweight them to desired coupling scenario using Eq. (2.29) afterflattening their distributions in mHH–|cosθ
∗| space. No such reweighting is needed in κ2Vscans, because MC samples with the intended coupling scenarios are already available.The shape templates can be combined with Eq. (2.32) to extract shape templates for anyother point in the coupling space that is being scanned. Table 8.5 details exactly, whichcoupling scenarios are utilized in each type of coupling scan. BRs of Higgs boson decaysand production cross sections of single Higgs boson processes are adjusted as a functionof κλ during the scans as depicted in Fig. 2.22. The production cross section of single Higgsboson processes (ggF, gg→ ZH, ttH and tH) are scaled as a function of κt in the couplingscans as described in [164]. Likewise, the decays of the Higgs boson to the vector bosonpair as well as VBF, VH and tH production processes are scaled as a function of κV . Noproduction or decay processes other than the VBF HH process are affected by κ2V , though.

Type of coupling scan Coupling scenario Interpretation
κλ c2 κt–κλ κt–c2 κλ -c2 κ2V κλ κt c2 κ2V
✓ ✓ ✓ ✓ ✓ ✓ 1 1 0 1 SM
✓ ✗ ✓ ✗ ✓ ✗ 2.45 1 0 1 Maximum destructive interference
✓ ✗ ✗ ✗ ✗ ✗ 5 1 0 1 Asymptotic high-κλ regime
✗ ✗ ✓ ✗ ✓ ✗ 0 1 0 1 Box-only ggF
✗ ✓ ✗ ✓ ✓ ✗ 1 1 0.35 1 Maximum destructive interference
✗ ✓ ✗ ✓ ✓ ✗ 1 1 3 1 Asymptotic high-c2 regime
✗ ✗ ✗ ✗ ✓ ✗ 0 1 1 1 —
✗ ✗ ✗ ✗ ✗ ✓ 1 1 0 0 No g2V coupling
✗ ✗ ✗ ✗ ✗ ✓ 1 1 0 2 —

Table 8.5: List of coupling scenarios used for performing matrix-based reweighting in coupling scans.Like with the EFT BMs, shape templates for the chosen couplings are obtained through reweightingwith Eq. (2.29) in bins of mHH and |cosθ
∗|.

8.2 Results
No indication of background mismodeling is found based on GoF statistic shown inFig. 6.3(b), nor do the pulls and impacts of NPs in Fig. 6.5 show any symptoms of poorlymodeled systematic uncertainties. Both the GoF as well as the pulls and impacts, like anyother plot that is shown in the context of nonresonant analysis, are all extracted from theBDT output that corresponds to JHEP04 BM7. The same diagnostic plots were obtained forother HH signal hypotheses at different EFT BMs and at selected mass points of resonantHH signal. None of them suggests that there could be any problems with the modeling ofbackgrounds and systematic uncertainties.The unblinding procedure thus proceeded with the extraction of post-fit event yields,which are tabulated in Table 8.6. The presented yields demonstrate good agreementbetween data and post-fit prediction. Breakdown of post-fit event yields into bins of BDToutput are shown for the 2ℓSS+⩽ 1τ h, 3ℓ and 4ℓ channels in Fig. 8.2; for the remainingfour analysis channels in Fig. 8.3(d); and for the two CRs in Fig. 8.4. No significant excess(larger than two standard deviations) with respect to SM prediction is found in these plots,although there is a slight excess in the rightmost bin of the BDT output in the 3ℓ channel,which drives most of the sensitivity of that channel because S/B is lowest in that bin byconstruction.
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0ℓ+4τ h 1ℓ+3τ h 2ℓ+2τ h 2ℓSS+⩽ 1τ h 3ℓ 3ℓ+1τ h 4ℓ WZ CR ZZ CR
SM HH→WW∗WW∗(×30) 0.3±0.0 0.2±0.0 0.2±0.0 73±6 33±3 0.9±0.1 2.2±0.2 — —SM HH→WW∗τ τ (×30) 0.1±0.0 0.6±0.1 3.9±0.4 31±3 12±1 4.1±0.3 0.9±0.1 — —SM HH→ τ τ τ τ (×30) 1.3±0.2 2.6±0.4 2.3±0.3 3±0 1±0 0.9±0.1 0.1±0.0 — —
WZ — — — 2003±58 1321±27 0.2±0.0 0.4±0.1 12546±148 —ZZ 0.7±0.1 1.9±0.2 18.5±1.0 121±2 109±2 24.3±0.8 54.7±1.8 799±24 2032±60Single Higgs boson 0.4±0.1 0.8±0.4 2.9±0.5 216±4 62±1 3.8±0.2 2.4±0.3 — —Other processes — — 2.1±0.4 2690±224 293±20 2.7±0.3 4.1±0.4 620±54 59±6Fakes 1.5±0.9 2.1±1.7 33.5±4.6 3939±267 670±55 25.1±4.4 2.3±1.0 908±122 13±4Flips — — — 366±52 — — — — —Conversions — — 0.1±0.1 1009±170 146±24 0.1±0.0 0.9±0.4 134±22 3±0

Total background 2.6±0.9 4.9±1.7 57.0±4.8 10346±396 2601±68 56.2±4.5 64.8±2.1 15006±202 2108±60

Data 1 6 55 10344 2621 55 62 14994 2096

Table 8.6: Post-fit yields with corresponding statistical and systematical uncertainties in each of the seven analysis channels and in the two auxiliary CRs that help toconstrain irreducible diboson backgrounds. The SM HH yields are normalized to an inclusive production cross section of about 1pb in the table. Symbol „—” is used ifthe process contributes by less than 0.1 events.
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Figure 8.2: Post-fit distributions in the output of BDTs that were trained to recognize nonresonantHH signal in JHEP04BM7 coupling configuration in 2ℓSS+⩽ 1τ h (a), 3ℓ (b) and 4ℓ (c) final states.The distributions are presented such that more signal-like events are more likely to occupy rightmostbins. The SM HH signal displayed in the plot is scaled by a factor of 30 for better visibility, effectivelynormalizing HH production cross section to 1pb. The uncertainty is obtained from ML fit, and itincludes both systematic and statistical components. No data was found in the three rightmost binsof the BDT distribution in the 4ℓ channel. The same plots are also published in Ref. [2].
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Figure 8.3: Post-fit distributions in the output of BDTs that were trained to recognize nonresonant HHsignal in JHEP04BM7 coupling configuration in 3ℓ+1τ h (a), 2ℓ+2τ h (b), 1ℓ+3τ h (c) and 0ℓ+4τ h (d)final states. The distributions are presented such that more signal-like events are more likely to occupyrightmost bins. The SM HH signal displayed in the plot is scaled by a factor of 30 for better visibility,effectively normalizing HH production cross section to 1pb. The uncertainty is obtained from ML fit,and it includes both systematic and statistical components. No data was found in the two middle binsof the BDT distribution in the 1ℓ+3τ h channel, and in all bins but the first bin of the BDT distributionin the 0ℓ+4τ h channel. The same plots are also published in Ref. [2].
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Figure 8.4: Post-fit distributions in the kinematic observables that were utilized as signal extractionvariables in 3ℓ CR (a) and in 4ℓ CR (b). The variable plotted for 3ℓ CR is the transverse mass givenby Eq. (4.1) of the lepton that is not associated with the resonant peak in Z boson mass. The shapevariable chosen for signal extraction in 4ℓ CR is computed as the invariant mass of the four leadingleptons in the final state. No HH signal is displayed here due to lack thereof. The uncertainty isobtained from ML fit, and it includes both systematic and statistical components. The same plots arealso published in Ref. [2].

The MLE of the production rate that corresponds to the sum of ggF and VBF HH signalsamounts to µ̂HH = 2±10 times the SM expectation. The result is compatible with boththe background-only hypothesis as well as with the SM scenario. Upper limits are set onHH production rate since no indication of HH signal has been found thus far. Asymptotic
95% CL upper limits on SM HH production cross section in each channel and for theircombination are displayed in Fig. 8.5. The upper limit on HH production rate is set to 21.3(for an expectation of 19.4) times the SM production cross section, which translates to anupper limit of 661 (602) fb. This result is compatible with the observed (expected) upperlimit of 651 (592) fb on HH production cross section. The results are not exactly identicalto each other because of theoretical uncertainties on SM HH production cross section thatare considered in the extraction of the former limits.Compared to ATLAS results on 2016 data [246], this analysis delivers four (three) timeslower observed (expected) limits at an equivalent luminosity. Most of the gain in sensitivityof this analysis can be attributed to looser event selection criteria, which boosts theacceptance of events by two orders of magnitude in the 2ℓSS+⩽ 1τ h and 3ℓ channels,and to the addition of another four analysis channels, which all feature at least a τ h infinal state. On top of that the limits in Ref. [246] are extracted from cut-and-count analysis,whereas the upper limits of this analysis are extracted by exploiting the shape informationof BDT output distributions.
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Figure 8.5: Asymptotic observed and expected upper limits on inclusive SM HH production crosssection rate at 95% CL, obtained for each of the seven analysis channels and for their combination.The upper limits were extracted from the BDT output that corresponds to the SM scenario. The sameplot is also published in Ref. [2].

It is the first analysis that published upper limits for both JHEP03 and JHEP04 shapeBMs. The corresponding upper limits on each of the twenty coupling scenarios are shownin Fig. 8.6 for individual analysis channels as well as for their combination. Theoreticalcross sections are omitted from these plots, because each EFT BM is supposed to representa class of coupling scenarios that share similar features in mHH–cosθ
∗ space. The BSMsignal would be recognized as such if it produces a significant excess in the observed limitsrelative to the expectation. The mHH spectrum for JHEP04 BMs 10–12, but especially forJHEP04 BM7 as well as for JHEP03 BMs 1 and 2 is rather soft, which explains their relativelyhigh upper limits compared to some other BMs. The results presented here are in thesame ballpark as the results obtained from the previous combination of HH analyses bythe CMS collaboration in 2016 [250]. Limits on EFT BMs of more recent HH analyses on fullLHC Run 2 data are about four times lower in bbbb [227], three times lower in bbγ γ [235],and marginally lower in bbWW∗ [7] analysis, but about an order of magnitude higher inWW∗γ γ [241] analysis. These findings are consistent with the results presented here ifthey are scaled to the same sensitivity that is expected from SM HH signal in this analysis.However, compared to other analyses, the limits in this analysis are slightly more stringenton those shape BMs that are characterized by soft mHH spectrum relative to the limits onother BMs.
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Figure 8.6: Asymptotic observed and expected upper limits on inclusive nonresonant HH productioncross section via ggF for the twelve (plus one) JHEP03 EFT BMs, for the seven JHEP04 EFT BMsand for the SM at 95% CL, shown for the combination of all analysis channels (a) and for individualchannels (b). The same plots are also published in Ref. [2].

Constraints on κλ are derived by computing upper limits for a number of couplingvalues and comparing the results to the theoretical cross section as shown in Fig. 8.7. Thecomparison to observed limits constrains κλ to [−6.9,+11.1], while the same comparisonbased on expected limits constrain it to [−6.9,+11.7]. The upper limits tend to be lowerfor coupling scenarios for which the corresponding mHH spectrum is softer. The reasonfor it is that a soft Higgs boson pair would eventually produce soft decay products, whichare more likely to fail the imposed trigger and analysis cuts or otherwise considered asbackground by the BDTs. The same arguments apply to resonant limits discussed laterwhere the distinction of soft and hard mHH spectrum is much more explicit. Sensitivity tolarge positive (negative) values of the Higgs boson self-coupling modifier is driven by the 3ℓand 4ℓ (2ℓ+2τ h) channels. Therefore, themultilepton channels provide relatively stringentlimits especially at high positive κλ compared to other HH decay modes. However, it alsomeans that the relevance of this analysis diminishes as the coupling modifier becomesmore constrained around the SM point in future iterations of HH searches.
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Figure 8.7: Asymptotic observed and expected upper limits on inclusive nonresonant HH productioncross section as a function κλ at 95% CL, obtained for the combination of all analysis channels (a)and for each channel separately (b). All other couplings remain at their designated SM values in thescan. The red curve in (a) directly follows the sum of ggF and VBF HH curves of Figure 2.24(b). Theupper limit on κλ constrain it to [−6.9,+11.1], while expecting [−6.9,+11.7]. The same plots arealso published in Ref. [2].

There is no real sensitivity to VBF HH production in this analysis, primarily becausenone of the channels were specifically optimized for it, but also because the event yieldsfrom the VBF process are extremely low, constituting less than 10% of total HH signal asattested by Fig. 8.1. Nevertheless, to establish some sort of baseline for future iterations ofthe analysis, observed (expected) upper limits on VBF HH production cross section areestablished at 95% CL, which amount to 357 (491) times the SM prediction. Figure 8.8(a)illustrates the observed (and expected) bounds on κ2V , which constrain it to [−3.4,+5.5](for an expectation of [−2.6, 4.7]) at 95% CL. Sensitivity to κ2V is mostly driven by the
2ℓSS+⩽ 1τ h and 3ℓ channels, which deliver most of the events.The same type of scan was performed for c2 coupling, which represents effectivecontact interaction between pairs of Higgs bosons and gluons. As shown in Fig. 8.8(b),the coupling is constrained to [−1.05,+1.48] for an expectation of [−0.96,+1.37]. Two-dimensional κt–c2, κt–κλ and κλ–c2 coupling scans are presented in Fig. 8.9. The one-and two-dimensional constraints on SM and EFT couplings are consistent with the SMexpectation at 95% CL.
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Figure 8.8: Asymptotic observed and expected upper limits on inclusive nonresonant HH productioncross section as a function κ2V (a) and c2 (b) at 95% CL. The red curve in (a) directly follows theVBF HH curve of Figure 2.24(b). Based on the upper limits, κ2V is constrained to [−3.4,+5.5] (whileexpecting [−2.6,+4.7]), whereas c2 is confined to [−1.05,+1.48] (while expecting [−0.96,+1.37]).The same plots are also published in Ref. [2].
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Figure 8.9: Two-dimensional asymptotic observed and expected exclusion limits on inclusive nonres-onant HH production cross section in κt–c2 (a), κt–κλ (b) and κλ –c2 (c) planes. The fain dotted linesrepresent isocontours of theoretical cross section. The same plots are also published in Ref. [2].

In terms of sensitivity to SM HH signal, the multilepton and bbWW∗ [7] decay modesare right behind bbbb [227, 228], bbτ τ [232, 233] and bbγ γ [234, 235] channels, as seenfrom the ranking of CMS analyses in Fig. 8.10(a). Latest combinations of HH analyses byATLAS [249] and CMS [8] collaborations have placed observed (expected) upper limits onHH production cross section at 95% CL, which respectively amount to 2.4 (2.9) and 3.4(2.5) times the SM production rate. The combination of CMS analyses published in Ref. [8]includes the results presented in this document. Upper limits as a function of couplingmodifiers constrain κλ to [−0.4,+6.3] and [−1.2,+6.5] for an expectation of [−1.9,+7.5]and [−1.0,+6.3], and κ2V to [0.1, 2.0] and [0.7, 1.4] for an expectation of [0.0, 2.1] and
[0.7, 1.4]. As evidenced by Figure 8.10(b), the constraints on κλ set by the HH multileptonanalysis are fairly competitive compared to other CMS analyses, especially at high κλ , thusputting the HH multilepton analysis right behind themost sensitive bbτ τ [233], bbγ γ [235]and bbbb [228] analyses. However, the constraints on κ2V are not as stringent compared toother CMS analyses, as seen from Figure 8.10(c). Based on the combination of HH analysesperformed by the CMS collaboration, the hypothetical scenario where κ2V is zero while allother couplings are at their designated SM values is excluded at significance of 6.6σ [8],therefore confirming that coupling indeed exists in one way or another. The combinationof HH results provide the most stringent limits on nonresonant HH production as well ason κλ and κ2V to date.
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Figure 8.10: Asymptotic observed (blue hatch) and expected (black hatch) upper limits on inclusiveSM HH production cross section at 95% CL (a), and best fit value (black point) with corresponding CIsat 68% CL (solid line) for κλ (b) and κ2V (c), all extracted from the ML fits of the latest HH analysespublished by the CMS collaboration [466].
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The final set of results concerns resonant production of HH events. Four representativepost-fit distributions in the BDT output out of 266 (or 342 when counting the CRs) possiblepost-fit plots are shown in Fig. 8.11. The plots are compiled for the 3ℓ channel to demon-strate the trends since it has second largest event yields and decent sensitivity. As such,it appears that at high masses of spin-0 and spin-2 resonances (beyond 600GeV) a slightexcess in data events arises in the rightmost bins of the corresponding distributions, whileno such trends are observed at lower masses of the resonance. The same trends are alsopresent in the 2ℓSS+⩽ 1τ h channel. The excess appears in bins of the BDT distributionsthat are most sensitive to the resonant HH signal, and thus carries over to upper limitsas illustrated by Fig. 8.12. However, the perceived excess is not particularly significant, asits significance in spin-2 resonances at 750GeV mass point under background-only hy-pothesis where the excess is most pronounced amounts to 1.9σ , which persists at 1.5–2σlevel even beyond the 1TeV scale. This estimate is „local” in the sense that it does notaccount for the look-elsewhere effect [467], which would further dilute the ascertainedsignificance by considering the possibility that an excess could appear at any other masspoint, not specifically at the point that was tested. The sentiment that the mild excessat high mass ranges has no real significance is further supported by the fact that moresensitive HH analyses in bbbb [226], bbτ τ [232] and bbγ γ [234, 245] decay modes atequivalent luminosity place up to an order of magnitude lower limits at high mass regions.The reduced sensitivity to the resonant signal at higher masses is expected in this analysisbecause no efforts were made to tailor the analysis for boosted topologies. In particular, ithas been shown that the ID efficiency of individual τ h candidates drops by a factor of threein HH→ bbτ τ events if the scalar resonance producing the Higgs boson pair becomeshighly boosted [300]. Besides, none of the BDTs here were trained to include boostedsignal, which further degrades the sensitivity at high mass regions.Figure 8.12 concludes that resonant HH signals stronger than 1pb are excluded at
95% CL across the whole mass range. The limits are lower for high mass resonances,in the order of 200–300 fb at the tail end of 900–1000GeV, while expecting 80–100 fb.The obtained limits are equivalent to excluding energy scales of new physics lower than
2–6TeV depending on the mass of the hypothetical radions. Bulk gravitons of any massproduced at k̃ > 0.25 are also excluded at 95% CL. These results are comparable to thelimits extracted from the combination of most sensitive HH analyses performed on 2016data [248, 250]. Compared to the most recent CMS analyses, the HH multilepton analysisranks right behind the bbγ γ [245] and bbτ τ [244] (not displayed in Figure 8.13) analysesfor resonances below 500GeV. However, as the HH→ bbWW∗ analysis [7] becomes moresensitive to resonances with masses higher than 500GeV, the HH multilepton analysistakes fourth place in this ranking. The limits on spin-2 resonances are a bit lower overallcompared to spin-0 resonances. The phenomenon could be explained by Fig. 2.31, whichdemonstrates that the Higgs boson pairs stemming from graviton decays are more likelyto fly apart in the transverse plane than the Higgs boson pairs that originate from radiondecays. This in turn gives a higher chance for the decay products of gravitons to pass theanalysis cuts and thereby boost the corresponding signal acceptance over radions, as seenfrom their limits.
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Figure 8.11: Post-fit distributions in the output of BDTs in the 3ℓ channel that were trained torecognize HH resonances from spin-0 ((a) and (c)) and spin-2 ((b) and (d)) particles with invariantmasses of 300GeV ((a) and (b)) and 750GeV ((c) and (d)) each. Cross section of HH production viathe intermediate resonance is normalized to 1pb. The same plots are also published in Ref. [2] assupplementary material.
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Figure 8.12: Asymptotic observed and expected upper limits on resonant HH production cross sectionat 95% CL via the decay of spin-0 and spin-2 resonances for a range of resonant mass points between
250GeV and 1TeV, obtained for the combination of all analysis channels in (a) and (c), and for perindividual analysis channel in (b) and (d). The same plots are also published in Ref. [2].
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Figure 8.13: Comparison of observed and expected upper limits on resonant HH production crosssection via spin-0 (a) and spin-2 (b) resonances at 95% CL between various HH analyses published bythe CMS collaboration. The results of this analysis are shown in magenta. Both plots were publishedby Higgs Physics Analysis Group of CMS collaboration on their web site [466].
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Relative impact of NPs on the best fit signal rate in Table 6.1 and in Fig. 6.5 indicatesthat the most restricting factor of this analysis by far is the limited amount of recordeddata and simulated MC events, which is followed by the rather sizable uncertainties thatare associated with the fake background and the τ h ID. The lack of data events becomes
less important in the era of HL-LHC, as the ultimate goal of 3ab−1 of integrated luminosityshould reduce the statistical uncertainties by a factor of five. The increase in integratedluminosity should also directly benefit the fake background estimation, since the largeuncertainties on the extracted FRs arise mostly because of poor event yields in the MRs,especially at high pT .

However, more work is needed to address other limitations. For instance, it is notsufficient to generate additional MC samples to only match the current levels of effectiveevent statistics, but instead it is necessary to improve upon it. This would not only reducethe bin-by-bin uncertainties in the final results, but would also improve the performance ofthe BDTs by having more samples to train on. Another way of augmenting the training datawould be to create new training samples by making new copies of the existing data and ma-nipulating them in some manner, such as by adding noise to continuous observables [468],or by randomly boosting and rotating the events in accordance with Lorentz symmetries.The said transformations could be exploited to automatically generate novel input featuresfor the BDTs. This strategy has already been tried in the context of HH→ bbWW∗ analy-sis [7], in which the process of feature engineering was delegated to a special DNN [469].The production of MC samples for dominant irreducible backgrounds can be sped up bysimplifying the detector simulation [470], but not necessarily to the level of Delphes [471].Downside of this approach, though, is that one would then need to measure and applycustom data-to-MC SFs to these samples, which unnecessarily complicates the analysis.Alternatively, one could employ generative deep learning techniques to regress energyscale and resolution effects of the full-fledged simulation, given the generator-level observ-ables as input [472]. It would speed up the MC sample production immensely, because themost time-consuming step of the whole process — simulation of the detector response —would be replaced with the regression model, analogously to how regressing the MEMLRs with a DNN eliminates the resource-intensive task of numerical integration [10]. As forthe systematic uncertainties on the fake background, one viable option to reduce themwould be to use a likelihood-based method to estimate the fake background [473, 474],which was found to especially benefit analyses that are severely limited due to lack ofevents [475]. This method has been successfully utilized once by the ATLAS collaborationin ttZ production measurement in multilepton final states [447].
While the HH multilepton analysis presented here is already quite comprehensivein its scope, there are a few ways to broaden it. One possibility would be to improvethe sensitivity to the VBF HH signal. Steps in that direction have already been taken, aspreliminary attempts to separate it from the ggF HH signal in the 2ℓSS+⩽ 1τ h channelimproved the expected upper limits by a factor of four [476]. Constraints on κ2V could beimproved by choosing a different set of coupling scenarios for thematrix-based reweightingto reduce statistical uncertainties at extrapolated points in the coupling space, since thecurrent basis has mostly historic origins [201] and not optimized like how it was done in c2scans. Another option would be to complement the BSM coupling measurement by ananalogous measurement of the Wilson coefficients that have a particular relevance to theHH production. The most recent HH→ bbbb analysis by the ATLAS collaboration alreadyprovided first constraints on the SMEFT coefficients by studying the production rate ofggF HH process [227]. The idea that all possible EFT coupling scenarios give rise to a finitenumber of signal topologies could be explored to specifically study the VBF HH signal or

227



a BSM signal induced by nonrenormalizable operators. Resonant HH measurements inmultilepton final states could be extended beyond 1TeV, but there are no good argumentsto believe that it will improve the sensitivity to respective signals relative to other HHanalyses involving H→ bb decays. It might be worthwhile to explore resonant X→ YHproduction, though, especially if the second Higgs-like particle Y decays more often into apair of vector bosons or τ leptons as one would expect from a SM-like Higgs boson heavierthan 200GeV [143]
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9 Summary
The CMS experiment has delivered unprecedented amounts of proton-proton collisiondata at 13TeV c.o.m energy over the last three years of the LHC Run 2 data-taking period,which allows to probe rare processes and compare the results to SM expectations. In thiswork, signs of new physics are searched for in interactions involving the production of aHiggs boson in association with a pair of top quarks (ttH) or with a single top quark (tH),and in interactions involving the production of Higgs boson pairs (HH). The analyses areindependently performed in multilepton final states, in which multiple electrons, muons,and hadronically decaying τ leptons (τ h) result from Higgs boson decays into either vectorbosons (W, Z) or to τ leptons. The electrons and muons are commonly referred to as„leptons” (ℓ). The two analyses use common techniques to identify leptons, τ h and jets,estimate backgrounds and impose event selection requirements, but diverge in how thesignals are inferred and results interpreted. The phase spaces of either analysis are keptseparate with b tagging requirements, which are imposed in the ttH analysis, but invertedin the HH analysis. The analyses detailed in this document are combined with other Higgsboson analyses performed by the CMS collaboration, the results of which are published inRef. [8].

The primary objective of the ttH analysis is to ascertain plausible ranges of the topYukawa coupling, which quantifies the interaction strength between top quarks and Higgsbosons, and to measure the inclusive ttH production cross section, which provides directaccess to this coupling. Deviations from the SM are expressed in terms of the couplingmodifier κt , which is a multiplicative factor to the SM expectation for this coupling.
The analysis is performed in ten mutually exclusive channels based on the multiplicityand charges of the final state leptons and τ h. The event selection requirements are designedto maximize the sensitivity to the ttH and tH signal. Dominant irreducible contributionsto the most sensitive 2ℓSS, 3ℓ, and 2ℓSS+1τ h channels are due to the ttW(W) and ttZprocesses, whereas in all other subleading channels the signal is buried under enormousreducible backgrounds, apart from 3ℓ+1τ h and 4ℓ channels, which have very low eventyields. Another two CRs are implemented to constrain the modeling of the irreduciblediboson and ttZ backgrounds, which appear in most of the analysis channels. Reduciblebackgrounds that arise from an incorrectly measured electron charge (in the 2ℓSS and

2ℓSS+1τ h channels), or from jets that are misidentified as leptons or τ h are estimatedusing data-driven techniques, while the irreducible backgrounds are estimated from MCsimulation. The latter is corrected with SFs to improve the modeling of the data. Signalrates are extracted from an ML fit by analyzing the shape of distributions in the output ofBDTs and DNNs, which have been optimized to discriminate the ttH and tH signal frombackground processes by exploiting differences in event kinematics. A simplified controlanalysis based on the MEM LR and single invariant mass variables was performed as across-check to demonstrate that themachine learningmethods utilized in themain analysisindeed provide ultimate sensitivity to the signal at hand.
The ttH production cross section is measured to be 466+132

−112 fb. The measurement iscompatible with the theoretical SM cross section of 507.1 fb computed at NLO accuracyin pQCD. The observed statistical significance of this result under the background-onlyhypothesis amounts to 4.2σ for an expectation of 5.0σ . The measured tH production
cross section is compatible with the SM expectation, amounting to 5.7+4.1

−4.0 times the SMexpectation, but the result has much lower significance of 1.4σ (for an expectation of
0.3σ ) under the background-only hypothesis. The top Yukawa coupling is constrained tobe within−0.9 < κt <−0.7 or 0.7 < κt < 1.1 times the SM prediction at 95% CL. Similarconstraints are derived for a combination of κt and κV values, where κV refers to the
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multiplicative factor that parametrizes the deviations of the Higgs boson coupling to vectorbosons from the SM expectation. These results establish multilepton channels as one ofthe three major analyses that provide excellent sensitivity to the ttH and tH processes,and to the top Yukawa coupling. Future versions of the analysis can be broadened in scopeto accommodate differential cross section measurements, to study the CP phase of thetop Yukawa coupling, and to measure the Wilson coefficients arising from EFT extensionsof the SM.
The second part of this work covered the HH multilepton analysis. One of the mainaims in this analysis is to set upper limits on the HH production cross section and, basedon that, place constraints on Higgs boson self-coupling λ . The deviations of λ from theSM prediction are parametrized through the coupling modifier κλ . EFT extensions ofHH production via ggF encompass variations in κλ and κt , as well as the addition ofanother three nonrenormalizable couplings, including the c2 coupling, which representsthe contact interaction strength between Higgs boson pairs and top quark pairs. All possiblecombinations of those five couplings can generate up to twenty kinematic configurationsof the Higgs boson pair that are unique in terms of their invariant masses and angles.The Higgs boson pair could also arise from the decays of heavy even-spin resonances likeradions and gravitons.
The HH signal is searched in seven mutually exclusive multilepton channels, which aredefined based on the multiplicity and charges of the final state leptons and τ h. Each suchlepton and τ h is expected to originate from the HH decay modes to WW∗WW∗, WW∗τ τor τ τ τ τ . The analysis channels are complemented by two CRs enriched with dibosonbackgrounds, in order to constrain systematic uncertainties. The HH multilepton analysisrelies heavily on particle ID and background estimation methods that were developed oroptimized in the context of the ttH multilepton analysis. Much of the effort is investedinto training the BDTs to efficiently differentiate HH events from backgrounds. Threekinds of BDTs are trained: one for the case where the Higgs boson pair is created throughSM-like processes, and another two for the case where the Higgs boson pair is producedvia spin-0 and spin-2 resonances. The BDTs are parametrized by properties of the HH signalto enhance the number of events that is reserved for the training and thereby improvesensitivity to the said signal. Furthermore, a data augmentation strategy is implemented tomaximize the event statistics available for the statistical inference. Both of these techniqueshelp to combat the main limiting factor of the HH analysis, which is the lack of simulatedand recorded events.
As no HH signal was observed, an upper limit of 21.3 times the SM prediction wasplaced on HH production cross section at 95% CL, which is in agreement with an expectedlimit of 19.4 times the SM rate. Based on these results, the Higgs boson self-coupling isconstrained to bewithin the range−6.9< κλ < 11.1 times theSMexpectation. Likewise, c2is confined to the interval [−1.05,+1.48]. The cross sections for HH production in differentEFT scenarios range from 0.2 to 1.1pb at 95% CL. In case of resonant HH production, theupper limits extend from 1pb near the kinematic threshold of HH production to 0.2–

0.3pb for heavy resonances with invariant mass of about 1TeV. No noteworthy excessesover the SM expectation are observed in the data. With the adoption of more advancedmachine learning methods and data augmentation techniques, the substantial increase inthe amount of recorded data that is expected in upcoming years, it is certainly possiblethat the sensitivity to SM HH production can be reached by the end of LHC Run 3 operationin case the results of all ATLAS and CMS analyses of the different HH decay modes arecombined.
Unfortunately, no clear signs of new physics have been found from the LHC data since
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the discovery of the Higgs boson a decade ago. All results thus far indicate good compati-bility with the SM. Nevertheless, incredible progress has been made in the developmentof analysis techniques during the LHC Run 2 data-taking period, primarily thanks to the in-creased adoption of advanced machine learning techniques, but also because of a strongeremphasis on automating and streamlining the analysis efforts, which have made it possibleto deliver the results presented in this thesis. Hopefully, this effort will be continuallyimproved upon in the years to come.
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5.7 (a): Visualization of covariance matrix Σ that is estimated for parameters
c = (c0, c1)

T of the fit. The ellipsoidal contour corresponds to the parame-ter values where DM(c) = 1. Projections of the ellipse in parameter spacecoincide with their uncertainties, which can also be expressed as squareroot of the diagonal elements of Σ. Decorrelated variations of the bestfit parameters are obtained by projecting out either axis of the ellipse,or equivalently the components of either eigenvector of the covariancematrix times the square root of the respective eigenvalue. (b): Data-to-MCSFs of jet-to-τ h FRs for the Medium WP of Dτ hjet extracted from tt CR andparametrized by pT of the fake τ h candidate based on data collected in2017. The SFs (points) are regressed with a linear function, which is plottedfor the optimal choice of parameter values returned by the fit (red line),as well as for decorrelated variations of said parameters (dashed lines).Vertical error bars represent statistical uncertainties in data and MC addedin quadrature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
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6.9 Schematic for the strategy of parametrized BDT training, which was fol-lowed in nonresonant as well as in the resonant HH analysis. All eventsused for the training must be labeled by signal parameter θi, which couldeither be a JHEP04BM if the training is performed for nonresonant analysis,or mHH if the training is performed for resonant analysis. In practice, theBMs in nonresonant BDT are encoded by 13 exclusive boolean flags ofwhich one is set to true, whereas mHH of resonant training is representedby a single floating point variable. They are always supplied regardless ofhow they would rank among other training variables in terms of featureimportance. The BDT output tells on a scale from 0 to 1 how likely it is thata given event came from the HH signal process. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
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6.11 Demonstration of howan n-particleLIPS elementwith incoming 4-momentum
P̂ and outgoing 4-momenta {p̂i}n

i=1 can be partitioned into a j-particle andan (n− j+1)-particle LIPS element bymarginalizing over the 4-momentum
q̂ of some intermediate particle: dΠn(P̂; p̂1, . . . , p̂n) = dΠ j(q̂; p̂1, . . . , p̂ j)×
dΠn− j+1(P̂; q̂, p̂ j+1, . . . , p̂n)×(2π)3dq̂2. The intermediate 4-momentumcan be integrated out with Breit-Wigner trick, whereby Breit-Wigner prop-agator given by Eq. (2.22) and its inverse, π

mX ΓX
δ

2(q̂2−m2
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7.3 Post-fit distributions in the output of the DNN that was trained for the 2ℓSSchannel. Events selected in the SR of the 2ℓSS channel are subsequentlyclassified as ttH (a), tHq (b), ttW (c), or as other background (d) basedon whichever output node had the highest DNN score. They are furthercategorized as ee, eµ or µ µ based on the flavor of the selected twoleptons. The bins are sorted by the DNN output score in ascending orderper DNN output node. The same plots are also published in Ref. [1]. . . . . . . . 193
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7.10 Simultaneous likelihood scans of two POIs: µttH–µtH (a), µttH–µttW (b),
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Abstract
Measurement of Higgs Boson Couplings in Final States Featuring
Multiple Leptons and Hadronic τ Decay Products
The discovery of the Higgs boson in 2012 completed the experimental unification of thestandard model (SM) as it was formulated many decades prior. Although the SM providesan excellent description of the elementary building blocks of the universe, it still remainsincompatible with amodern theory of gravity and fails to explain the presence of additional„dark” matter inferred from astronomical observations. To make progress on these matters,the SM must be thoroughly tested and repeatedly verified in the hopes that someday adiscrepancy is found between the SM predictions and the experimental data. Given thatthe SM is expected to fall apart in conditions similar to the earliest stages of the universe,signs of new physics are searched for in particle collision experiments at very high energiesto replicate the environment of the early universe as closely as possible.

This thesis presents the searches for two types of scattering processes, which areexpected to occur in these high energy particle collisions: Higgs boson production inassociation with a single top quark (tH) or with a pair pair of top quarks (ttH), and theproduction of Higgs boson pairs (HH). The ttH and tH processes provide direct accessto the top Yukawa coupling, which quantifies the interaction strength between Higgsbosons and top quarks, whereas HH production allows to probe Higgs boson self-coupling.Plausible numerical values of those couplings are inferred from the measured productionrates of the corresponding signal processes. The measurement is based on analyzing datathat has been recorded by the CMS experiment at a center-of-momentum energy of 13TeVduring the Run 2 data-taking period of the LHC in the years of 2016 to 2018.
The ttH and HH production is analyzed in final states that feature multiple electrons(e), muons (µ ) and hadronically decaying τ leptons (τ h), to complement analogous mea-surements in other final states. The e, µ and τ h are expected to arise from Higgs bosondecays into pairs of vector bosons and pairs of τ leptons. Although multilepton final statesoffer a relatively clean experimental environment for studying ttH and HH productioncompared to other decay modes, they considerably limit the amount of data that would beavailable for the measurements. To overcome these challenges, the signals are searchedfor in multiple analysis channels, which are defined based on the multiplicity and chargesof final state particles. The sensitivity for the signal is improved with multivariate analysistechniques and machine learning methods.
The ttH and tH production rates are measured to be 0.92+0.17

−0.13(syst)±0.19(stat) and
5.7±3.0(syst)+2.8

−2.7(stat) times the SM prediction, respectively. The statistical significanceof the ttH signal over the background-only hypothesis amounts to 4.2σ . The top Yukawacoupling is constrained to the range [−0.9,−0.7]∪ [0.7, 1.1] times the SM prediction, witha slight preference towards positive values of the coupling. These results represent themost stringent constraints on the top Yukawa coupling set by any individual ttH analysis todate and establish multilepton channels as among the leading decay modes in terms ofsensitivity.
As no HH signal has been observed yet, an upper limit of 21.3 times the SM prediction isplaced on the HH production rate. Upper limits are also set on a range of physics scenariosthat arise from effective field theory extensions of the SM, as well as on physics modelswhere the two Higgs bosons result from the decays of a yet unknown spin-0 or spin-2particle with a mass anywhere between 250 and 1000GeV. The Higgs boson self-couplingis constrained to [−6.9, 11.1] times the SM prediction. All results are compatible with theSM expectation. No significant excesses of the data over the SM expectation are observed.
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While the results on HH production are not the most stringent compared to other HHdecay modes, every analysis channel that improves the overall sensitivity to the HH signalwill help when the results of different HH analyses are interpreted in combination.
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Kokkuvõte
Higgsi bosoni seoseparameetrite mõõtmine mitmeid leptoneid
ja hadronilisi τ laguprodukte sisaldavates lõppolekutes
Higgsi bosoni avastus 2012. aastal kuulutas ühtlasi ka standardmudeli valmimist, milleesmased sugemed ulatuvad poole sajandi tagusesse aega. Olgugi et tegu on seni parimateooriaga, mis kirjeldab Universumi kõige fundamentaalsemaid osakesi, jääb sellest siiskiväheks, kuna ta ei ühildu täielikult üldrelatiivsusteooriaga ega suuda selgitada tumeaine ole-must, mille kohta on leitud kaudseid tõendeid mitmetest sõltumatutest astronoomilistestvaatlustest. Et tagada mingigi progress nende probleemide lahendamise suunas, peab stan-dardmudelit põhjalikult ja korduvalt testima lootuses, et leitakse ebakõla standardmudelennustuse ja empiiriliste andmete vahel. Kuna kõigi eelduste kohaselt peaks standardmudeloma kehtivuse kaotama tingimustes, mis on väga sarnased varajasele Universumile, siisüritatakse uue füüsika jälgi leida eksperimentides, kus osakesi põrgatatakse kokku vägakõrgetel energiatel, et esile kutsuda hajuvusprotsesse sarnaselt varajasele Universumile.Käesolev doktoritöö uurib kahte sellist hajuvusprotsessi: Higgsi bosoni tekkimine ühetipukvargiga (tH) või tipukvargi paariga (ttH) ning Higgsi bosoni paaride teke (HH). Prot-sessid ttH ja tH võimaldavad otseselt mõõta Yukawa seoseparameetrit, mis määratlebinteraktsiooni tugevust Higgsi bosoni ja tipukvarkide vahel, samas kui HH annab ligipääsuHiggsi bosoni eneseinteraktsiooni seoseparameetrile. Seoseparameetrite võimalikud väär-tused ekstraheeritakse vastavate tekkeprotsesside ristlõigetest. Nende mõõtmised teostatiseni kõige suuremahulisema andmestiku peal, mida CMS-i detektor kogus aastatel 2016–2018. Analüüsitavad andmed on toodetud Suur Hadronite Põrgutiga (LHC), mis kiirendabprootonid energiale 6.5TeV ning seejärel põrgatab nad iga 25ns tagant detektori keskmes.Kõnealuseid protsesse otsitakse lõppolekutes, milles esineb mitu müüonit, elektroni jahadronilist τ leptoni laguprodukti. Nimetatud osakesed pärinevad eeldatavasti Higgsi boso-ni lagunemisest vektor-bosonite või τ leptonite kaudu. Antud uuringud on komplementaar-sed analoogsetele otsingutele muudes signaali lagunemiskanalites. Kuigi multileptonilisedlõppolekud on võrdlemisi kergesti tuvastatavad, jääb andmetes paraku signaali väga väheks.Et üle saada nendest takistustest, uuritakse multileptonilisi lõppolekuid spetsiifilistes kana-lites, mida defineeritakse nende arvukuse ja elektrilise laengu põhjal. Tundlikkust signaalisuhtes võimendatakse erinevate mitmemõõtmelise analüüsi ja masinõppe meetoditega.Protsesside ttH ja tH tekkeristlõikeks standardmudeli suhtesmõõdeti vastavalt 0.92+0.17

−0.13

(süst)±0.19(stat) ja 5.7±3.0(süst)+2.8
−2.7(stat). Esimesele mõõtetulemusele leiti statiliseksolulisuseks 4.2σ . Tipukvarkide ja Higgsi bosoni vaheline seoseparameeter standardmudelisuhtes piiritleti vahemikku [−0.9,−0.7]∪ [0.7, 1.1], ent kerge eelistus on pigem positiiv-sete väärtuste poolel. Tegu on seni kõige täpsema mõõtetulemusega multileptonilisteslõppolekutes, mis ühtlasi demonstreerib antud analüüsi tähtsust ttH protsessi mõõtmises.Kuna HH signaali pole seni tuvastatud, siis seati selle tekkeristlõikele ülempiir, mis onvõrdne 21.3-kordse standardmudeli poolt ennustatav tekkeristlõikega. Ristlõike ülempiireseati lisaks veel hüpoteetilistele stsenaariumitele, mis laiendavad standardmudelit efektiiv-se väljateooriaga või ennustavad uusi spinn-0 ja spinn-2 osakesi massiga 250–1000GeV,mis Higgsi bosoni paariks laguneb. Higgsi bosoni eneseinteraktsiooni parameeter standard-mudeli suhtes piiritleti vahemikku [−6.9, 11.1]. Kõik seninähtud tulemused on kooskõlasstandardmudeli ennustusega 95-protsendilisel usaldusnivool ning statiliselt olulisi ülejääkeandmetest ei leitud. Ehkki tegu pole just kõige tundlikuma analüüsiga võrreldes mõne teiselagunemiskanaliga, omab HH uurimine igas võimalikus kanalis mõtet vähemalt seni, kunisee protsess on jätkuvalt avastamata.
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Abstract The rate for Higgs (H) bosons production in asso-
ciation with either one (tH) or two (ttH) top quarks is mea-
sured in final states containing multiple electrons, muons,
or tau leptons decaying to hadrons and a neutrino, using
proton–proton collisions recorded at a center-of-mass energy
of 13 TeV by the CMS experiment. The analyzed data cor-
respond to an integrated luminosity of 137 fb−1. The anal-
ysis is aimed at events that contain H → WW, H → ττ,
or H → ZZ decays and each of the top quark(s) decays
either to lepton+jets or all-jet channels. Sensitivity to sig-
nal is maximized by including ten signatures in the analysis,
depending on the lepton multiplicity. The separation among
tH, ttH, and the backgrounds is enhanced through machine-
learning techniques and matrix-element methods. The mea-
sured production rates for the ttH and tH signals correspond
to 0.92±0.19 (stat)+0.17

−0.13 (syst) and 5.7±2.7 (stat)±3.0 (syst)
of their respective standard model (SM) expectations. The
corresponding observed (expected) significance amounts to
4.7 (5.2) standard deviations for ttH, and to 1.4 (0.3) for tH
production. Assuming that the Higgs boson coupling to the
tau lepton is equal in strength to its expectation in the SM, the
coupling yt of the Higgs boson to the top quark divided by
its SM expectation, κt = yt/ySM

t , is constrained to be within
−0.9 < κt < −0.7 or 0.7 < κt < 1.1, at 95% confidence
level. This result is the most sensitive measurement of the
ttH production rate to date.

1 Introduction

The discovery of a Higgs (H) boson by the ATLAS and CMS
experiments at the CERN LHC [1–3] opened a new field for
exploration in the realm of particle physics. Detailed mea-
surements of the properties of this new particle are important
to ascertain if the discovered resonance is indeed the Higgs
boson predicted by the standard model (SM) [4–7]. In the SM,

� e-mail: cms-publication-committee-chair@cern.ch

the Yukawa coupling yf of the Higgs boson to fermions is pro-
portional to the mass mf of the fermion, namely yf = mf/v,
where v = 246 GeV denotes the vacuum expectation value of
the Higgs field. With a mass of mt = 172.76±0.30 GeV [8],
the top quark is by far the heaviest fermion known to date,
and its Yukawa coupling is of order unity. The large mass of
the top quark may indicate that it plays a special role in the
mechanism of electroweak symmetry breaking [9–11]. Devi-
ations of yt from the SM prediction of mt/v would indicate
the presence of physics beyond the SM.

The measurement of the Higgs boson production rate in
association with a top quark pair (ttH) provides a model-
independent determination of the magnitude of yt , but not
of its sign. The sign of yt is determined from the associ-
ated production of a Higgs boson with a single top quark
(tH). Leading-order (LO) Feynman diagrams for ttH and tH
production are shown in Figs. 1 and 2, respectively. The dia-
grams for tH production are separated into three contribu-
tions: the t-channel (tHq) and the s-channel, that proceed via
the exchange of a virtual W boson, and the associated pro-
duction of a Higgs boson with a single top quark and a W
boson (tHW). The interference between the diagrams where
the Higgs boson couples to the top quark (Fig. 2 upper and
lower left), and those where the Higgs boson couples to the
W boson (Fig. 2 upper and lower right) is destructive when
yt and gW have the same sign, where the latter denotes the
coupling of the Higgs boson to the W boson. This reduces
the tH cross section and influences the kinematical proper-
ties of the event as a function of yt and gW. The interference
becomes constructive when the coupling of the gW and yt

have opposite signs, causing an increase in the cross section
of up to one order of magnitude. This is referred to as inverted
top quark coupling.

Indirect constraints on the magnitude of yt are obtained
from the rate of Higgs boson production via gluon fusion and
from the decay rate of Higgs bosons to photon pairs [12],
where in both cases, yt enters through top quark loops. The
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Fig. 1 Feynman diagrams at LO for ttH production

H → γγ decay rate also provides sensitivity to the sign of
yt [13], as does the rate for associated production of a Higgs
boson with a Z boson [14]. The measured rates of these pro-
cesses suggest that the Higgs boson coupling to top quarks is
SM-like. However, contributions from non-SM particles to
these loops can compensate, and therefore mask, deviations
of yt from its SM value. A model-independent direct mea-
surement of the top quark Yukawa coupling in ttH and tH
production is therefore very important. The comparison of
the magnitude and sign of yt obtained from the measurement
of the ttH and tH production rates, where yt enters at low-
est “tree” level, with the value of yt obtained from processes
where yt enters via loop contributions can provide evidence
about such contributions.

This manuscript presents the measurement of the ttH
and tH production rates in final states containing multiple
electrons, muons, or τ leptons that decay to hadrons and a
neutrino (τh). In the following, we refer to τh as “hadron-
ically decaying τ”. We also refer to electrons and muons
collectively as “leptons” (�). The measurement is based on
data recorded by the CMS experiment in pp collisions at

√
s = 13 TeV during Run 2 of the LHC, that corresponds to

an integrated luminosity of 137 fb−1.
The associated production of Higgs bosons with top quark

pairs was previously studied by the ATLAS and CMS exper-
iments, with up to 24.8 fb−1 of data recorded at

√
s = 7

and 8 TeV during LHC Run 1 [15–19], and up to 79.8 fb−1

of data recorded at
√
s = 13 TeV during LHC Run 2 [20–

26]. The combined analysis of data recorded at
√
s = 7, 8,

and 13 TeV resulted in the observation of ttH production by
CMS and ATLAS [27,28]. The production of Higgs bosons
in association with a single top quark was also studied using
the data recorded during LHC Run 1 [29] and Run 2 [30,31].
These analyses covered Higgs boson decays to bb, γγ, WW,
ZZ, and ττ.

The measurement of the ttH and tH production rates pre-
sented in this manuscript constitutes their first simultane-
ous analysis in this channel. This approach is motivated by
the high degree of overlap between the experimental signa-
tures of both production processes and takes into account the
dependence of the ttH and tH production rates as a func-
tion of yt . Compared to previous work [23], the sensitivity
of the present analysis is enhanced by improvements in the
identification of τh decays and of jets originating from the
hadronization of bottom quarks, as well as by performing
the analysis in four additional experimental signatures, also
referred to as analysis channels, that add up to a total of ten.
The signatures involve Higgs boson decays to WW, ττ, and
ZZ, and are defined according to the lepton and τh multiplic-
ities in the events. Some of them require leptons to have the
same (opposite) sign of electrical charge and are therefore
referred to as SS (OS). The signatures 2�SS+0τh, 3�+0τh,
2�SS + 1τh, 2�OS + 1τh, 1� + 2τh, 4� + 0τh, 3� + 1τh, and
2� + 2τh target events where at least one top quark decays
via t → bW+ → b�+ν�, whereas the signatures 1� + 1τh

and 0� + 2τh target events where all top quarks decay via
t → bW+ → bqq′. We refer to the first and latter top
quark decay signatures as semi-leptonically and hadronically
decaying top quarks, respectively. Here and in the follow-
ing, the term top quark includes the corresponding charge-
conjugate decays of top antiquarks. As in previous analyses,
the separation of the ttH and tH signals from backgrounds is
improved through machine-learning techniques, specifically
boosted decision trees (BDTs) and artificial neural networks
(ANNs) [32–34], and through the matrix-element method
[35,36]. Machine-learning techniques are also employed to
improve the separation between the ttH and tH signals. We
use the measured ttH and tH production rates to set limits on
the magnitude and sign of yt .

This paper is organized as follows. After briefly describ-
ing the CMS detector in Sect. 2, we proceed to discuss the
data and simulated events used in the measurement in Sect. 3.
Section 4 covers the object reconstruction and selection from
signals recorded in the detector, while Sect. 5 describes the
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Fig. 2 Feynman diagrams at LO for tH production via the t-channel
(tHq in upper left and upper right) and s-channel (middle) processes,
and for associated production of a Higgs boson with a single top quark

and a W boson (tHW in lower left and lower right). The tHq and tHW
production processes are shown for the five-flavor scheme

selection criteria applied to events in the analysis. These
events are grouped in categories, defined in Sect. 6, while the
estimation of background contributions in these categories is
described in Sect. 7. The systematic uncertainties affecting
the measurements are given in Sect. 8, and the statistical anal-
ysis and the results of the measurements in Sect. 9. We end
the paper with a brief summary in Sect. 10.

2 The CMS detector

The central feature of the CMS apparatus is a supercon-
ducting solenoid of 6 m internal diameter, providing a mag-
netic field of 3.8 T. A silicon pixel and strip tracker, a lead
tungstate crystal electromagnetic calorimeter (ECAL), and a
brass and scintillator hadron calorimeter (HCAL), each com-
posed of a barrel and two endcap sections, are positioned
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within the solenoid volume. The silicon tracker measures
charged particles within the pseudorapidity range |η| < 2.5.
The ECAL is a fine-grained hermetic calorimeter with quasi-
projective geometry, and is segmented into the barrel region
of |η| < 1.48 and in two endcaps that extend up to |η| < 3.0.
The HCAL barrel and endcaps similarly cover the region
|η| < 3.0. Forward calorimeters extend the coverage up to
|η| < 5.0. Muons are measured and identified in the range
|η| < 2.4 by gas-ionization detectors embedded in the steel
flux-return yoke outside the solenoid. A two-level trigger
system [37] is used to reduce the rate of recorded events to a
level suitable for data acquisition and storage. The first level
of the CMS trigger system, composed of custom hardware
processors, uses information from the calorimeters and muon
detectors to select the most interesting events with a latency of
4 μs. The high-level trigger processor farm further decreases
the event rate from around 100 kHz to about 1 kHz. Details of
the CMS detector and its performance, together with a defi-
nition of the coordinate system and the kinematic variables
used in the analysis, are reported in Ref. [38].

3 Data samples and Monte Carlo simulation

The analysis uses pp collision data recorded at
√
s = 13 TeV

at the LHC during 2016-2018. Only the data-taking periods
during which the CMS detector was fully operational are
included in the analysis. The total integrated luminosity of
the analyzed data set amounts to 137 fb−1, of which 35.9
[39], 41.5 [40], and 59.7 [41] fb−1 have been recorded in
2016, 2017, and 2018, respectively.

The event samples produced via Monte Carlo (MC) sim-
ulation are used for the purpose of calculating selection effi-
ciencies for the ttH and tH signals, estimating background
contributions, and training machine-learning algorithms. The
contribution from ttH signal and the backgrounds arising
from tt production in association with W and Z bosons (ttW,
ttZ), from triboson (WWW, WWZ, WZZ, ZZZ, WZγ) pro-
duction, as well as from the production of four top quarks
(tttt) are generated at next-to-LO (NLO) accuracy in per-
turbative quantum chromodynamics (pQCD) making use of
the program MadGraph5_amc@nlo 2.2.2 or 2.3.3 [42–
45], whereas the tH signal and the ttγ, ttγ∗, tZ, ttWW,
W+jets, Drell–Yan (DY), Wγ, and Zγ backgrounds are gen-
erated at LO accuracy using the same program. The symbols
γ∗ and γ are employed to distinguish virtual photons from
the real ones. The event samples with virtual photons also
include contributions from virtual Z bosons. The DY pro-
duction of electron, muon, and τ lepton pairs are referred
to as Z/γ∗ → ee, Z/γ∗ → μμ, and Z/γ∗ → ττ, respec-
tively. The modeling of the ttW background includes addi-
tional αSα3 electroweak corrections [46,47], simulated using
MadGraph5_amc@nlo. The NLO program powheg v2.0

[48–50] is used to simulate the backgrounds arising from
tt+jets, tW, and diboson (W±W∓, WZ, ZZ) production, and
from the production of single top quarks, and from SM Higgs
boson production via gluon fusion (ggH) and vector boson
fusion (qqH) processes, and from the production of SM Higgs
bosons in association with W and Z bosons (WH, ZH) and
with W and Z bosons along with a pair of top quarks (ttWH,
ttZH). The modeling of the top quark transverse momentum
(pT) distribution of tt+jets events simulated with the pro-
gram powheg is improved by reweighting the events to the
differential cross section computed at next-to-NLO (NNLO)
accuracy in pQCD, including electroweak corrections com-
puted at NLO accuracy [51]. We refer to the sum of WH plus
ZH contributions by using the symbol VH and to the sum
of ttWH plus ttZH contributions by using the symbol ttVH.
The SM production of Higgs boson pairs or a Higgs boson
in association with a pair of b quarks is not considered as a
background to this analysis, because its impact on the event
yields in all categories is found to be negligible. The pro-
duction of same-sign W pairs (SSW) is simulated using the
program MadGraph5_amc@nlo in LO accuracy, except
for the contribution from double-parton interactions, which
is simulated with pythia v8.2 [52] (referred to as pythia

hereafter). The NNPDF3.0LO (NNPDF3.0NLO) [53–55] set
of parton distribution functions (PDF) is used for the simu-
lation of LO (NLO) 2016 samples, while NNPDF3.1 NNLO
[56] is used for 2017 and 2018 LO and NLO samples.

Different flavor schemes are chosen to simulate the tHq
and tHW processes. In the five-flavor scheme (5 FS), bot-
tom quarks are considered as sea quarks of the proton and
may appear in the initial state of proton–proton (pp) scatter-
ing processes, as opposed to the four-flavor scheme (4 FS),
where only up, down, strange, and charm quarks are consid-
ered as valence or sea quarks of the proton, whereas bottom
quarks are produced by gluon splitting at the matrix-element
level, and therefore appear only in the final state [57]. In the
5 FS the distinction of tHq, s-channel, and tHW contribu-
tions to tH production is well-defined up to NLO, whereas at
higher orders in perturbation theory the tHq and s-channel
production processes start to interfere and can no longer be
uniquely separated [58]. Similarly, in the same regime the
tHW process starts to interfere with ttH production at NLO.
In the 4 FS, the separation among the tHq, s-channel, and
tHW (if the W boson decays hadronically) processes holds
only up to LO, and the tHW process starts to interfere with
ttH production already at tree level [58].

The tHq process is simulated at LO in the 4 FS and the
tHW process in the 5 FS, so that interference contributions of
latter with ttH production are not present in the simulation.
The contribution from s-channel tH production is negligible
and is not considered in this analysis.

Parton showering, hadronization, and the underlying event
are modeled using pythia with the tune CP5, CUETP8M1,
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CUETP8M2, or CUETP8M2T4 [59–61], depending on the
dataset, as are the decays of τ leptons, including polarization
effects. The matching of matrix elements to parton showers
is done using the MLM scheme [42] for the LO samples
and the FxFx scheme [44] for the samples simulated at NLO
accuracy.

The modeling of the ttH and tH signals, as well as of
the backgrounds, is improved by normalizing the simulated
event samples to cross sections computed at higher order in
pQCD. The cross section for tH production is computed in
the 5 FS. The SM cross section for tHq production has been
computed at NLO accuracy in pQCD as 74.3 fb [62], and the
SM cross section for ttH production has been computed at
NLO accuracy in pQCD as 506.5 fb with electroweak cor-
rections calculated at the same order in perturbation theory
[62]. Both cross sections are computed for pp collisions at√
s = 13 TeV. The tHW cross section is computed to be

15.2 fb at NLO in the 5 FS, using the DR2 scheme [63] to
remove overlapping contributions between the tHW process
and ttH production. The cross sections for tt+jets, W+jets,
DY, and diboson production are computed at NNLO accuracy
[64–66].

Event samples containing Higgs bosons are normalized
using the SM cross sections published in Ref. [62]. Event
samples of ttZ production are normalized to the cross sec-
tions published in Ref. [62], while ttW simulated samples
are normalized to the cross section published in the same
reference increased by the contribution from the αSα3 elec-
troweak corrections [46,47]. The SM cross sections for the
ttH and tH signals and for the most relevant background pro-
cesses are given in Table 1.

The ttH and tH samples are produced assuming all cou-
plings of the Higgs boson have the values expected in the
SM. The variation in kinematical properties of tH signal
events, which stem from the interference of the diagrams
in Fig. 2 described in Sect. 1, for values of yt and gW that
differ from the SM expectation, is accounted for by apply-
ing weights calculated for each tH signal event with Mad-

Graph5_amc@nlo, following the approach suggested in
[67,68]. No such reweighting is necessary for the ttH signal,
because any variation of yt would only affect the inclusive
cross section for ttH production, which increases propor-
tional to y2

t , leaving the kinematical properties of ttH signal
events unaltered.

The presence of simultaneous pp collisions in the same or
nearby bunch crossings, referred to as pileup (PU), is mod-
eled by superimposing inelastic pp interactions, simulated
using pythia, to all MC events. Simulated events are weighed
so the PU distribution of simulated samples matches the one
observed in the data.

All MC events are passed through a detailed simulation
of the CMS apparatus, based on Geant4 [69,70], and are

processed using the same version of the CMS event recon-
struction software used for the data.

Simulated events are corrected by means of weights or by
varying the relevant quantities to account for residual differ-
ences between data and simulation. These differences arise
in: trigger efficiencies; reconstruction and identification effi-
ciencies for electrons, muons, and τh; the energy scale of
τh and jets; the efficiency to identify jets originating from
the hadronization of bottom quarks and the corresponding
misidentification rates for light-quark and gluon jets; and
the resolution in missing transverse momentum. The cor-
rections are typically at the level of a few percent [71–75].
They are measured using a variety of SM processes, such as
Z/γ∗ → ee, Z/γ∗ → μμ, Z/γ∗ → ττ, tt+jets, and γ+jets
production.

4 Event reconstruction

The CMS particle-flow (PF) algorithm [76] provides a global
event description that optimally combines the information
from all subdetectors, to reconstruct and identify all indi-
vidual particles in the event. The particles are subsequently
classified into five mutually exclusive categories: electrons,
muons, photons, and charged and neutral hadrons.

Electrons are reconstructed combining the information
from tracker and ECAL [77] and are required to satisfy
pT > 7 GeV and |η| < 2.5. Their identification is based
on a multivariate (MVA) algorithm that combines observ-
ables sensitive to: the matching of measurements of the elec-
tron energy and direction obtained from the tracker and the
calorimeter; the compactness of the electron cluster; and
the bremsstrahlung emitted along the electron trajectory.
Electron candidates resulting from photon conversions are
removed by requiring that the track has no missing hits in the
innermost layers of the silicon tracker and by vetoing candi-
dates that are matched to a reconstructed conversion vertex.
In the 2�SS + 0τh and 2�SS + 1τh channels (see Sect. 5 for
channel definitions), we apply further electron selection cri-
teria that demand the consistency among three independent
measurements of the electron charge, described as “selective
algorithm” in Ref. [77].

The reconstruction of muons is based on linking track seg-
ments reconstructed in the silicon tracker to hits in the muon
detectors that are embedded in the steel flux-return yoke [78].
The quality of the spatial matching between the individual
measurements in the tracker and in the muon detectors is
used to discriminate genuine muons from hadrons punch-
ing through the calorimeters and from muons produced by
in-flight decays of kaons and pions. Muons selected in the
analysis are required to have pT > 5 GeV and |η| < 2.4. For
events selected in the 2�SS + 0τh and 2�SS + 1τh channels,
the relative uncertainty in the curvature of the muon track is
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Table 1 Standard model cross sections for the ttH and tH signals as well as for the most relevant background processes. The cross sections are
quoted for pp collisions at

√
s = 13 TeV. The quoted value for DY production includes a generator-level requirement of mZ/γ∗ > 50 GeV

Process Cross section (fb) Process Cross section (fb)

ttH 507 [62] ttZ 839 [62]

tHq 74.3 [62] ttW 650 [46,47,62]

tHW 15.2 [63] ttWW 6.98 [45]

ggH 4.86 × 104 [62] tt+jets 8.33 × 105 [65]

qqH 3.78 × 103 [62] DY 6.11 × 107 [64]

WH 1.37 × 103 [62] WW 1.19 × 105 [64]

ZH 884 [62] WZ 4.50 × 104 [64]

ZZ 1.69 × 104 [64]

required to be less than 20% to ensure a high-quality charge
measurement.

The electrons and muons satisfying the aforementioned
selection criteria are referred to as “loose leptons” in the
following. Additional selection criteria are applied to dis-
criminate electrons and muons produced in decays of W and
Z bosons and leptonic τ decays (“prompt”) from electrons
and muons produced in decays of b hadrons (“nonprompt”).
The removal of nonprompt leptons reduces, in particular, the
background arising from tt+jets production. To maximally
exploit the information available in each event, we use MVA
discriminants that take as input the charged and neutral par-
ticles reconstructed in a cone around the lepton direction
besides the observables related to the lepton itself. The jet
reconstruction and b tagging algorithms are applied, and the
resulting reconstructed jets are used as additional inputs to
the MVA. In particular, the ratio of the lepton pT to the recon-
structed jet pT and the component of the lepton momentum
in a direction perpendicular to the jet direction are found to
enhance the separation of prompt leptons from leptons orig-
inating from b hadron decays, complementing more conven-
tional observables such as the relative isolation of the lepton,
calculated in a variable cone size depending on the lepton pT

[79,80], and the longitudinal and transverse impact param-
eters of the lepton trajectory with respect to the primary pp
interaction vertex. Electrons and muons passing a selection
on the MVA discriminants are referred to as “tight leptons”.

Because of the presence of PU, the primary pp interac-
tion vertex typically needs to be chosen among the several
vertex candidates that are reconstructed in each pp collision
event. The candidate vertex with the largest value of summed
physics-object p2

T is taken to be the primary pp interaction
vertex. The physics objects are the jets, clustered using the jet
finding algorithm [81,82] with the tracks assigned to candi-
date vertices as inputs, and the associated missing transverse
momentum, taken as the negative vector sum of the pT of
those jets.

While leptonic decay products of τ leptons are selected
by the algorithms described above, hadronic decays are
reconstructed and identified by the “hadrons-plus-strips”
(HPS) algorithm [74]. The algorithm is based on recon-
structing individual hadronic decay modes of the τ lep-
ton: τ− → h−ντ, τ− → h−π0ντ, τ− → h−π0π0ντ,
τ− → h−h+h−ντ, τ− → h−h+h−π0ντ, and all the charge-
conjugate decays, where the symbols h− and h+ denotes
either a charged pion or a charged kaon. The photons result-
ing from the decay of neutral pions that are produced in the τ

decay have a sizeable probability to convert into an electron-
positron pair when traversing the silicon tracker. The conver-
sions cause a broadening of energy deposits in the ECAL,
since the electrons and positrons produced in these conver-
sions are bent in opposite azimuthal directions by the mag-
netic field and may also emit bremsstrahlung photons. The
HPS algorithm accounts for this broadening when it recon-
structs the neutral pions, by means of clustering photons and
electrons in rectangular strips that are narrow in η but wide
in φ. The subsequent identification of τh candidates is per-
formed by the “DeepTau” algorithm [83]. The algorithm is
based on a convolutional ANN [84], using as input a set
of 42 high-level observables in combination with low-level
information obtained from the silicon tracker, the electro-
magnetic and hadronic calorimeters, and the muon detec-
tors. The high-level observables comprise the pT, η, φ, and
mass of the τh candidate; the reconstructed τh decay mode;
observables that quantify the isolation of the τh with respect
to charged and neutral particles; as well as observables that
provide sensitivity to the small distance that a τ lepton typ-
ically traverses between its production and decay. The low-
level information quantifies the particle activity within two
η×φ grids, an “inner” grid of size 0.2×0.2, filled with cells
of size 0.02 × 0.02, and an “outer” grid of size 0.5 × 0.5
(partially overlapping with the inner grid) and cells of size
0.05×0.05. Both grids are centered on the direction of the τh

candidate. The τh considered in the analysis are required to
have pT > 20 GeV and |η| < 2.3 and to pass a selection on
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the output of the convolutional ANN. The selection differs
by analysis channel, targeting different efficiency and purity
levels. We refer to these as the very loose, loose, medium, and
tight τh selections, depending on the requirement imposed on
the ANN output.

Jets are reconstructed using the anti-kT algorithm [81,82]
with a distance parameter of 0.4 and with the particles recon-
structed by the PF algorithm as inputs. Charged hadrons asso-
ciated with PU vertices are excluded from the clustering. The
energy of the reconstructed jets is corrected for residual PU
effects using the method described in Refs. [85,86] and cal-
ibrated as a function of jet pT and η [72]. The jets consid-
ered in the analysis are required to: satisfy pT > 25 GeV
and |η| < 5.0; pass identification criteria that reject spuri-
ous jets arising from calorimeter noise [87]; and not over-
lap with any identified electron, muon or hadronic τ within
ΔR =

√
(Δη)2 + (Δφ)2 < 0.4. We tighten the requirement

on the transverse momentum to the condition pT > 60 GeV
for jets reconstructed within the range 2.7 < |η| < 3.0,
to further reduce the effect of calorimeter noise, which is
sizeable in this detector region. Jets passing these selection
criteria are then categorized into central and forward jets,
the former satisfying the condition |η| < 2.4 and the latter
2.4 < |η| < 5.0. The presence of a high-pT forward jet in
the event is a characteristic signature of tH production in the
t-channel and is used to separate the ttH from the tH process
in the signal extraction stage of the analysis.

Jets reconstructed within the region |η| < 2.4 and origi-
nating from the hadronization of bottom quarks are denoted
as b jets and identified by the DeepJet algorithm [88]. The
algorithm exploits observables related to the long lifetime of
b hadrons as well as to the higher particle multiplicity and
mass of b jets compared to light-quark and gluon jets. The
properties of charged and neutral particle constituents of the
jet, as well as of secondary vertices reconstructed within the
jet, are used as inputs to a convolutional ANN. Two different
selections on the output of the algorithm are employed in the
analysis, corresponding to b jet selection efficiencies of 84
(“loose”) and 70% (“tight”). The respective mistag rates for
light-quark and gluon jets (c jet) are 11 and 1.1% (50% and
15%).

The missing transverse momentum vector, denoted by the
symbol �pmiss

T , is computed as the negative of the vector pT

sum of all particles reconstructed by the PF algorithm. The
magnitude of this vector is denoted by the symbol pmiss

T .
The analysis employs a linear discriminant, denoted by the
symbol LD, to remove backgrounds in which the recon-
structed pmiss

T arises from resolution effects. The discrimi-
nant also reduces PU effects and is defined by the relation
LD = 0.6pmiss

T +0.4Hmiss
T , where the observable Hmiss

T cor-
responds to the magnitude of the vector pT sum of electrons,
muons, τh, and jets [23]. The discriminant is constructed to

combine the higher resolution of pmiss
T with the robustness

to PU of Hmiss
T .

5 Event selection

The analysis targets ttH and tH production in events where
the Higgs boson decays via H → WW, H → ττ, or
H → ZZ, with subsequent decays WW → �+ν�qq′ or
�+ν��

−ν�; ττ → �+ν�ντ�
−ν�ντ, �+ν�νττhντ, or τhνττhντ;

ZZ → �+�−qq′ or �+�−νν; and the corresponding charge-
conjugate decays. The decays H → ZZ → �+�−�+�− are
covered by the analysis published in Ref. [20]. The top quark
may decay either semi-leptonically via t → bW+ → b�+ν�

or hadronically via t → bW+ → bqq′, and analogously for
the top antiquarks. The experimental signature of ttH and
tH signal events consists of: multiple electrons, muons, and
τh; pmiss

T caused by the neutrinos produced in the W and Z
bosons, and tau lepton decays; one (tH) or two (ttH) b jets
from top quark decays; and further light-quark jets, produced
in the decays of either the Higgs boson or of the top quark(s).

The events considered in the analysis are selected in ten
nonoverlapping channels, targeting the signatures 2�SS +
0τh, 3�+ 0τh, 2�SS + 1τh, 1�+ 1τh, 0�+ 2τh, 2�OS + 1τh,
1�+ 2τh, 4�+ 0τh, 3�+ 1τh, and 2�+ 2τh, as stated earlier.
The channels 1�+1τh and 0�+2τh specifically target events
in which the Higgs boson decays via H → ττ and the top
quarks decay hadronically, the other channels target a mixture
of H → WW, H → ττ, and H → ZZ decays in events with
either one or two semi-leptonically decaying top quarks.

Events are selected at the trigger level using a combination
of single-, double-, and triple-lepton triggers, lepton+τh trig-
gers, and double-τh triggers. Spurious triggers are discarded
by demanding that electrons, muons, and τh reconstructed at
the trigger level match electrons, muons, andτh reconstructed
offline. The pT thresholds of the triggers typically vary by
a few GeV during different data-taking periods, depending
on the instantaneous luminosity. For example, the threshold
of the single-electron trigger ranges between 25 and 35 GeV
in the analyzed data set, and that of the single-muon trigger
varies between 22 and 27 GeV. The double-lepton (triple-
lepton) triggers reduce the pT threshold that is applied to
the lepton of highest pT to 23 (16) GeV in case this lepton
is an electron and to 17 (8) GeV in case it is an muon. The
electron+τh (muon+τh) trigger requires the presence of an
electron of pT > 24 GeV (muon of pT > 19 or 20 GeV) in
combination with a τh of pT > 20 or 30 GeV (pT > 20
or 27 GeV), where the lower pT thresholds were used in
2016 and the higher ones in 2017 and 2018. The threshold of
the double-τh trigger ranges between 35 and 40 GeV and is
applied to both τh. In order to attain these pT thresholds, the
geometric acceptance of the lepton+τh and double-τh trig-
gers is restricted to the range |η| < 2.1 for electrons, muons,
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and τh. The pT thresholds applied to electrons, muons, and
τh in the offline event selection are chosen above the trigger
thresholds.

The charge of leptons and τh is required to match the sig-
nature expected for the ttH and tH signals. The 0� + 2τh

and 1� + 2τh channels target events where the Higgs boson
decays to a τ lepton pair and both τ leptons decay hadron-
ically. Consequently, the two τh are required to have OS
charges in these channels. In events selected in the chan-
nels 4� + 0τh, 3� + 1τh, and 2� + 2τh, the leptons and τh

are expected to originate from either the Higgs boson decay
or from the decay of the top quark–antiquark pair and the
sum of their charges is required to be zero. In the 3� + 0τh,
2�SS + 1τh, 2�OS + 1τh, and 1�+ 2τh channels the charge-
sum of leptons plus τh is required to be either +1 or −1.
No requirement on the charge of the lepton and of the τh is
applied in the 1� + 1τh channel, because studies performed
with simulated samples of signal and background events indi-
cate that the sensitivity of this channel is higher when no
charge requirement is applied. The 2�SS + 0τh channel tar-
gets events in which one lepton originates from the decay of
the Higgs boson and the other lepton from a top quark decay.
Requiring SS leptons reduces the signal yield by about half,
but increases the signal-to-background ratio by a large factor
by removing in particular the large background arising from
tt+jets production with dileptonic decays of the top quarks.
The more favorable signal-to-background ratio for events
with SS, rather than OS, lepton pairs motivates the choice
of analyzing the events containing two leptons and one τh

separately, in the two channels 2�SS + 1τh and 2�OS + 1τh.
The selection criteria on b jets are designed to maintain

a high efficiency for the ttH signal: one b jet can be outside
of the pT and η acceptance of the jet selection or can fail
the b tagging criteria, provided that the other b jet passes
the tight b tagging criteria. This choice is motivated by the
observation that the main background contributions, arising
from the associated production of single top quarks or top
quark pairs with W and Z bosons, photons, and jets, feature
genuine b jets with a multiplicity resembling that of the ttH
and tH signals.

The requirements on the overall multiplicity of jets,
including b jets, take advantage of the fact that the multi-
plicity of jets is typically higher in signal events compared to
the background. The total number of jets expected in ttH (tH)
signal events with the H boson decaying into WW, ZZ, and
ττ amounts to Nj = 10−2N� −2Nτ (Nj = 7−2N� −2Nτ),
where Nj, N� and Nτ denote the total number of jets, electrons
or muons, and hadronic τ decays, respectively. The require-
ments on Nj applied in each channel permit up to two jets
to be outside of the pT and η acceptance of the jet selection.
In the 2�SS + 0τh channel, the requirement on Nj is relaxed
further, to increase the signal efficiency in particular for the
tH process.

Background contributions arising from ttZ, tZ, WZ, and
DY production are suppressed by vetoing events containing
OS pairs of leptons of the same flavor, referred to as SFOS
lepton pairs, passing the loose lepton selection criteria and
having an invariant mass m�� within 10 GeV of the Z boson
mass, mZ = 91.19 GeV [8]. We refer to this selection crite-
rion as “Z boson veto”. In the 2�SS + 0τh and 2�SS + 1τh

channels, the Z boson veto is also applied to SS electron pairs,
because the probability to mismeasure the charge of electrons
is significantly higher than the corresponding probability for
muons.

Background contributions arising from DY production in
the 2�SS + 0τh, 3� + 0τh, 2�SS + 1τh, 4� + 0τh, 3� + 1τh,
and 2� + 2τh channels are further reduced by imposing a
requirement on the linear discriminant, LD > 30 GeV. The
requirement on LD is relaxed or tightened, depending on
whether or not the event meets certain conditions, in order
to either increase the efficiency to select ttH and tH signal
events or to reject more background. In the 2�SS + 0τh and
2�SS+1τh channels, the requirement on LD is only applied to
events where both reconstructed leptons are electrons, to sup-
press the contribution of DY production entering the selec-
tion through a mismeasurement of the electron charge. In the
3�+0τh, 4�+0τh, 3�+1τh, and 2�+2τh channels, the dis-
tribution of Nj is steeply falling for the DY background, thus
rendering the expected contribution of this background small
if the event contains a high number of jets; we take advantage
of this fact by applying the requirement on LD only to events
with three or fewer jets. If events with Nj ≤ 3 contain an
SFOS lepton pair, the requirement on LD is tightened to the
condition LD > 45 GeV. Events considered in the 3� + 0τh,
4� + 0τh, 3� + 1τh, and 2� + 2τh channels containing three
or fewer jets and no SFOS lepton pair are required to satisfy
the nominal condition LD > 30 GeV.

Events containing a pair of leptons passing the loose selec-
tion criteria and having an invariant mass m�� of less than
12 GeV are vetoed, to remove events in which the leptons
originate from quarkonium decays, cascade decays of heavy-
flavor hadrons, and low-mass DY production, because such
events are not well modeled by the MC simulation.

In the 3� + 0τh and 4� + 0τh channels, events containing
four leptons passing the loose selection criteria and having an
invariant mass of m4� of the four-lepton system of less than
140 GeV are vetoed, to remove ttH and tH signal events in
which the Higgs boson decays via H → ZZ → �+�−�+�−,
thereby avoiding overlap with the analysis published in Ref.
[20].

A summary of the event selection criteria applied in the
different channels is given in Tables 2, 3 and 4.
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Table 2 Event selections applied in the 2�SS + 0τh, 2�SS + 1τh, 3� + 0τh, and 3� + 1τh channels. The pT thresholds applied to the lepton of
highest, second-highest, and third-highest pT are separated by slashes. The symbol “–” indicates that no requirement is applied

Selection step 2�SS + 0τh 2�SS + 1τh

Targeted ttH decay t → b�ν, t → bqq′ with t → b�ν, t → bqq′ with

H → WW → �νqq′ H → ττ → �νντhν

Targeted tH decays t → b�ν, t → b�ν,

H → WW → �νqq′ H → ττ → �τh + ν′s
Trigger Single- and double-lepton triggers Single- and double-lepton triggers

Lepton pT pT > 25 / 15 GeV pT > 25 / 15 GeV (e) or 10 GeV (μ)

Lepton η |η| < 2.5 (e) or 2.4 (μ) |η| < 2.5 (e) or 2.4 (μ)

τh pT – pT > 20 GeV

τh η – |η| < 2.3

τh identification – Very loose

Charge requirements 2 SS leptons and charge quality
requirements

2 SS leptons and charge quality
requirements

∑
�,τh

q = ±1

Multiplicity of central jets ≥3 jets ≥3 jets

b tagging requirements ≥1 tight b-tagged jet or ≥2 loose
b-tagged jets

≥1 tight b-tagged jet or ≥2 loose
b-tagged jets

Missing transverse momentum LD > 30 GeV† LD > 30 GeV†

Dilepton invariant mass |m�� − mZ| > 10 GeV‡ and m�� > 12 GeV

Selection step 3� + 0τh 3� + 1τh

Targeted ttH decays t → b�ν, t → b�ν with t → b�ν, t → b�ν with

H → WW → �νqq′ H → ττ → �νντhν

t → b�ν, t → bqq′ with H →
WW → �ν�ν

t → b�ν, t → bqq′ with

H → ZZ → ��qq′ or ��νν

Targeted tH decays t → b�ν, H → WW → �ν�ν –

Trigger Single-, double- and triple-lepton
triggers

Single-, double- and triple-lepton
triggers

Lepton pT pT > 25 / 15 / 10 GeV pT > 25 / 15 / 10 GeV

Lepton η |η| < 2.5 (e) or 2.4 (μ) |η| < 2.5 (e) or 2.4 (μ)

τh pT – pT > 20 GeV

τh η – |η| < 2.3

τh identification – Very loose

Charge requirements
∑

� q = ±1
∑

�,τh
q = 0

Multiplicity of central jets ≥2 jets ≥2 jets

b tagging requirements ≥1 tight b-tagged jet or ≥2 loose
b-tagged jets

≥1 tight b-tagged jet or ≥2 loose
b-tagged jets

Missing transverse momentum LD > 0/30/45 GeV‡ LD > 0/30/45 GeV‡

Dilepton invariant mass m�� > 12 GeV and |m�� − mZ| >

10 GeV§
m�� > 12 GeV and |m�� − mZ| >

10 GeV§

Four-lepton invariant mass m4� > 140 GeV¶ –

† A complete description of this requirement can be found in the main text
‡ Applied to all SFOS lepton pairs and to pairs of electrons of SS charge
§ Applied to all SFOS lepton pairs
¶ If the event contains two SFOS pairs of leptons that pass the loose lepton selection criteria
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Table 3 Event selections applied in the 0� + 2τh, 1� + 1τh, 1� + 2τh, and 2� + 2τh channels. The pT thresholds applied to the lepton and to the
τh of highest and second-highest pT are separated by slashes. The symbol “–” indicates that no requirement is applied

Selection step 0� + 2τh 1� + 1τh

Targeted ttH decays t → bqq′, t → bqq′ with t → bqq′, t → bqq′ with

H → ττ → τhντhν H → ττ → �νντhν

Trigger Double-τh trigger Single-lepton and lepton+τh triggers

Lepton pT – pT > 30 (e) or 25 GeV (μ)

Lepton η – |η| < 2.1

τh pT pT > 40 GeV pT > 30 GeV

τh η |η| < 2.1 |η| < 2.1

τh identification Loose Medium

Charge requirements
∑

τh
q = 0

∑
�,τh

q = 0

Multiplicity of central jets ≥4 jets ≥4 jets

b tagging requirements ≥1 tight b-tagged jet or ≥2 loose b-tagged jets ≥1 tight b-tagged jet or ≥2 loose b-tagged jets

Dilepton invariant mass m�� > 12 GeV m�� > 12 GeV

Selection step 1� + 2τh 2� + 2τh

Targeted ttH decays t → b�ν, t → bqq′ with t → b�ν, t → b�ν with

H → τ+τ− → τhντhν H → τ+τ− → τhντhν

Trigger Single-lepton and lepton+τh triggers Single- and double-lepton triggers

Lepton pT pT > 30 (e) or 25 GeV (μ) pT > 25 / 10 (15) GeV (e)

Lepton η |η| < 2.1 |η| < 2.5 (e) or 2.4 (μ)

τh pT pT > 30 / 20 GeV pT > 20 GeV

τh η |η| < 2.1 |η| < 2.3

τh identification medium medium

Charge requirements
∑

�,τh
q = ±1

∑
�,τh

q = 0

Multiplicity of central jets ≥3 jets ≥2 jets

b tagging requirements ≥1 tight b-tagged jet or ≥2 loose b-tagged jets ≥1 tight b-tagged jet or ≥2 loose b-tagged jets

Missing transverse – LD > 0 / 30 / 45 GeV†

momentum

Dilepton invariant mass m�� > 12 GeV m�� > 12 GeV

† A complete description of this requirement can be found in the main text

6 Event classification, signal extraction, and analysis
strategy

Contributions from background processes that pass the event
selection criteria detailed in Sect. 5, significantly exceed the
expected ttH and tH signal rates. The ratio of expected sig-
nal to background yields is particularly unfavorable in chan-
nels with a low multiplicity of leptons and τh, notwithstand-
ing that these channels also provide the highest acceptance
for the ttH and tH signals. In order to separate the ttH and
tH signals from the background contributions, we employ a
maximum-likelihood (ML) fit to the distributions of a number
of discriminating observables. The choice of these observ-
ables is based on studies, performed with simulated samples
of signal and background events, that aim at maximizing the
expected sensitivity of the analysis. Compared to the alterna-
tive of reducing the background by applying more stringent

event selection criteria, the chosen strategy has the advan-
tage of retaining events reconstructed in kinematic regions
of low signal-to-background ratio for analysis. Even though
these events enter the ML fit with a lower “weight” com-
pared to the signal events reconstructed in kinematic regions
where the signal-to-background ratio is high, the retained
events increase the overall sensitivity of the statistical anal-
ysis, firstly by increasing the overall ttH and tH signal yield
and secondly by simultaneously constraining the background
contributions. The likelihood function used in the ML fit
is described in Sect. 9. The diagram displayed in Fig. 3
describes the classification employed in each of the cate-
gories, which defines the regions that are fitted in the signal
extraction fit.

The chosen discriminating observables are the outputs of
machine-learning algorithms that are trained using simulated
samples of ttH and tH signal events as well as ttW, ttZ,
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Table 4 Event selections applied in the 2�OS + 1τh and 4� + 0τh channels. The symbol “–” indicates that no requirement is applied

Selection step 2�OS + 1τh 4� + 0τh

Targeted ttH decays t → b�ν, t → bqq′ with t → b�ν, t → b�ν with

H → τ+τ− → �νντhν H → WW → �ν�ν

t → b�ν, t → b�ν with

H → ZZ → ��qq′ or ��νν

Trigger Single- and double-lepton triggers Single-, double- and triple-lepton triggers

Lepton pT pT > 25 / 15 GeV (e) or 10 GeV (μ) pT > 25 / 15 / 15 / 10 GeV

Lepton η |η| < 2.5 (e) or 2.4 (μ) |η| < 2.5 (e) or 2.4 (μ)

τh pT pT > 20 GeV –

τh η |η| < 2.3 –

τh identification Tight –

Charge requirements
∑

� q = 0 and
∑

�,τh
q = ±1

∑
� q = 0

Multiplicity of central jets ≥3 jets ≥2 jets

b tagging requirements ≥1 tight b-tagged jet or ≥2 loose b-tagged jets ≥1 tight b-tagged jet or ≥2 loose b-tagged jets

Missing transverse momentum LD > 30 GeV† LD > 0 / 30 / 45 GeV‡

Dilepton invariant mass m�� > 12 GeV |m�� − mZ| > 10 GeV§ and m�� > 12 GeV

Four-lepton invariant mass – m4� > 140 GeV¶

† Only applied to events containing two electrons
‡ A complete description of this requirement can be found in the main text
§ Applied to all SFOS lepton pairs
¶ If the event contains two SFOS pairs of leptons passing the loose lepton selection criteria

Fig. 3 Diagram showing the categorization strategy used for the signal extraction, making use of MVA-based algorithms and topological variables.
In addition to the ten channels, the ML fit receives input from two control regions (CRs) defined in Sect. 7.3
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tt+jets, and diboson background samples. For the purpose
of separating the ttH and tH signals from backgrounds, the
2�SS + 0τh, 3� + 0τh, and 2�SS + 1τh channels employ
ANNs, which allows to discriminate among the two signals
and background simultaneously, while the other channels use
BDTs.

The observables used as input to the ANNs and BDTs
are outlined in Table 5. These are chosen to maximize the
discrimination power of the discriminators, with the objec-
tive of maximizing the expected sensitivity of the analysis.
The optimization is performed separately for each of the ten
analysis channels. Typical observables used are: the number
of leptons, τh, and jets that are reconstructed in the event,
where electrons and muons, as well as forward jets, central
jets, and jets passing the loose and the tight b tagging crite-
ria are counted separately; the 3-momentum of leptons, τh,
and jets; the magnitude of the missing transverse momen-
tum, quantified by the linear discriminant LD; the angular
separation between leptons, τh, and jets; the average ΔR
separation between pairs of jets; the sum of charges for dif-
ferent combinations of leptons and τh; observables related
to the reconstruction of specific top quark and Higgs boson
decay modes; as well as a few other observables that provide
discrimination between the ttH and tH signals. A boolean
variable that indicates whether the event has an SFOS lepton
pair passing looser isolation criteria is included in regions
with at least three leptons in the final state.

Input variables are included related to the reconstruc-
tion of specific top quark and Higgs boson decay modes
comprise the transverse mass of a given lepton, mT =√

2p�
T p

miss
T (1 − cos Δφ), where Δφ refers to the angle in

the transverse plane between the lepton momentum and the
�pmiss

T vector; the invariant masses of different combinations
of leptons and τh; and the invariant mass of the pair of jets
with the highest and second-highest values of the b tagging
discriminant. These observables are complemented by the
outputs of MVA-based algorithms, documented in Ref. [23],
that reconstruct hadronic top quark decays and identify the
jets originating from H → WW → �+ν�qq′ decays.

In the 0� + 2τh channel, we use as additional inputs the
invariant mass of the τ lepton pair, which is expected to be
close to the Higgs boson mass in signal events and is recon-
structed using the algorithm documented in Ref. [89] (SVFit),
in conjunction with the decay angle, denoted by cos θ∗, of
the two tau leptons in the Higgs boson rest frame.

In the 2�SS + 0τh, 3� + 0τh, and 2�SS + 1τh channels,
the pT and η of the forward jet of highest pT, as well as the
distance Δη of this jet to the jet nearest in pseudorapidity,
are used as additional inputs to the ANN, in order to improve
the separation of the tH from the ttH signal. The presence
of such a jet is a characteristic signature of tH production
in the t-channel. The forward jet in such tH signal events is

expected to be separated from other jets in the event by a
pseudorapidity gap, since there is no color flow at tree level
between this jet and the jets originating from the top quark
and Higgs boson decays.

The number of simulated signal and background events
that pass the event selection criteria described in Sect. 5
and are available for training the BDTs and ANNs typically
amount to a few thousand. In order to increase the number of
events in the training samples, in particular for the channels
with a high multiplicity of leptons and τh where the amount
of available events is most limited, we relax the identifica-
tion criteria for electrons, muons, and hadronically decaying
tau leptons. The resulting increase in the ratio of misidenti-
fied to genuine leptons and τh is corrected. We have checked
that the distributions of the observables used for the BDT and
ANN training are compatible, within statistical uncertainties,
between events selected with relaxed and with nominal lep-
ton and τh selection criteria, provided that these corrections
are applied.

The ANNs used in the 2�SS + 0τh, 3� + 0τh, and
2�SS + 1τh channels are of the multiclass type. Such ANNs
have multiple output nodes that, besides discriminating the
ttH and tH signals from backgrounds, accomplish both the
separation of the tH from the ttH signal and the distinction
between individual types of backgrounds. In the 2�SS + 0τh

channel, we use four output nodes, to distinguish between ttH
signal, tH signal, ttW background, and other backgrounds.
No attempt is made to distinguish between individual types
of backgrounds in the 3� + 0τh and 2�SS + 1τh channels,
which therefore use three output nodes. The ANNs in the
2�SS + 0τh, 3� + 0τh, and 2�SS + 1τh channels implement
16, 5 and 3 hidden layers, respectively, each one of them
containing 8 to 32 neurons. The softmax [90] function is
chosen as an activation function for all output nodes, permit-
ting the interpretation of their activation values as probabil-
ity for a given event to be either ttH signal, tH signal, ttW
background, or other background (ttH signal, tH signal, or
background) in the 2�SS + 0τh channel (in the 3�+ 0τh and
2�SS+1τh channels). The events selected in the 2�SS+0τh

channel (3� + 0τh and 2�SS + 1τh channels) are classified
into four (three) categories, corresponding to the ttH signal,
tH signal, ttW background, or other background (ttH sig-
nal, tH signal, or background), according to the output node
that has the highest such probability value. We refer to these
categories as ANN output node categories. The four (three)
distributions of the probability values of the output nodes in
the 2�SS + 0τh channel (in the 3� + 0τh and 2�SS + 1τh

channels) are used as input to the ML fit. Events are pre-
vented from entering more than one of these distributions by
assigning each event only to the distribution corresponding
to the output node that has the highest activation value. The
rectified linear activation function [91] is used for the hid-
den layers. The training is performed using theTensorFlow
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Table 5 Input variables to the multivariate discriminants in each of the ten analysis channels. The symbol “–” indicates that the variable is not
used. For all objects, the three-momentum is constituted by the pT, η, and φ components of the object momentum

2�SS + 0τh 2�SS + 1τh 3� + 0τh 1� + 1τh 0� + 2τh 2�OS + 1τh 1� + 2τh 4� + 0τh 3� + 1τh 2� + 2τh

Electron multiplicity � � � – – – – – – –

Three-momenta of leptons and/or τhs � � � � � � � – � �
pT of leptons and/or τhs – – – – – – – � – –

Transverse mass of leptons and/or τhs � � – � � � � – – –

Invariant mass of leptons and/or τhs � – – � � � � � � �
SVFit mass of leptons and/or τhs – – – � � – – – – –

ΔR between leptons and/or τhs � � � � � � � – – �
cosθ∗ of leptons and τhs – – – � � – � – – �
Charge of leptons and/or τhs � � � � – – – – – –

Has SFOS lepton pairs – – � – – – – � � –

Jet multiplicity � � � – – – – – – –

Jets three-momenta � � � – – – – – – –

Average ΔR between jets � � � � � � � – – �
Forward jet multiplicity � � � – – – – – – –

Leading forward jet three-momenta � � � – – – – – – –

Minimum |Δη|
between lead-
ing forward jet
and jets

– � � – – – – – – –

b jet multiplicity � � � – – – – – – –

Invariant mass of b jets � � � � � � � – – �
Linear discriminant LD � � � � � � � � � �
Hadronic top quark tagger � � � � � � � – – –

Hadronic top pT – � � – – � � – – –

Higgs boson jet tagger � – – – – – – – – –

Number of variables 36 41 37 16 15 18 17 7 9 9

[92] package with the Keras [93] interface. The objective
of the training is to minimize the cross-entropy loss function
[94]. Batch gradient descent is used to update the weights of
the ANN during the training. Overtraining is minimized by
using Tikhonov regularization [95] and dropout [96].

The sensitivity of the 2�SS + 0τh and 3� + 0τh chan-
nels, which are the channels with the largest event yields
out of the three using multiclass ANN, is further improved
by analyzing selected events in subcategories based on the
flavor (electron or muon) of the leptons and on the number
of jets passing the tight b tagging criteria. The motivation
for distinguishing events by lepton flavor is that the rate for
misidentifying nonprompt leptons as prompt ones and, in
the 2�SS + 0τh channel, also the probability for mismea-
suring the lepton charge is significantly higher for electrons
compared to muons. Distinguishing events by the multiplic-
ity of b jets improves in particular the separation of the ttH
signal from the tt+jets background. This occurs because if
a nonprompt lepton produced in the decay of a b hadron
gets misidentified as a prompt lepton, the remaining particles

resulting from the hadronization of the bottom quark are less
likely to pass the b jet identification criteria, thereby reduc-
ing the number of b jets in such tt+jets background events.
The distribution of the multiplicity of b jets in tt+jets back-
ground events in which a nonprompt lepton is misidentified
as prompt lepton (“nonprompt”) and in tt+jets background
events in which this is not the case (“prompt”) is shown in
Fig. 4. The figure also shows the distributions of pT and η

of bottom quarks produced in top quark decays in ttH signal
events compared to in tt+jets background events. The ttH
signal features more bottom quarks of high pT, whereas the
distribution of η is similar for the ttH signal and for the tt+jets
background.

The number of subcategories is optimized for each of
the four (three) ANN output categories of the 2�SS + 0τh

(3� + 0τh) channel individually. In the 2�SS + 0τh channel,
each of the 4 ANN output node categories is subdivided into
three subcategories, based on the flavor of the two leptons (ee,
eμ, μμ). In the 3�+0τh channel, the ANN output node cate-
gories corresponding to the ttH signal and to the tH signal are
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Fig. 4 Transverse momentum (left) and pseudorapidity (middle) dis-
tributions of bottom quarks produced in top quark decays in ttH signal
events compared to tt+jets background events, and multiplicity of jets
passing tight b jet identification criteria (right). The latter distribution is

shown separately for tt+jets background events in which a nonprompt
lepton is misidentified as a prompt lepton and for those background
events in which all reconstructed leptons are prompt leptons. The events
are selected in the 2�SS + 0τh channel

subdivided into two subcategories, based on the multiplicity
of jets passing tight b tagging criteria (bl: <2 tight b-tagged
jets, bt: ≥2 tight b-tagged jets), while the output node cat-
egory corresponding to the backgrounds is subdivided into
seven subcategories, based on the flavor of the three leptons
and on the multiplicity of jets passing tight b tagging criteria
(eee; eeμ bl, eeμ bt; eμμ bl, eμμ bt; μμμ bl, μμμ bt), where
bl (bt) again corresponds to the condition of <2 (≥2) tight
b-tagged jets. The eee subcategory is not further subdivided
by the number of b-tagged jets, because of the lower num-
ber of events containing three electrons compared to events
in other categories. The aforementioned event categories are
constructed based on the output of the BDTs and ANNs with
the goal of enhancing the analysis sensitivity, while keeping
a sufficiently high rate of background events for a precise
estimation.

The BDTs used in the 1� + 1τh, 0� + 2τh, 2�OS + 1τh,
1�+ 2τh, 4�+ 0τh, 3�+ 1τh, and 2�+ 2τh channels address
the binary classification problem of separating the sum of ttH
and tH signals from the aggregate of all backgrounds. The
training is performed using the scikit- learn [34] package
with the XGBoost [33] algorithm. The training parameters
are chosen to maximize the integral, or area-under-the-curve,
of the receiver-operating-characteristic curve of the BDT out-
put.

7 Background estimation

The dominant background in most channels comes from the
production of top quarks in association with W and Z bosons.
We collectively refer to the sum of ttW and ttWW back-

grounds using the notation ttW(W). In ttW(W) and ttZ back-
ground events selected in the signal regions (SRs), recon-
structed leptons typically originate from genuine prompt lep-
tons or reconstructed b jets arising from the hadronization of
bottom quarks, whereas reconstructed τh are a mixture of
genuine hadronic τ decays and misidentified quark or gluon
jets. Background events from ttZ production may pass the Z
boson veto applied in the 2�SS+0τh, 3�+0τh, 2�SS+1τh,
2�OS + 1τh, 4� + 0τh, and 3� + 1τh channels in the case
that the Z boson either decays to leptons and one of the lep-
tons fails to get selected, or the Z boson decays to τ leptons
and the τ leptons subsequently decay to electrons or muons.
In the latter case, the invariant mass m�� of the lepton pair
is shifted to lower values because of the neutrinos produced
in the τ decays. Additional background contributions arise
from off-shell ttγ∗ and tγ∗ production: we include them in
the ttZ background. The tt+jets production cross section is
about three orders of magnitude larger than the cross sec-
tion for associated production of top quarks with W and
Z bosons, but in most channels the tt+jets background is
strongly reduced by the lepton and τh identification criteria.
Except for the channels 1� + 1τh and 0� + 2τh, the tt+jets
background contributes solely in the cases that a nonprompt
lepton (or a jet) is misidentified as a prompt lepton, a quark
or gluon jet is misidentified as τh, or the charge of a gen-
uine prompt lepton is mismeasured. Photon conversions are
a relevant background in the event categories with one or
more reconstructed electrons in the 2�SS+0τh and 3�+0τh

channels. The production of WZ and ZZ pairs in events with
two or more jets constitutes another relevant background in
most channels. In the 1� + 1τh and 0� + 2τh channels, an
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additional background arises from DY production of τ lepton
pairs.

We categorize the contributions of background processes
into reducible and irreducible ones. A background is con-
sidered irreducible if all reconstructed electrons and muons
are genuine prompt leptons and all reconstructed τh are gen-
uine hadronic τ decays; in the 2�SS + 0τh and 2�SS + 1τh

channels, we further require that the measured charge of
reconstructed electrons and muons matches their true charge.
The irreducible background contributions are modeled using
simulated events fulfilling the above criteria to avoid double-
counting of all the other background contributions, which are
considered to be reducible and are mostly determined from
data.

Throughout the analysis, we distinguish three sources of
reducible background contributions: misidentified leptons
and τh (“misidentified leptons”), asymmetric conversions of
a photon into electrons (“conversions”), and mismeasure-
ment of the lepton charge (“flips”).

The background from misidentified leptons and τh refers
to events in which at least one reconstructed electron or
muon is caused by the misidentification of a nonprompt lep-
ton or hadron, or at least one reconstructed τh arises from
the misidentification of a quark or gluon jet. The main con-
tribution to this background stems from tt+jets production,
reflecting the large cross section for this background process.

The conversions background consists of events in which
one or more reconstructed electrons are due to the conversion
of a photon. The conversions background is typically caused
by ttγ events in which one electron or positron produced
in the photon conversion carries most of the energy of the
converted photon, whereas the other electron or positron is
of low energy and fails to get reconstructed. We refer to such
photon conversions as asymmetric conversions.

The flips background is specific to the 2�SS + 0τh and
2�SS+1τh channels and consists in events where the charge
of a reconstructed lepton is mismeasured. The main contri-
bution to the flips background stems from tt+jets events in
which both top quarks decay semi-leptonically. In case of
the 2�SS + 1τh channel, a quark or gluon jet is addition-
ally misidentified as τh. The mismeasurement of the elec-
tron charge typically results from the emission of a hard
bremsstrahlung photon, followed by an asymmetric conver-
sion of this photon. The reconstructed electron is typically
the electron or positron that carries most of the energy of the
converted photon, resulting in an equal probability for the
reconstructed electron to have either the same or opposite
charge compared to the charge of the electron or positron
that emitted the bremsstrahlung photon [77]. The probability
of mismeasuring the charge of muons is negligible in this
analysis.

The three types of reducible background are made mutu-
ally exclusive by giving preference to the misidentified lep-

tons type over the flips and conversions types and by giving
preference to the flips type over the conversions type when
an event qualifies for more than one type of reducible back-
ground. The misidentified leptons and flips backgrounds are
determined from data, whereas the conversions background
is modeled using the MC simulation. The procedures for esti-
mating the misidentified leptons and flips backgrounds are
described in Sects. 7.1 and 7.2, respectively. We performed
dedicated studies in the data to ascertain that photon con-
versions are adequately modeled by the MC simulation sim-
ilar to the ones performed in Ref. [97]. To avoid potential
double-counting of the background estimates obtained from
data with background contributions modeled using the MC
simulation, we match reconstructed electrons, muons, and τh

to their generator-level equivalents and veto simulated sig-
nal and background events selected in the SR that qualify as
misidentified leptons or flips backgrounds.

Concerning the irreducible backgrounds, we refer to the
aggregate of background contributions other than those aris-
ing from ttW(W), ttZ, tt+jets, DY, and diboson backgrounds,
or from SM Higgs boson production via the processes ggH,
qqH, WH, ZH, ttWH, and ttZH as “rare” backgrounds. The
rare backgrounds typically yield a minor background contri-
bution to each of the ten analysis channels and include such
processes as tW and tZ production, the production of SSW
boson pairs, triboson, and tttt production.

We validate the modeling of the ttW(W), ttZ, WZ, and
ZZ backgrounds in dedicated control regions (CRs) whose
definitions are detailed in Sect. 7.3.

7.1 Estimation of the “misidentified leptons” background

The background from misidentified leptons and τh is esti-
mated using the misidentification probability (MP) method
[23]. The method is based on selecting a sample of events
satisfying all selection criteria of the SR, detailed in Sect. 5,
except that the electrons, muons, and τh used to construct the
signal regions are required to pass relaxed selections instead
of the nominal ones. We refer to this sample of events as the
application region (AR) of the MP method. Events in which
all leptons and τh satisfy the nominal selections are vetoed,
to avoid overlap with the SR.

An estimate of the background from misidentified lep-
tons and τh in the SR is obtained by applying suitably cho-
sen weights to the events selected in the AR. The weights,
denoted by the symbol w, are given by the expression:

w = (−1)n+1
n∏

i=1

fi
1 − fi

(1)

where the product extends over all electrons, muons, and τh

that pass the relaxed, but fail the nominal selection criteria,
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and n refers to the total number of such leptons and τh. The
symbol fi denotes the probability for an electron, muon, or
τh passing the relaxed selection to also satisfy the nominal
one. The contributions of irreducible backgrounds to the AR
are subtracted based on the MC expectation of such contri-
butions. The ttH and tH signal yields in the AR are found to
be negligible.

The probabilities fi for leptons are measured in multijet
events, separately for electrons and muons, and are binned
in pT and η of the lepton candidate. The measurement is
based on selecting events containing exactly one electron or
muon that passes the relaxed selection and at least one jet
separated from the lepton by ΔR > 0.7. Selected events are
then subdivided into “pass” and “fail” samples, depending
on whether the lepton candidate passes the nominal selec-
tion or not. The fail sample is dominated by the contribution
of multijet events. The contributions of other processes, pre-
dominantly arising from W+jets, DY, diboson, and tt+jets
production, are subtracted based on MC estimates of these
contributions. The number of multijet events in the pass sam-
ple is obtained by an ML fit to the distribution of the observ-
able:

mfix
T =

√
2 pfix

T pmiss
T (1 − cos Δφ), (2)

where pfix
T is a constant value set to 35 GeV, and the symbol

Δφ refers to the angle in the transverse plane between the
lepton momentum and the �pmiss

T vector. pfix
T is used instead of

the lepton pT to reduce the correlation between mfix
T and the

lepton pT. The ML fit is similar to the one used in the mea-
surement of the ttH and tH signal rates, described in Sect. 9.
The distribution of W+jets, DY, diboson, tt+jets, and rare
backgrounds in the observable mfix

T is modeled using the MC
simulation, whereas the distribution of multijet events in the
pass sample is obtained from data in the fail region, from
which the W+jets, DY, diboson, and tt+jets contributions
are subtracted based on their MC estimate. The observable
mfix

T exploits the fact that the pmiss
T reconstructed in multi-

jet events is mainly caused by resolution effects and is typi-
cally small, resulting in a falling distribution ofmfix

T , whereas
W+jets and tt+jets events exhibit a broad maximum around
mW ≈ 80 GeV. Compared to the usual transverse mass, the
observable mfix

T has the advantage of not depending on the
pT of the lepton, and is therefore better suited for the purpose
of measuring the probabilities fi in bins of lepton pT. For
illustration, the distributions of mfix

T in the pass and fail sam-
ples are shown in Fig. 5 for events containing an electron of
25 < pT < 35 GeV in the ECAL barrel. The contributions
from W+jets, DY, and diboson production are assumed to
scale by a common factor with respect to their MC expecta-
tion in the fit; we refer to their sum as “electroweak” (EWK)
background. Finally, denoting the number of multijet events

in the pass and fail samples by the symbols Npass and Nfail,
the probabilities fi are given by fi = Npass/(Npass + Nfail).

The fi for τh are determined as a function of pT and η

of the τh candidate in a region enriched in tt+jets events
containing a reconstructed opposite-sign electron-muon pair
and at least two loose b-tagged jets in addition to the τh

candidate. Contributions of genuine τh are modeled using
the MC simulation and subtracted.

The event samples used to measure the fi are referred to
as measurement regions (MRs) of the MP method. Potential
biases in the estimate of the background from misidentified
leptons and τh, arising from differences between AR and MR
in the pT spectrum of the lepton and τh candidates and in the
mixture of nonprompt leptons and hadrons that are misidenti-
fied as prompt leptons, are mitigated as detailed in Ref. [80].
A closure test performed using simulated tt+jets and multijet
events reveals a residual difference between the probabilities
fi for electrons in tt+jets and those in multijet events. The
test is illustrated in Fig. 6, which compares the distributions
of pT of nonprompt electrons in simulated tt+jets events for
three cases: nonprompt electrons passing the nominal selec-
tion criteria (“nominal”); nonprompt electrons passing the
relaxed, but failing the nominal selection criteria, weighted
by probabilities fi determined in simulated tt+jets events
(“relaxed, fi from tt+jets”); and nonprompt electrons pass-
ing the relaxed, but failing the nominal selection criteria,
weighted by probabilities fi determined in simulated mul-
tijet events (“relaxed, fi from multijet”). The electron and
muon pT distributions obtained in the first and second cases
are in agreement, demonstrating the performance of the MP
method. The ratio of the distributions obtained in the sec-
ond and third cases is fitted by a linear function in pT of
the lepton and is applied as a multiplicative correction to the
fi measured in data, that accounts for the different flavor
composition of jets between AR and MR. For the lepton and
τh selections used in this analysis, the probabilities fi range
from 0.04 to 0.13, 0.02 to 0.20, and 0.10 to 0.50 for electrons,
muons, and τh, respectively.

The probabilities fi for electrons and muons obtained as
described above are validated in a CR dominated by semilep-
tonic tt+jets events. The events are selected by requiring the
presence of two SS leptons and exactly three jets, one of
which exactly passes the tight b tagging criteria. The three
jets are interpreted as originating from the hadronic decay of
one of the top quarks, while the other top quark decays semi-
leptonically. One of the two reconstructed leptons is assumed
to arise from the misidentification of a b hadron originating
from the semi-leptonically decaying top quark. A kinematic
fit using the constraints from kinematic relations between the
top quark decay products is employed to increase the purity of
semileptonic tt+jets events that are correctly reconstructed in
this CR. The level of compatibility of selected events with the
aforementioned experimental signature is quantified using a
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Fig. 5 Distributions of mfix
T for events containing an electron candi-

date of 25 < pT < 35 GeV in the ECAL barrel, which (left) passes
the nominal selection and (right) passes the relaxed, but fails the nomi-
nal selection. The “electroweak” (EWK) background refers to the sum
of W+jets, DY, and diboson production. The “rare” backgrounds are
defined in the text. The data in the fail sample agrees with the sum of
multijet, EWK, tt+jets, and rare backgrounds by construction, as the

number of multijet events in the fail sample is computed by subtracting
the sum of EWK, tt+jets, and rare background contributions from the
data. The misidentification probabilities are derived separately for each
era: this figure shows, as an example, the results obtained with the 2017
data set. The uncertainty band represents the total uncertainty after the
fit has been performed

Fig. 6 Transverse momentum distributions of nonprompt (left) elec-
trons and (right) muons in simulated tt+jets events, for the three cases
“nominal”, “relaxed, fi from tt+jets”, and “relaxed, fi from multijet”

discussed in text. The figure illustrates that a nonclosure correction
needs to be applied to the probabilities fi measured for electrons in
data, while no such correction is needed for muons
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χ2 criterion; events with a high value of χ2, corresponding to
a poor-quality fit, are discarded. Good agreement is observed
between semileptonic tt+jets events where both leptons pass
the nominal selection and semileptonic tt+jets events where
both leptons pass the relaxed selection, but one or both lep-
tons fail the nominal selection, provided that the weights
given by Eq. (1) are applied to the latter events by using the
probabilities fi measured in multijet events and corrected
(for electrons) as described in the previous paragraph.

The MP method is applied in all channels except for
2�SS + 1τh and 3� + 1τh, where a modified version of the
method is used, in which only the selections for the leptons
are relaxed in the AR, while the τh is required to satisfy the
nominal selection. Correspondingly, only the leptons are con-
sidered when computing the weights w, given by Eq. (1), that
are applied to events in the AR of the 2�SS+1τh and 3�+1τh

channels. Background contributions where the reconstructed
leptons are genuine prompt leptons and the reconstructed τh

is due to the misidentification of a quark or gluon jet are mod-
eled using the MC simulation. Weights are applied to these
simulated events to correct for differences in the τh misidenti-
fication rates between data and simulation. Using a modified
version of the MP method in the 2�SS + 1τh and 3� + 1τh

channels permits the retention as signal of those ttH and tH
signal events in which the reconstructed τh is not a genuine
hadronic τ decay, but arises instead from the misidentifica-
tion of a quark or gluon jet. The fraction of ttH and tH signal
events retained as signal amounts to approximately 30% of
the total ttH and tH signal yield in the 2�SS+1τh and 3�+1τh

channels.

7.2 Estimation of the “flips” background

The flips background, relevant for events containing either
one or two reconstructed electrons in the 2�SS + 0τh and
2�SS + 1τh channels, is estimated using a procedure similar
to the MP method. A sample of events passing all selection
criteria of the SR, except that both leptons are required to
be of OS instead of SS, are selected and assigned appropri-
ately chosen weights. In the 2�SS + 0τh channel, the weight
is given by the sum of the probabilities for the charge of
either lepton to be mismeasured, whereas in the 2�SS + 1τh

channel, only the lepton that has the same charge as the τh is
considered, since only those events in which the charge of this
lepton is mismeasured satisfy the condition

∑
�,τh

q = ±1
that is applied in the SR of this channel.

The probability for the charge of electrons to be mismea-
sured, referred to as the electron charge misidentification
rate, is determined using Z/γ∗ → ee events. The events
are selected by requiring the presence of an electron pair of
invariant mass mee within the range 60 < mee < 120 GeV.
No requirement is imposed on the charge of the electron
pair. Contributions to the selected event sample arising from

processes other than DY production of electron pairs are
determined by performing an ML fit to the mee distribution.
Referring to the number of Z/γ∗ → ee events containing
reconstructed SS and OS electron pairs, respectively, by the
symbols NSS and NOS, the electron charge misidentification
rate is given by the ratio NSS/(NOS +NSS). The ratio is mea-
sured as a function of electron pT and η and varies between
5.1 × 10−5 for electrons of low pT in the ECAL barrel and
1.6 × 10−3 for electrons of high pT in the ECAL endcap.
For illustration, the mee distributions for SS and OS electron
pairs are shown in Fig. 7 for events in which both electrons
are reconstructed in the ECAL barrel and have pT within the
range 25 < pT < 50 GeV.

7.3 Control regions for irreducible backgrounds

The accuracy of the simulation-based modeling of the main
irreducible backgrounds, arising from ttW(W), ttZ, WZ, and
ZZ production, is validated in three CRs. The first CR is
based on the SR for the 3� + 0τh channel and targets the
ttZ and WZ backgrounds. We refer to this CR as the 3�-
CR. The selection criteria applied in the 3�-CR differ from
those applied in the SR of the 3� + 0τh channel in that: no Z
boson veto is applied in the 3�-CR; the presence of at least
one SFOS lepton pair of invariant mass m�� with |m�� −
mZ| < 10 GeV is demanded instead; the requirement on the
multiplicity of jets is relaxed to demanding the presence of
at least one jet; and no requirement on the presence of b-
tagged jets is applied. The contributions arising from ttZ
and from WZ production are separated by binning the events
selected in the 3�-CR in the flavor of the three leptons (eee,
eeμ, eμμ, μμμ) and in the multiplicity of jets and of b-
tagged jets. The second CR targets the ZZ background. We
refer to it as the 4�-CR, since it is based on the SR for the
4�+ 0τh channel. Compared to the latter, the event selection
criteria applied in the 4�-CR are modified by applying no
Z veto, instead requiring the presence of at least one SFOS
lepton pair of invariant massm�� with |m��−mZ| < 10 GeV,
and applying no requirements on the multiplicity of jets and
of b-tagged jets. To separate the ZZ background from other
backgrounds, predominantly arising from ttZ production, the
events selected in the 4�-CR are binned in the multiplicity of
SFOS lepton pairs of invariant mass |m�� − mZ| < 10 GeV
and in the number of jets passing tight b tagging criteria. The
third CR targets the ttW(W) background and is identical to
the SR of the 2�SS+0τh channel, except that the output node
of the ANN that has the highest activation value is required
to be the output node corresponding to the ttW background.

The numbers of events observed in the 3�- and 4�-CRs and
in the CR for the ttW(W) background are given in Table 6.
The contributions arising from the misidentified leptons and
flips backgrounds are estimated using the methods described
in Sects. 7.1 and 7.2, respectively. The uncertainties include
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Fig. 7 Distributions of mee for (left) SS and (right) OS electron
pairs in Z/γ∗ → ee candidate events in which both electrons are
in the ECAL barrel and have transverse momenta within the range
25 < pT < 50 GeV, for data recorded in 2018, compared to the

expectation. Uncertainties shown are statistical only. A similar level of
agreement is present in all the other momentum ranges and data-taking
periods

both statistical and systematic sources, added in quadrature.
The systematic uncertainties that are relevant for the CRs are
similar to the ones applied to the SR. The latter are detailed
in Sect. 8.

Figure 12, discussed in Sect. 9, shows the distributions of
events selected in the 3�- and 4�-CRs in the binning scheme
employed to separate the WZ and ZZ backgrounds from the
ttZ backgrounds. The events selected in the 3�-CR are first
subdivided by lepton flavor and then by the multiplicity of
jets and b-tagged jets. For each lepton flavor, 12 bins are used,
defined as follows (in order of increasing bin number): 0 jets
passing the tight b tagging criteria with 1, 2, 3, or ≥4 jets in
total; 1 jet passing the tight b tagging criteria with 2, 3, 4, or
≥5 jets in total; ≥2 jets passing the tight b tagging criteria
with 2, 3, 4, or ≥5 jets in total. In the 4�-CR, 4 bins are used
in total, defined as (again in order of increasing bin number):
2 SFOS lepton pairs of invariant mass |m��−mZ| < 10 GeV;
1 such SFOS lepton pair with 0, 1, or ≥2 jets passing the tight
b tagging criteria.

The data in the 3�- and 4�-CRs and in the CR for the
ttW(W) background are in agreement with the background
estimates within the quoted uncertainties.

8 Systematic uncertainties

The event rates and the distributions of the discriminating
observables used for signal extraction may be altered by

several experiment- or theory-related effects, referred to as
systematic uncertainties. Experimental sources comprise the
uncertainties in auxiliary measurements, performed to vali-
date and, if necessary, correct the modeling of the data by the
MC simulation, and the uncertainties in the data-driven esti-
mates of the misidentified leptons and flips backgrounds. The
latter are largely unaffected by potential inaccuracies of the
MC simulation. Theoretical uncertainties mainly arise from
missing higher-order corrections to the perturbative expan-
sions employed for the computation of cross sections and
from uncertainties in the PDFs.

The efficiencies of triggers based on the presence of one,
two, or three electrons or muons are measured as a function
of the lepton multiplicity with an uncertainty ranging from 1
to 2%, using samples of tt+jets and diboson events that have
been recorded using triggers based on pmiss

T .
The efficiencies for electrons and muons to pass the offline

reconstruction and identification criteria are measured as a
function of the lepton pT and η by applying the “tag-and-
probe” method detailed in Ref. [71] to Z/γ∗ → ee and
Z/γ∗ → μμ events. Additionally, we cross-check these effi-
ciencies in a CR enriched in tt+jets events to account for dif-
ferences in event topology between DY events and the events
in the SR of this analysis, which may cause a change in the
efficiencies for electrons and muons to pass isolation require-
ments. Events in the tt+jets CR are selected by requiring the
presence of an OS e+μ pair and at least two jets. Nonprompt-
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Table 6 Number of events selected in the 3�- and 4�-CRs and in the
CR for the ttW(W) background, compared to the event yields expected
from different types of background and from the ttH and tH signals,

after the fit to data is performed as described in Sect. 9. Uncertainties
shown include all systematic components. The symbol “–” indicates
that the corresponding background does not apply

Process 3�-CR 4�-CR ttW(W) CR

ttH 15.9 ± 4.4 1.4 ± 0.4 62 ± 14

tH 4.4 ± 3.0 – 22 ± 18

ttZ + ttγ∗ 550 ± 43 41.5 ± 3.0 100.3 ± 8.1

ttW + ttWW 26.8 ± 1.7 – 588 ± 35

WZ 4320 ± 120 – 51.6 ± 7.5

ZZ 298 ± 18 1030 ± 32 0.2 ± 0.1

Nonprompt leptons 210 ± 20 – 102 ± 14

Flips – – 24.9 ± 4.0

Rare backgrounds 311 ± 61 17.0 ± 3.4 58 ± 13

Conversions 1.0 ± 0.3 0.1 ± 0.1 1.4 ± 0.6

ggH + qqH + VH + ttVH 42.8 ± 3.1 5.8 ± 0.4 1.6 ± 0.3

Total expected background 5761 ± 99 1094 ± 33 949 ± 33

Data 5778 1089 986

lepton backgrounds in the CR are subtracted using a sideband
region SS e+μ events. The difference between the efficiency
measured in the tt+jets CR and the one measured in DY
events is included as a systematic uncertainty, amounting to
1–2%. The τh identification efficiency and energy scale are
measured with respective uncertainties of 5 and 1.2% using
Z/γ∗ → ττ events [74].

The energy scale of jets is measured with an uncer-
tainty amounting to a few percent, depending on the jet pT

and η, using the pT-balance method, which is applied to
Z/γ∗ → ee, Z/γ∗ → μμ, γ+jets, dijet, and multijet events
[72]. The resulting effect on signal and background expecta-
tions is evaluated by varying the energies of jets in simulated
events within their uncertainties, recalculating all kinematic
observables, and reapplying the event selection criteria. The
effect of uncertainties in the jet energy resolution is evalu-
ated in a similar way, but is smaller than the effect of the
uncertainties in the jet energy scale.

The b tagging efficiency is measured with an uncertainty
of a few per cent in tt+jets and multijet events as a function of
jet pT and η. The heavy-flavor content of the multijet events
is enriched by requiring the presence of a muon in the event.
The mistag rates for light-quark and gluon jets are measured
in multijet events yielding an uncertainty of 5–10% for the
loose and 20–30% for the tight b tagging criteria, depending
on pT and η [73].

The integrated luminosities of the 2016, 2017, and 2018
data-taking periods are individually known with uncertainties
in the 2.3–2.5% range [39–41], while the total Run 2 (2016–
2018) integrated luminosity has an uncertainty of 1.8%, the
improvement in precision reflecting the (uncorrelated) time
evolution of some systematic effects.

The uncertainties related to the number of PU interactions
are evaluated by varying the number of inelastic pp interac-
tions that are superimposed on simulated events by 4.6%
[98]. The resulting effect on the ttH and tH signal yields and
on the yields of background contributions modeled using the
MC simulation amounts to less than 1%.

The effect of theory-related uncertainties on the event
yields and on the distributions of the BDTs and ANNs classi-
fier outputs that are used for the signal extraction is assessed
for the ttH and tH signals, as well as for the main irreducible
backgrounds that arise from ttW, ttWW, and ttZ production.
The uncertainties in the production cross sections amount
to +6.8

−9.9 and +5.1
−7.3% for the ttH and tH signals, and to +13.5

−12.2,
+8.6
−11.3, and +11.7

−10.2% for the ttW, ttWW, and ttZ backgrounds,
respectively. These uncertainties are taken from Ref. [62] and
consist of the sum in quadrature of three sources: missing
higher-order corrections in the perturbative expansion, dif-
ferent choices of PDFs, and uncertainties in the value of the
strong coupling constant αS. The uncertainties in the cross
sections are relevant for the purpose of quoting the measured
production rates with respect to their SM expectations for
these rates. In addition, the uncertainty in the ttH and tH
production cross sections is relevant for setting limits on the
coupling of the Higgs boson to the top quark. The effect of
missing higher-order corrections on the distributions of the
discriminating observables is estimated by varying the renor-
malization and factorization scales up and down by a factor
of two with respect to their nominal value, following the rec-
ommendations of Refs. [99–101], avoiding cases in which
the two variations are done in opposite directions. The effect
of uncertainties in the PDFs on these distributions is evalu-
ated following the recommendations given in Ref. [102]. The
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uncertainties in the branching fractions of the Higgs boson
decay modes H → WW, H → ττ, and H → ZZ are taken
from Ref. [62] and amount to 1.5, 1.7, and 1.5%, respectively.

In the 1� + 1τh and 0� + 2τh channels, the tt+jets and
DY production may contribute as irreducible backgrounds
and are modeled using the MC simulation. The tt+jets and
DY production cross sections are known to an uncertainty of
5 [65] and 4% [103], respectively. An additional uncertainty
on the modeling of top quark pT distribution of tt+jets events
is considered, defined as the difference between the nominal
powheg sample and that sample reweighed to improve the
quality of the top quark pT modeling, as described in Sect. 3.
The modeling of the multiplicity of jets and of b-tagged jets
in simulated DY events is improved by comparing these mul-
tiplicities between MC simulation and data using Z/γ∗ → ee
and Z/γ∗ → μμ events. The average ratio of data and MC
simulation in the Z/γ∗ → ee and Z/γ∗ → μμ event sam-
ples is taken as a correction, while the difference between the
ratios measured in Z/γ∗ → ee and Z/γ∗ → μμ events is
taken as the systematic uncertainty and added in quadrature
to the statistical uncertainties in these ratios. The Z/γ∗ → ee
and Z/γ∗ → μμ event samples used to determine this cor-
rection have little overlap with the SRs of the 1� + 1τh and
0�+2τh channels, since most of the DY background in these
channels arises from Z/γ∗ → ττ events.

Other background processes, notably the conversions and
rare backgrounds, are modeled using the MC simulation; the
uncertainty in their event yields is conservatively taken to
be 50%. This choice accounts for the extrapolation from the
inclusive phase space to the phase space relevant for this
analysis, in particular to events with a high multiplicity of
jets and b-tagged jets, as required to pass the event selection
criteria detailed in Sect. 5. The inclusive cross sections for
most of these background processes have been measured with
uncertainties amounting to significantly less than 50% by
previous analyses of the LHC data.

The extrapolation of the WZ and ZZ background rates
from the 3�- and 4�-CRs to the SR depends on the heavy-
flavor content of WZ and ZZ background events. According
to the MC simulation, most of the b jets reconstructed in
WZ and ZZ background events arise from the misidentifica-
tion of light-quark or gluon jets rather than from charm or
bottom quarks. We assign an uncertainty of 40% to the mod-
eling of the heavy-flavor content in WZ and ZZ background
events, accounting for the differences in the jet multiplic-
ity distribution between data and simulation in the 3� CR.
The misidentification of light quark or gluon jets as b jets is
covered by a separate systematic uncertainty.

The uncertainties in the rate and in the distribution of the
discriminating observables for the background from misiden-
tified leptons and τh stem from statistical uncertainties in the
events selected in the MR and AR as well as from systematic
uncertainties related to the subtraction of the prompt-lepton

contributions from the data selected in the MR and AR of the
MP method. The effect of these uncertainties on the analysis
is evaluated by applying independent variations of the proba-
bilities fi for electrons and muons in different bins of lepton-
candidate pT and η and determining the resulting change in
the yield and distribution of the misidentified leptons back-
ground estimate. We introduce an additional uncertainty in
the nonclosure correction to the fi for electrons and muons,
accounting for differences between the probabilities fi in
tt+jets and multijet events shown in Fig. 6. The size of this
uncertainty is equal to the magnitude of the correction. In
case of τh, the misidentification rates fi measured in each
bin in η and reconstructed τh decay mode are fitted by a lin-
ear function in pT of the τh candidate and the uncertainty
in the slope and offset of this fit is propagated to the final
result. The uncertainty in the rate of the misidentified leptons
background is, in general, higher for channels with τh. The
uncertainty varies between 10% in the 2�SS + 0τh channel
and 60% in the 2� + 2τh channel. The resulting uncertainty
in the distribution of the discriminating observables is of
moderate size. Additional nonclosure uncertainties account
for small differences between the misidentified leptons back-
ground estimate obtained by computing the probabilities fi
for simulated events and applying the weights w given by
Eq. (1) to simulated events selected in the AR, and the back-
ground estimates obtained by modeling the background from
misidentified leptons and τh in the SR using the MC simula-
tion directly.

The uncertainty in the flips background in the 2�SS+0τh

and 2�SS + 1τh channels is evaluated in a similar way: it
amounts to 30% in each channel.

The effects of systematic uncertainties representing the
same source are treated as fully correlated between all ten
analysis channels. Theoretical uncertainties are furthermore
treated as fully correlated among all data-taking periods,
whereas the uncertainties arising from experimental sources
are treated as uncorrelated between the data recorded in each
of the years 2016, 2017, and 2018. The latter treatment is
justified by the fact that the uncertainties related to the aux-
iliary measurements that are performed to validate, and if
necessary correct, the modeling of the data by the MC simu-
lation, are mainly of statistical origin and hence independent
for measurements that are performed independently for each
of the three data-taking periods because of the changes in the
detector conditions from one period to another.

The impact of the systematic and statistical uncertainties
on the measurement of the ttH and tH signal rates is summa-
rized in Table 7. The largest impacts are due to: the statistical
uncertainty of observed data; the uncertainty in the efficiency
to reconstruct and identify τh; the uncertainties related to
the estimation of the misidentified leptons and flips back-
grounds; and the theoretical uncertainties, which affect the
yield and the distribution of the discriminating observables
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Table 7 Summary of the sources of systematic and statistical uncer-
tainties and their impact on the measurement of the ttH and tH signal
rates, and the measured value of the unconstrained nuisance parame-
ters. The quantity Δμx/μx corresponds to the change in uncertainty
when fixing the nuisance parameters associated with that uncertainty

in the fit. Under the label “MC and sideband statistical uncertainty” are
the uncertainties associated with the limited number of simulated MC
events and the amount of data events in the application region of the
MP method

Source ΔμttH/μttH (%) ΔμtH/μtH (%) ΔμttW/μttW (%) ΔμttZ/μttZ (%)

Trigger efficiency 2.3 8.1 1.2 1.9

e, μ reconstruction and identification efficiency 2.9 7.1 1.7 3.2

τh identification efficiency 4.6 9.1 1.7 1.3

b tagging efficiency and mistag rate 3.6 13.6 1.3 2.9

Misidentified leptons and flips 6.0 36.8 2.6 1.4

Jet energy scale and resolution 3.4 8.3 1.1 1.2

MC sample and sideband statistical uncertainty 7.1 27.2 2.4 2.3

Theory-related sources affecting acceptance and shape of distributions 4.6 18.2 2.0 4.2

Normalization of MC-estimated processes 13.3 12.3 13.9 11.3

Integrated luminosity 2.2 4.6 1.8 3.1

Statistical uncertainty 20.9 48.0 5.9 5.8

for the ttH and tH signals as well as for the main irreducible
backgrounds, arising from ttW, ttWW, tW, ttZ, and tZ pro-
duction.

8.1 Additional checks

As a cross-check, and to highlight the enhancement in sen-
sitivity provided by machine-learning techniques, a comple-
mentary measurement of the ttH signal rate is performed
using a set of alternative observables in the ML fit. We refer
to this cross-check as the control analysis, as distinguished
from the analysis previously discussed, which we refer to
as the main analysis. The control analysis (CA) is restricted
to the 2�SS + 0τh, 3� + 0τh, 2�SS + 1τh, and 4� + 0τh

channels. The production rate of the tH signal is fixed to its
SM expectation in the CA. In the 2�SS + 0τh channel, the
invariant mass of the lepton pair is used as the discriminating
observable. The event selection criteria applied in the CA in
this channel are modified to the condition Nj ≥ 4 and the
events are analyzed in subcategories based on lepton flavor,
the charge-sum of the leptons (+2 or −2), and the multiplic-
ity of jets. In the 3� + 0τh channel, the invariant mass of
the three-lepton system is used as discriminating observable
and the events are analyzed in subcategories based on the
multiplicity of jets and on the charge-sum of the leptons (+1
or −1). A discriminant based on the matrix-element method
[35,36] is used as discriminating observable in the 2�SS+1τh

channel and the events are analyzed in two subcategories
based on the multiplicity of jets, defined by the conditions
Nj = 3 and Nj ≥ 4, and referred to as the “missing-jet” and
“no-missing-jet” subcategories. The computation of the dis-
criminant exploits the fact that the differential cross sections
for the ttH signal, as well as for the dominant background

processes in the 2�SS + 1τh channel, are well known; this
permits the computation of the probabilities for a given event
to be either signal or background, given the measured values
of kinematic observables in the event and taking into account
the experimental resolution of the detector. The probabilities
are computed for the ttH signal hypothesis and for three types
of background hypotheses: ttZ events in which the Z boson
decays into a pair of τ leptons; ttZ events in which the Z boson
decays into a pair of electrons or muons and one lepton is
misidentified as τh; and tt → b�ν bτν events with one addi-
tional nonprompt lepton originating from a b hadron decay.
Details on the computation of these probabilities are given
in Ref. [23]. The ratio of the probability for a given event to
be ttH signal to the sum of the probabilities for the event to
be one of the three backgrounds constitutes, according to the
Neyman-Pearson lemma [104], an optimal observable for the
purpose of separating the ttH signal from backgrounds and
is taken as the discriminant used for the signal extraction. In
the 4� + 0τh channel, the invariant mass of the four-lepton
system, m4�, is used as the discriminating observable.

9 Statistical analysis and results

The production rates of the ttH and tH signals are deter-
mined through a binned simultaneous ML fit to the total of
105 distributions: the outputs of the BDTs in each of the
seven channels 1� + 1τh, 0� + 2τh, 2�OS + 1τh, 1� + 2τh,
4� + 0τh, 3� + 1τh, and 2� + 2τh; the distributions of the 10
output nodes of the ANNs in the 2�SS + 0τh, 3� + 0τh, and
2�SS+1τh channels in the categories described in Fig. 3; and
the distributions of the observables that discriminate the ttZ
background from each of the WZ and ZZ backgrounds in the
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Fig. 8 Distributions of the activation value of the ANN output node
with the highest activation value for events selected in the 2�SS + 0τh
channel and classified as ttH signal (upper left), tH signal (upper right),
ttW background (lower left), and other backgrounds (lower right). The
distributions expected for the ttH and tH signals and for background

processes are shown for the values of the parameters of interest and of
the nuisance parameters obtained from the ML fit. The best fit value of
the ttH and tH production rates amounts to μ̂ttH = 0.92 and μ̂tH = 5.7
times the rates expected in the SM
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Fig. 9 Distributions of the activation value of the ANN output node
with the highest activation value for events selected in the 3� + 0τh
channel and classified as ttH signal (upper left), tH signal (upper right),
and background (lower left), and for events selected in the 2�SS + 1τh
channel (lower right). In case of the 2�SS + 1τh channel, the activation
value of the ANN output nodes for ttH signal, tH signal, and background
are shown together in a single histogram, concatenating histogram bins

as appropriate and enumerating the bins by a monotonously increasing
number. The distributions expected for the ttH and tH signals and for
background processes are shown for the values of the parameters of
interest and of the nuisance parameters obtained from the ML fit. The
best fit value of the ttH and tH production rates amounts to μ̂ttH = 0.92
and μ̂tH = 5.7 times the rates expected in the SM
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Fig. 10 Distributions of the BDT output for events selected in the
1� + 1τh (upper left), 0� + 2τh (upper right), and 2�OS + 1τh (lower)
channels. The distributions expected for the ttH and tH signals and for
background processes are shown for the values of the parameters of

interest and of the nuisance parameters obtained from the ML fit. The
best fit value of the ttH and tH production rates amounts to μ̂ttH = 0.92
and μ̂tH = 5.7 times the rates expected in the SM

123



378 Page 26 of 51 Eur. Phys. J. C (2021) 81 :378

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10

20

40

60

80

100
E

ve
nt

s
μH, tH)=t(tμ,hτ1l + 2

Data Rare ZZ
WZ W(W)tt Ztt
tH Htt Misid. leptons
Total unc.

CMS  (13 TeV)-1137 fb

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

BDT output

0.4−
0.2−

0
0.2
0.4

E
xp

ec
ta

tio
n

D
at

a 
- E

xp
ec

ta
tio

n

0 10

2

4

6

8

10

12

14

16

18

E
ve

nt
s

μH, tH)=t(tμ,hτ4l + 0
Data Rare ZZ

W(W)tt Ztt tH

Htt Total unc.

CMS  (13 TeV)-1137 fb

0 1

Bin number

1−
0.5−

0
0.5

1

E
xp

ec
ta

tio
n

D
at

a 
- E

xp
ec

ta
tio

n

0 1 2 30

2

4

6

8

10

12

14

16

E
ve

nt
s

μH, tH)=t(tμ,hτ3l + 1
Data Misid. leptons Rare
ZZ WZ W(W)tt

Ztt tH Htt
Total unc.

CMS  (13 TeV)-1137 fb

0 1 2 3

Bin number

1−
0.5−

0
0.5

1

E
xp

ec
ta

tio
n

D
at

a 
- E

xp
ec

ta
tio

n

0 10

2

4

6

8

10

12

E
ve

nt
s

μH, tH)=t(tμ,hτ2l + 2
Data Rare ZZ

W(W)tt Ztt tH

Htt Misid. leptons Total unc.

CMS  (13 TeV)-1137 fb

0 1

Bin number

1−
0.5−

0
0.5

1

E
xp

ec
ta

tio
n

D
at

a 
- E

xp
ec

ta
tio

n

Fig. 11 Distributions of the BDT output used for the signal extraction
in the 1� + 2τh (upper left), 4� + 0τh (upper right), 3� + 1τh (lower
left), and 2� + 2τh (lower right) channels. The distributions expected
for the ttH and tH signals and for background processes are shown for

the values of the parameters of interest and of the nuisance parameters
obtained from the ML fit. The best fit value of the ttH and tH production
rates amounts to μ̂ttH = 0.92 and μ̂tH = 5.7 times the rates expected
in the SM
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Fig. 12 Distributions of discriminating observables in the 3� + 0τh
(left) and 4� + 0τh (right) control region. The distributions expected
for the ttH and tH signals and for background processes are shown for
the values of the parameters of interest and of the nuisance parameters

obtained from the ML fit. The best fit value of the ttH and tH production
rates amounts to μ̂ttH = 0.92 and μ̂tH = 5.7 times the rates expected
in the SM

3�- and 4�-CRs, respectively; separately for the three data-
taking periods considered in the analysis. The 2�SS + 0τh

(3�+0τh) channel contributes a total of 12 (11) distributions
per data-taking period to the ML fit, reflecting the subdivi-
sion of these channels into event categories based on lepton
flavor and on the multiplicity of b-tagged jets.

The production rates of the ttH and tH signals constitute
the parameters of interest (POI) in the fit. We denote by the
symbols μttH and μtH the ratio of these production rates to
their SM expectation and use the notation μ to refer to the
set of both POIs.

The likelihood function is denoted by the symbol L and
is given by the expression:

L (data | μ, θ) =
∏

i

P (ni | μ, θ)
∏

k

p
(
θ̃k |θk

)
, (3)

where the index i refers to individual bins of the 105 distri-
butions of the discriminating observables that are included in
the fit, and the factor P (ni | μ, θ) represents the probability
to observe ni events in a given bin i , where νi (μ, θ) events
are expected from the sum of signal and background contri-
butions in that bin. The number of expected events is a linear
function of the two POIs indicated by μttH and μtH

νi (μ, θ) = μttHνttH
i (θ) + μtHνtH

i (θ) + νB
i (θ), (4)

where the symbols νttH
i , νtH

i , and νB
i denote, respectively,

the SM expectation for the ttH and tH signal contributions
and the aggregate of contributions expected from background
processes in bin i . We use the notation νi (μ, θ) to indicate
that the number of events expected from signal and back-
ground processes in each bin i depends on a set of parame-
ters, denoted by the symbol θ , that represent the systematic
uncertainties detailed in Sect. 8 and are referred to as nui-
sance parameters. Via the dependency of the νi (μ, θ) on θ ,
the nuisance parameters accommodate for variations of the
event yields as well as of the distributions of the discriminat-
ing observables during the fit. The probability P (ni | μ, θ) is
given by the Poisson distribution:

P (ni | μ, θ) = (νi (μ, θ))ni

ni ! exp (−νi (μ, θ)) . (5)

Individual elements of the set of nuisance parameters θ are
denoted by the symbol θk , where each θk represents a spe-
cific source of systematic uncertainty. The function p(θ̃k |θk)
represents the probability to observe a value θ̃k in an auxil-
iary measurement of the nuisance parameter, given that its
true value is θk . Systematic uncertainties that affect only the
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Table 8 Number of events selected in each of the ten analysis channels
compared to the event yields expected from the ttH and tH signals and
from background processes. The expected event yields are computed
for the values of nuisance parameters and of the POI obtained from

the ML fit. The best fit values of the POI amount to μ̂ttH = 0.92 and
μ̂tH = 5.7. Quoted uncertainties represent the sum of statistical and sys-
tematic components. The symbol “–” indicates that the corresponding
expected contribution is smaller than 0.1 events

Process 2�SS + 0τh 3� + 0τh 2�SS + 1τh

ttH 222 ± 51 61 ± 15 28.9 ± 6.4

tH 119 ± 85 20 ± 14 12.7 ± 9.0

ttZ + ttγ∗ 322 ± 25 145 ± 11 29.6 ± 3.3

ttW + ttWW 1153 ± 64 171.1 ± 9.5 47.4 ± 6.5

WZ 296 ± 31 89.7 ± 9.7 19.4 ± 2.9

ZZ 31.2 ± 3.3 16.2 ± 1.6 1.6 ± 0.3

Misidentified leptons 1217 ± 91 140 ± 11 52.0 ± 9.6

Flips 121 ± 19 – –

Rare backgrounds 222 ± 48 41.0 ± 8.9 13.3 ± 3.1

Conversion 42 ± 12 5.6 ± 1.6 –

ggH + qqH + VH + ttVH 35.3 ± 4.0 3.4 ± 0.3 1.8 ± 0.3

Total expected background 3517 ± 85 627 ± 20 179 ± 13

Data 3738 744 201

Process 1� + 1τh 0� + 2τh 2�OS + 1τh 1� + 2τh

ttH 183 ± 41 24.4 ± 6.0 19.1 ± 4.3 19.3 ± 4.2

tH 65 ± 46 16 ± 12 4.8 ± 3.4 2.6 ± 1.9

ttZ + ttγ∗ 203 ± 24 27.1 ± 3.8 25.5 ± 2.9 20.3 ± 2.1

ttW + ttWW 254 ± 34 3.8 ± 0.5 17.4 ± 2.4 2.6 ± 0.4

WZ 198 ± 37 42.5 ± 8.7 8.4 ± 1.6 11.8 ± 2.2

ZZ 98 ± 13 34.2 ± 4.8 1.9 ± 0.3 1.8 ± 0.3

DY 4480 ± 460 1430.0 ± 220 519 ± 28 250 ± 16

tt+jets 41900 ± 1900 861 ± 98 – –

Misidentified leptons 25300 ± 1900 3790 ± 220 – –

Rare backgrounds 1930 ± 420 60 ± 14 5.9 ± 1.3 5.6 ± 1.3

Conversion – – 0.5 ± 0.2 –

ggH + qqH + VH + ttVH 38.5 ± 3.6 26.7 ± 3.6 0.8 ± 0.1 –

Total expected background 73550 ± 610 6290 ± 130 584 ± 27 295 ± 16

Data 73736 6310 603 307

Process 4� + 0τh 3� + 1τh 2� + 2τh

ttH 2.0 ± 0.5 4.0 ± 0.9 2.2 ± 0.5

tH 0.2 ± 0.2 0.8 ± 0.6 0.3 ± 0.2

ttZ + ttγ∗ 5.9 ± 0.4 6.6 ± 0.7 2.5 ± 0.3

ttW + ttWW 0.2 ± 0.0 1.1 ± 0.2 –

ZZ 0.6 ± 0.2 0.3 ± 0.1 0.2 ± 0.0

Misidentified leptons – 1.5 ± 0.9 3.4 ± 0.9

Rare backgrounds 0.6 ± 0.1 1.0 ± 0.3 0.3 ± 0.1

Conversion – – –

Total expected background 7.4 ± 0.5 11.5 ± 1.3 6.8 ± 1.0

Data 12 18 3
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normalization, but not the shape of the distribution of the dis-
criminating observables, are represented by a Gamma prob-
ability density function if they are statistical in origin, e.g. if
they correspond to the number of events observed in a CR,
and otherwise by a log-normal probability density function;
systematic uncertainties that also affect the shape of distri-
butions of the discriminating observables are incorporated
into the ML fit via the technique detailed in Ref. [105] and
represented by a Gaussian probability density function.

The rates of the ttW and ttZ backgrounds are separately
left unconstrained in the fit. The rate of the small ttWW back-
ground is constrained to scale by the same factor with respect
to its SM expectation as the rate of the ttW background.

Statistical fluctuations in the background predictions arise
because of a limited number of events in the MC simulation as
well as in the ARs that are used to estimate the misidentified
leptons and flips backgrounds from data. These fluctuations
are incorporated into the likelihood function via the approach
described in Ref. [106].

Further details concerning the treatment of systematic
uncertainties and concerning the choice of the functions
p(θ̃k |θk) are given in Refs. [105,107,108].

A complication in the signal extraction arises from the
fact that a deviation in the top quark Yukawa coupling yt

with respect to the SM expectation mt/v would change the
distribution of kinematic observables for the tH signal and
alter the proportion between the tH and ttH signal rates. We
address this complication by first determining the production
rates for the tH and ttH signals, assuming that the distribu-
tions of kinematic observables for the tH signal conform to
the distributions expected in the SM; we then determine the
Yukawa coupling yt of the Higgs boson to the top quark,
accounting for modifications in the interference effects for
the tH signal. These studies assume a Higgs boson mass of
125 GeV.

Assuming the distributions of the discriminating observ-
ables for the tH and ttH signals agree with their SM expecta-
tion, the production rate for the ttH signal is measured to be
μttH = 0.92 ± 0.19 (stat)+0.17

−0.13 (syst) times the SM expecta-
tion, equivalent to a ttH production cross section for ttH pro-
duction of 466±96 (stat)+70

−56 (syst) fb, and that of the tH signal
is measured to be μtH = 5.7±2.7 (stat)±3.0 (syst) times the
SM expectation for this production rate, equivalent to a cross
section for tH production of 510 ± 200 (stat) ± 220 (syst) fb.
The corresponding observed (expected) significance of the
ttH signal amounts to 4.7 (5.2) standard deviations, assum-
ing the tH process to have the SM production rate, and that
of the tH signal to 1.4 (0.3) standard deviations, also assum-
ing the ttH process to have the SM production rate. We have
estimated the agreement between the data and our statistical
model by using a goodness-of-fit test to the saturated model,
obtaining a p-value of 0.097, showing no indication of a sig-
nificant difference between data and the assumed model.
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Fig. 13 Distribution of the decimal logarithm of the ratio between the
expected ttH + tH signal and the expected sum of background contri-
butions in each bin of the 105 distributions that are included in the ML
fit used for the signal extraction. The distributions expected for signal
and background processes are computed for μ̂ttH = 0.92, μ̂tH = 5.7,
and the values of nuisance parameters obtained from the ML fit

The distributions that are included in the ML fit are shown
in Figs. 8, 9, 10, 11 and 12. In the 2�SS + 0τh and 3� + 0τh

channels, we show the distributions of the activation values
of ANN output nodes in the different subcategories based on
lepton flavor and on the multiplicity of b-tagged jets in a sin-
gle histogram, concatenating histogram bins as appropriate,
and enumerate the bins by a monotonically increasing num-
ber. The distributions expected for the ttH and tH signals,
as well as the expected background contributions, are shown
for the value of the POI and of nuisance parameters obtained
from the ML fit. The uncertainty bands shown in the figures
represent the total uncertainty in the sum of signal and back-
ground contributions that remains after having determined
the value of the nuisance parameters through the ML fit.
These bands are computed by randomly sampling from the
covariance matrix of the nuisance parameters as determined
by the ML fit and adding the statistical uncertainties in the
background predictions in quadrature. The data are in agree-
ment with the sum of contributions estimated by the ML fit
for the ttH and tH signals and for the background processes.
The corresponding event yields are given in Table 8. In the
2�SS + 0τh, 3� + 0τh, and 2�SS + 1τh channels, the sums
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Fig. 14 Production rate μ̂ttH of the ttH signal (left) and μ̂tH of tH
signal (right), in units of their rate of production expected in the SM,
measured in each of the ten channels individually and for the combi-

nation of all channels. The central value of the signal strength in the
2� + 2τhis constrained to be greater than zero

of events yields in all ANN output node categories are given
in the table.

The event yields of background processes obtained from
the ML fit agree reasonably well with their expected produc-
tion rate, given the uncertainties. In particular, the produc-
tion rates of the ttZ and ttW backgrounds are determined
to be μttZ = 1.03 ± 0.14 (stat+syst) and μttW = 1.43 ±
0.21 (stat+syst) times their SM expectation, as obtained from
the MC simulation.

The evidence for the presence of the ttH and tH signals
in the data is illustrated in Fig. 13, in which each bin of
the distributions that are included in the ML fit is classified
according to the expected ratio of the number of ttH+ tH sig-
nal (S) over background (B) events in that bin. A significant
excess of events with respect to the background expectation
is visible in the bins with the highest expected S/B ratio.

The ttH signal rates measured in the ten individual chan-
nels are shown in Fig. 14, obtained by performing a likelihood
fit in which signal rates are parametrized with independent
parameters, one for each channel. The measurement of the
tH production rate is only shown in the 2�SS+0τh, 3�+0τh,
and 2�SS + 1τh channels, which employ a multiclass ANN
to separate the tH from the ttH signal. The sensitivity of
the other channels to the tH signal is small. The ttH and
tH production rates obtained from the simultaneous fit of all
channels are also shown in the figure. The signal rates mea-
sured in individual channels are compatible with each other
and with the ttH and tH production rates obtained from the
simultaneous fit of all channels. The largest deviation from
the SM expectation is observed in the ttH production rate in

the 2�+2τh channel, where the best fit value of the ttH signal
rate is negative, reflecting the deficit of observed events com-
pared to the background expectation in this channel, as shown
in Fig. 11. The value and uncertainty shown in Fig. 14 are
obtained after requiring the ttH production rates in this chan-
nel to be positive. The value measured in the 2�+2τh channel
is compatible with the SM expectation at the level of 1.94
standard deviations when constraining the signal strength in
that channel to be larger than zero. The sensitivity of individ-
ual channels can be inferred from the size of the uncertainty
band in the measured signal strengths. The channel provid-
ing the highest sensitivity is the 2�SS + 0τh channel, which
is the channel providing the largest signal yield, followed by
the 3� + 0τh and 2�SS + 1τh channels.

Figure 15 shows the correlations between the measured
ttH and tH signal rates and those between the signal rates
and the production rates of the ttZ and ttW backgrounds.
All correlations are of moderate size, demonstrating the per-
formance achieved by the multiclass ANN in distinguishing
between the tH and ttH signals as well as in separating the
ttH and tH signals from the ttZ and ttW backgrounds.

In the CA described in Sect. 8.1, the measured production
rate for the ttH signal is μ̂ttH = 0.5±0.3 (stat+syst), μ̂ttH =
1.3±0.5 (stat+syst), μ̂ttH = 0.9±0.4 (stat+syst), and μ̂ttH =
1.5±1.5 (stat+syst) times the SM expectation, in the 2�SS+
0τh, 3�+0τh, 2�SS+1τh, and 4�+0τh channels, respectively,
while μ̂ttH = 0.91 ± 0.21 (stat) ± 0.18 (syst) is obtained for
the simultaneous ML fit of all four channels. The 3�- and 4�-
CRs are included in each of these ML fits. The corresponding
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Fig. 15 Two-dimensional contours of the likelihood function L, given
by Eq. (3), as a function of the production rates of the ttH and tH signals
(μttH and μtH) and of the ttZ and ttW backgrounds (μttZ and μttW).

The two production rates that are not shown on either the x or the y axis
are profiled such that the function L attains its minimum at each point
in the x-y plane

observed (expected) significance of the ttH signal in the CA
amounts to 3.8 (4.0) standard deviations.

We now drop the assumption that the distributions of kine-
matic observables for the tH signal conform to the distribu-
tions expected in the SM and determine the Yukawa coupling
yt of the Higgs boson to the top quark. We parametrize the
production rates μ̂ttH and μ̂tH of the ttH and tH signals as a
function of the ratio of the top quark Yukawa coupling yt to
its SM expectation mt/v. We refer to this ratio as the cou-
pling modifier and denote it by the symbol κt . The effect
of the interference, described in Sect. 1, between the dia-
grams in Fig. 2 on the distributions of kinematic observ-
ables is parametrized as a function of κt and fully taken into
account, adjusting the event yield for the tH signal as well as

the distributions of the outputs of the BDTs and ANNs for
each value of κt . The changes in the kinematical properties
of the event affect the probability for tH signal events to pass
the event selection criteria. The effect is illustrated in Fig. 16,
which shows the variation of the product of acceptance and
efficiency for the tHq and tHW signal contributions in each
decay mode of the Higgs boson as a function of the ratio
κt/κV, where κV denotes the coupling of the Higgs boson
to the W boson with respect to the SM expectation for this
coupling. The coupling of the Higgs boson to the Z boson
with respect to its SM expectation is assumed to scale by the
same value κV. Variations of the coupling modifier κV from
the SM expectation κV = 1 affect the interference between
the diagrams in Fig. 2 as well as the branching fractions of
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boson decay modes as a function of the ratio κt/κV of the Higgs boson
couplings to the top quark and to the W boson
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the Higgs boson decay modes H → WW and H → ZZ. We
compute the compatibility of the data with different values
of κt and κV, as is shown in Fig. 17. We obtain a 95% confi-
dence level (CL) region on κt consisting of the union of the
two intervals −0.9 < κt < −0.7 and 0.7 < κt < 1.1 at
95% confidence level (CL). At 95% CL, both the inverted
top coupling scenario and the SM expectation κt = 1 are in
agreement with the data.

10 Summary

The rate for Higgs boson production in association with either
one or two top quarks has been measured in events con-
taining multiple electrons, muons, and hadronically decay-
ing tau leptons, using data recorded by the CMS experi-
ment in pp collisions at

√
s = 13 TeV in 2016, 2017, and

2018. The analyzed data corresponds to an integrated lumi-
nosity of 137 fb−1. Ten different experimental signatures
are considered in the analysis, differing by the multiplic-
ity of electrons, muons, and hadronically decaying tau lep-
tons, and targeting events in which the Higgs boson decays
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via H → WW, H → ττ, or H → ZZ, whereas the top
quark(s) decay either semi-leptonically or hadronically. The
measured production rates for the ttH and tH signals amount
to 0.92±0.19 (stat)+0.17

−0.13 (syst) and 5.7±2.7 (stat)±3.0 (syst)
times their respective standard model (SM) expectations. The
corresponding observed (expected) significance amounts to
4.7 (5.2) standard deviations for ttH, and to 1.4 (0.3) for
tH production. Assuming that the Higgs boson coupling to
the tau lepton is equal in strength to the values expected in
the SM, the coupling yt of the Higgs boson to the top quark
divided by its SM expectation, κt = yt/ySM

t , is constrained to
be within −0.9 < κt < −0.7 or 0.7 < κt < 1.1, at 95% con-
fidence level. This result is the most sensitive measurement
of the ttH production rate to date.
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1 Introduction

Since the discovery of the Higgs (H) boson [1–3], many of its properties have already
been measured with high precision [4–6]. One important property that remains largely
unknown is the H boson self-coupling. A precise measurement of this coupling is necessary
to determine the shape of the Higgs potential, and thus verify that the mechanism breaking
the electroweak gauge symmetry is indeed the Higgs mechanism [7–12] of the standard
model (SM) [13–15]. The SM predicts the existence of both trilinear and quartic H boson
self-couplings. Due to the very low predicted cross section for triple H boson production,
the SM quartic self-coupling will not be experimentally accessible at the CERN LHC, even
with the full integrated luminosity of 3000 fb−1 scheduled to be delivered after the high-
luminosity LHC upgrade [16, 17]. The strength of the trilinear self-coupling, however, can
be determined using measurements of H boson pair (HH) production.

In the SM, most HH pairs are produced in two types of processes. The Feynman
diagrams for the dominant “gluon fusion” (ggHH) process at leading order (LO) in pertur-
bative quantum chromodynamics (QCD) are shown in figure 1. The left “triangle” diagram

– 1 –
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Figure 1. Leading order Feynman diagrams for SM nonresonant HH production via gluon fusion,
including the “triangle” diagram (left) and the “box” diagram (right).

amplitude varies proportionally to the H boson self-coupling (λ) and the Yukawa coupling
of the top quark (yt), while the right “box” diagram amplitude is insensitive to λ and varies
as y2

t . The triangle and box diagrams interfere destructively, so the ggHH cross section
exhibits a strong dependence on both λ and yt . The ggHH cross section in the SM has
been computed to be 31.1+2.1

−7.2 fb at next-to-next-to-LO (NNLO) accuracy in QCD using
the FTapprox scheme, in which the true top quark mass is used for the real radiation matrix
elements, while the virtual part is computed using an infinite top quark mass [18]. The
predicted SM cross section for the subdominant “vector boson fusion” (qqHH) process is
1.73± 0.04 fb at next-to-NNLO accuracy in QCD [19].

Deviations of the coupling strength modifiers κλ = λ/λSM and κt = yt/y
SM
t from unity

would affect both the rate of HH production and kinematic distributions of the HH signal.
The HH invariant mass (mHH) is particularly sensitive to changes in κλ and κt , as these
couplings affect the triangle and box diagram amplitudes differently. Because SM ggHH
and qqHH production do not include a heavy resonant particle, and typically result in a
broad mHH distribution, they are referred to as “nonresonant”. Changes in κλ and κt also
influence the rate of single Higgs boson production and the Higgs boson decay branching
fractions [20, 21].

The presence of undiscovered particles or interactions, predicted by a variety of the-
oretical models beyond the SM, may alter the HH production rate as well as observable
kinematic distributions. Such particles could give rise to loop diagrams similar to the one
shown on the left of figure 1. These diagrams may significantly enhance the HH produc-
tion rate, as they occur at the same loop level as HH production in the SM. Since no
particles beyond those predicted by the SM have been observed so far, their mass may be
at the TeV scale or higher, well above the scale of electroweak symmetry breaking. Loop
contributions of such heavy particles can be approximated as contact interactions with the
H boson using an effective field theory (EFT) approach [22, 23]. Following ref. [24], the
contact interactions relevant for HH production are parametrized by the couplings cg , c2g ,
and c2, referring to the interactions between two gluons and one H boson, two gluons and
two H bosons, and two top quarks and two H bosons, respectively. The corresponding
Feynman diagrams for ggHH production are shown in figure 2. The LO diagrams for
qqHH production contain no gluons or top quarks, so the impacts of cg , c2g , and c2 are
only considered in the ggHH signal in this publication.

– 2 –
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Figure 2. Leading order Feynman diagrams for nonresonant HH production via gluon fusion in
an EFT approach, where loop-mediated contact interactions between (left) two gluons and one H
boson, (middle) two gluons and two H bosons, and (right) two top quarks and two H bosons are
parametrized by three effective couplings: cg , c2g , and c2.

X

g

g

H

H

Figure 3. Leading order Feynman diagram for resonant HH production.

An excess of HH signal events may also result from decays of new heavy particles,
denoted as X, into pairs of H bosons. Various theoretical models of new physics postulate
such decays, in particular two-Higgs-doublet models [25, 26], composite-Higgs models [27,
28], Higgs portal models [29, 30], and models inspired by warped extra dimensions [31].
In the last class of models, the new heavy particles may have spin 0 (“radions”) or spin 2
(“gravitons”) [32]. In this paper, the resulting “resonant” HH production is sought for mass
values of X from 250 to 1000GeV, and the width of X is assumed to be negligible compared
to the experimental resolution in mHH . This would create a peak in the reconstructed mHH
distribution around the mass mX of the resonance. The Feynman diagram for this process
is shown in figure 3. For resonance masses above 1TeV the strongest constraints are given
by searches for HH production targeting H boson decays to bottom quarks [33–35], as
the selection and reconstruction efficiency for hadronic decays increases, in particular in
the trigger, and relevant backgrounds decrease with energy. For leptonic decay modes,
the selection and reconstruction efficiency in general is high and as such do not increase
notably for high masses above 1 TeV.

Phenomenological studies of the prospects for discovering HH signal in the WW∗WW∗

decay mode are documented in refs. [36–40], where the symbol ∗ denotes virtual particles.
The ATLAS Collaboration published results of a search for nonresonant and resonant
HH pairs decaying to WW∗WW∗ based on 36 fb−1 of proton-proton (pp) collision data
recorded at

√
s = 13TeV [41], placing an upper limit of 160 times the SM predicted cross

section for nonresonant HH production at 95% confidence level (CL). Searches for HH
production in pp collisions at

√
s = 7, 8, and 13TeV have previously been performed by

– 3 –
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the CMS and ATLAS Collaborations in the decay modes bbγγ [42, 43], bbbb [33, 44–
47], bbττ [35, 48, 49], bbWW∗ [34, 50–52], and WW∗

γγ [53]. Limits on HH production
obtained from a combination of some of these analyses have been published by the CMS
and ATLAS Collaborations [54, 55].

Searches targeting the bbττ [48], bbbb [45, 46], and bbγγ [42] final states in CMS,
and bbττ [35] and bbγγ [43] in ATLAS, provide the strongest constraints on nonresonant
HH production to date, with observed (expected) 95% CL upper limits ranging from 3.3
to 9.9 (3.9 to 7.8) times the SM predicted cross section. The corresponding lower bounds
on κλ vary from −1.5 to −3.3 (−2.4 to −5.0 expected), with upper bounds between 6.7
and 9.4 (7.7 to 12.0 expected). The ATLAS bbγγ analysis places a 95% CL upper limit
of 0.64 pb on resonant HH production with a mass around 250GeV (where 0.39 pb was
expected) [43], while the ATLAS resonant bbbb search constrains higher mass hypotheses
most strongly, with observed and expected limits around 0.01 pb at 1TeV [33]. The ATLAS
bbττ performs best for many mass points in between [35]. The only published HH search
using an EFT approach comes from CMS in the bbγγ final state, with 95% CL upper
limits on the HH production cross section ranging from 0.1 to 0.6 pb, depending on the
EFT scenario [42].

This paper presents the first search for H boson pairs decaying to WW∗WW∗,
WW∗

ττ, and ττττ. Both nonresonant and resonant HH production in final states with
multiple reconstructed leptons, i.e., electrons (e), muons (µ), or hadronically decaying tau
leptons (τh) are covered. The search is based on LHC pp collision data recorded by the
CMS experiment at a center-of-mass energy of 13TeV, corresponding to an integrated lu-
minosity of 138 fb−1. Signal candidate events are subdivided into seven mutually exclusive
“search categories” based on ` (e, µ) and τh multiplicity: two same-sign ` with fewer than
two τh (2`ss), three ` with no τh (3`), four ` (4`), three ` with one additional τh (3`+1τh),
two ` with two τh (2` + 2τh), one ` with three τh (1` + 3τh), or four τh with no ` (4τh).
In final states with a total of four ` and τh, the charge sum of all ` and τh candidates
is required to be zero. The seven search categories target HH signal events in which the
H boson pair decays into WW∗WW∗, WW∗

ττ, or ττττ. Multivariate analysis (MVA)
methods are used to distinguish the HH signal from backgrounds.

The paper is structured as follows. A brief overview of the CMS detector is given in
section 2. Section 3 lists the data sets and simulation samples used. The reconstruction
of e, µ, τh, and jets, along with various kinematic observables, is detailed in section 4.
This is followed by a description, in section 5, of the event selection criteria defining the
seven search categories. The multivariate methods used to distinguish the HH signal from
backgrounds are detailed in section 6. The estimation of these backgrounds is described
in section 7, followed by an outline of the relevant systematic uncertainties in section 8.
The statistical procedure used to extract limits on the HH production rate in the SM,
as well as constraints on SM coupling strengths, EFT benchmark scenarios, and resonant
HH production rates are presented in section 9. The paper concludes with a summary in
section 10.

– 4 –
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2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6m internal
diameter, providing a magnetic field of 3.8T. Within the solenoid volume are a silicon
pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and
a brass and scintillator hadron calorimeter (HCAL), each composed of one barrel and two
endcap sections. The silicon tracker measures charged particles within the pseudorapidity
range |η| < 2.5 for data recorded in 2016, and within the range |η| < 3.0 for data recorded
in 2017 and 2018. The ECAL is a fine-grained hermetic calorimeter with quasi-projective
geometry, and is divided into a barrel region covering |η| < 1.5, and two endcaps that extend
to |η| = 3.0. The HCAL barrel and endcaps similarly cover the region |η| < 3.0. Forward
calorimeters extend beyond these endcaps to |η| = 5.0. Muons are detected within the
range |η| < 2.4 by gas-ionization detectors embedded in the steel flux-return yoke outside
the solenoid. Collision events of interest are selected using a two-tiered trigger system.
The level-1 trigger, composed of custom hardware processors, uses information from the
calorimeters and muon detectors to select less than 100 kHz of events from a 40MHz base
event rate, within a fixed latency of 4 µs [56]. The second tier, known as the high-level
trigger, is a processor farm which runs a version of the full event reconstruction software
optimized for fast processing, and reduces the event rate to around 1 kHz before data
storage [57]. A more detailed description of the CMS detector, together with a definition
of the coordinate system used and the most relevant kinematic variables, can be found in
ref. [58].

3 Data samples and Monte Carlo simulation

The analyzed pp collision data correspond to an integrated luminosity of 138 fb−1, collected
by the CMS detector over three years: 36 fb−1 in 2016, 42 fb−1 in 2017, and 60 fb−1 in
2018 [59–61]. This analysis uses triggers requiring one or more reconstructed e, µ, or τh
candidates to be associated with the same collision vertex. The exact triggers and their
thresholds varied slightly from year to year because of changes in luminosity and detector
conditions, as well as improvements to the trigger algorithms. The transverse momentum
(pT) thresholds imposed by the trigger on the “leading” (highest pT), “subleading” (second-
highest pT), and third e, µ, or τh, and the corresponding η requirements for each year are
shown in table 1. All triggers include identification and isolation requirements on the e, µ,
and τh candidates [57]. When combined, the triggers achieve an efficiency of 95–100% for
simulated SM HH signal events in each of the seven search categories.

Monte Carlo (MC) simulated samples are used to model HH signal events and a wide
range of SM background processes that produce final states with e, µ, or τh. Background
MC samples include processes producing a single W or Z boson, two bosons (WW, WZ,
ZZ, Wγ, and Zγ), three bosons (WWW, WWZ, WZZ, ZZZ, and WZγ), a single H boson
(via gluon fusion, vector boson fusion, or associated production with a W or Z boson), a
single top quark, a top quark-antiquark pair (tt), and top quarks associated with one or
more bosons (ttW, ttZ, ttH, tHq, and tHW). All MC samples were generated using either

– 5 –



J
H
E
P
0
7
(
2
0
2
3
)
0
9
5

Trigger Selection requirements for reconstructed e, µ, and τh objects
Single e pT(e) > 27–35GeV
Single µ pT(µ) > 22–27GeV

Double e pT(e) > 23, 12GeV
e + µ pT(e) > 23GeV, pT(µ) > 8GeV
µ + e pT(µ) > 23GeV, pT(e) > 8–12GeV
Double µ pT(µ) > 17, 8GeV
e + τh pT(e) > 24GeV, pT(τh) > 20–30GeV, |η(e, τh)| < 2.1
µ + τh pT(µ) > 19–20GeV, pT(τh) > 20–27GeV, |η(µ, τh)| < 2.1
Double τh pT(τh) > 35–40GeV, |η(τh)| < 2.1

Triple e pT(e) > 16, 12, 8GeV
Two e + µ pT(e) > 12, 12GeV, pT(µ) > 8GeV
Two µ + e pT(µ) > 9, 9GeV, pT(e) > 9GeV
Triple µ pT(µ) > 12, 10, 5GeV

Table 1. Selection requirements on pT and η of reconstructed electrons (e), muons (µ), and
hadronically decaying tau leptons (τh) applied by the triggers used in this analysis. The trigger
pT thresholds for leading, subleading, and third e, µ, or τh are separated by commas. For trigger
thresholds that varied over time, the range of variation is indicated.

MadGraph5_amc@nlo v2 [62, 63], powheg v2 [64–66], mcfm v7 [67–69], or pythia
v8.2 [70]. All samples that include a H boson were produced for a H boson mass of 125GeV.
Specific details of the simulated processes are summarized in table 2.

The parton distribution functions (PDFs) of the proton are modeled using the
NNPDF3.0 and NNPDF3.1 PDF sets [85–89]. Parton shower, hadronization processes,
and τ decays are modeled by pythia, using the tunes CP5, CUETP8M1, CUETP8M2,
or CUETP8M2T4 [90–92], depending on the process and the data-taking period that is
being modeled. The matching of matrix elements to parton showers is performed using
the MLM scheme [93] for the LO samples and the FxFx scheme [94] for the NLO sam-
ples. The interactions of particles with the CMS detector material was simulated in detail
using Geant4 [95]. Simulated events were reconstructed using the same procedure as
in data. The response of the trigger is included in the simulation. Additional pp inter-
actions (pileup) were generated with pythia and overlaid on all MC events, with event
weights used to match the collision multiplicity to the distribution inferred from data.
Residual differences between data and simulation are rectified by applying corrections to
simulated events.

A variety of HH signal samples were generated at LO and NLO accuracy in QCD to
simulate nonresonant HH production, covering the ggHH and qqHH production processes,
with the H bosons decaying to either WW∗, ZZ∗, or ττ. The NLO samples are used to
extract the rate of the HH signal from the data, while LO samples with a larger number of
simulated events are used to train machine learning algorithms. Separate ggHH samples are
produced for SM HH production and for a total of twelve EFT benchmark (BM) scenarios
in the Higgs Effective Field Theory (HEFT) approach [24]. These benchmarks, along with

– 6 –
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Process MC generator (order) Cross section order
ggHH MadGraph5_amc@nlo v2 (LO) [71, 72] NNLO FTapprox

powheg v2 (NLO) [73–75]
qqHH MadGraph5_amc@nlo v2 (LO) N3LO

Single H boson production
(via gluon fusion) powheg v2 (NLO) [76] N3LO QCD, NLO EW
(via vector boson fusion) powheg v2 (NLO) [77] NNLO QCD, NLO EW
(with a W or a Z boson) powheg v2 (NLO) [78] NNLO QCD, NLO EW
(with a pair of top quarks) MadGraph5_amc@nlo v2 (NLO) NLO QCD, NLO EW
(with a single top quark) MadGraph5_amc@nlo v2 (LO) NLO

W MadGraph5_amc@nlo v2 (LO) NNLO
Z MadGraph5_amc@nlo v2 (LO) NNLO QCD, NLO EW

WW (double-parton interaction) pythia v8.2 (LO) LO
(same-sign pair) MadGraph5_amc@nlo v2 (LO) LO
(opposite-sign pair) powheg v2 (NLO) [79, 80] NNLO

WZ MadGraph5_amc@nlo v2 (NLO) NNLO
ZZ (quark-initiated) powheg v2 (NLO) [79, 80] NNLO

(gluon-initiated) mcfm v7 (LO) [81] NLO

Wγ, Zγ, WZγ, tγ, ttγ MadGraph5_amc@nlo v2 (NLO ) NLO

WWW, WWZ, WZZ, ZZZ MadGraph5_amc@nlo v2 (NLO) NLO

Single top powheg v2 (NLO) [82] NLO
(with a W boson) powheg v2 (NLO) [83] NLO
(with a Z boson) MadGraph5_amc@nlo v2 (NLO) NLO

tt powheg v2 (NLO) [84] NNLO
tttt MadGraph5_amc@nlo v2 (NLO) NLO

ttW MadGraph5_amc@nlo v2 NLO QCD, NLO EW
(NLO QCD, NLO EW )

ttZ MadGraph5_amc@nlo v2 (NLO) NLO QCD, NLO EW
ttWW, ttWZ, ttZZ MadGraph5_amc@nlo v2 (LO) LO

Table 2. The MC generators that are used to simulate HH signal and background processes. The
order of MC simulation and cross section calculation both refer to the perturbative expansion in
QCD. Additional higher order electroweak (EW) corrections, if present, are indicated separately.

the seven benchmarks from ref. [96], represent different combinations of κλ, κt , cg , c2g ,
and c2 HEFT parameter values, and are chosen to probe distinct classes of HH kinematic
configurations. These benchmarks are referred to as JHEP04 BM1-12, and JHEP03 BM1-
7, respectively. The benchmark JHEP04 BM8 is complemented by a modified version of
this benchmark, published in ref. [97], denoted as JHEP04 BM8a. The parameter values
of these twenty BM scenarios are shown in table 3. The values of the cg and c2g couplings
published in ref. [96] have been scaled by factors of 1.5 and −3, respectively, to convert them
to the convention introduced for these couplings in ref. [24]. In order to increase the number
of simulated events and to model kinematic configurations not explicitly generated, such
as JHEP03 BM1-7, the ggHH samples are merged and the events in the merged samples
are reweighted, using the procedure documented in ref. [98], to match the distributions in
mHH and |cos θ∗| computed at NLO accuracy and published in ref. [97]. This procedure
is applied to the LO and NLO ggHH samples separately. The symbol cos θ∗ denotes the
cosine of the polar angle of one H with respect to the beam axis in the HH rest frame. The
qqHH samples are produced only for SM HH production.

– 7 –
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Benchmark κλ κt c2 cg c2g
JHEP04 BM1 7.5 1.0 −1.0 0.0 0.0
JHEP04 BM2 1.0 1.0 0.5 −0.8 0.6
JHEP04 BM3 1.0 1.0 −1.5 0.0 −0.8
JHEP04 BM4 −3.5 1.5 −3.0 0.0 0.0
JHEP04 BM5 1.0 1.0 0.0 0.8 −1.0
JHEP04 BM6 2.4 1.0 0.0 0.2 −0.2
JHEP04 BM7 5.0 1.0 0.0 0.2 −0.2
JHEP04 BM8 15.0 1.0 0.0 −1.0 1.0
JHEP04 BM8a 1.0 1.0 0.5 4/15 0.0
JHEP04 BM9 1.0 1.0 1.0 −0.6 0.6
JHEP04 BM10 10.0 1.5 −1.0 0.0 0.0
JHEP04 BM11 2.4 1.0 0.0 1.0 −1.0
JHEP04 BM12 15.0 1.0 1.0 0.0 0.0

JHEP03 BM1 3.94 0.94 −1/3 0.75 −1
JHEP03 BM2 6.84 0.61 1/3 0 1
JHEP03 BM3 2.21 1.05 −1/3 0.75 −1.5
JHEP03 BM4 2.79 0.61 1/3 −0.75 −0.5
JHEP03 BM5 3.95 1.17 −1/3 0.25 1.5
JHEP03 BM6 5.68 0.83 1/3 −0.75 −1
JHEP03 BM7 −0.10 0.94 1 0.25 0.5

SM 1.0 1.0 0.0 0.0 0.0

Table 3. Parameter values for κλ, κt , c2, cg , and c2g in MC samples modeling twenty benchmark
scenarios in the EFT approach, plus SM HH production.

Resonant HH production was simulated at LO for both spin-0 (radion) and spin-2
(graviton) scenarios with mX values of 250, 260, 270, 280, 300, 320, 350, 400, 450, 500,
550, 600, 650, 700, 750, 800, 850, 900, and 1000GeV.

4 Event reconstruction

The CMS particle-flow (PF) algorithm [99] aims to reconstruct and identify each individ-
ual particle in an event, using an optimized combination of information from the various
elements of the CMS detector. The particles are subsequently classified into five mutually
exclusive types: electrons, muons, photons, and charged and neutral hadrons. These par-
ticles are then combined to reconstruct hadronic τ decays, jets, and the missing transverse
momentum in the event.

The candidate vertex with the largest value of summed physics-object p2
T is taken to

be the primary pp interaction vertex. The physics objects used for this determination are
the jets, clustered using the infrared and collinear safe anti-kT algorithm [100, 101], with
the tracks assigned to candidate vertices as inputs, and the associated missing transverse
momentum, taken as the negative vector sum of the pT of those jets.

Electrons are reconstructed within the geometric acceptance of the tracking detectors
(|η| < 2.5) by combining information from the tracker and the ECAL [102]. They are
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initially identified using an MVA classifier which distinguishes real electrons from hadrons,
along with requirements that the track be associated with the collision vertex, and limits
on hadronic energy deposits separated by ∆R < 0.4 from the electrons (their “isolation”).
The angular separation between two particles is defined as ∆R =

√
(η1 − η2)2 + (φ1 − φ2)2,

where the symbol φ refers to the azimuthal angle of the particle. Electrons passing this
initial selection are referred to as “loose”. In this analysis, events with electrons originating
from hadron decays (“nonprompt”), or with hadrons misidentified as electrons, constitute
the largest source of background. This motivates the use of an additional MVA classifier,
which is trained to select “prompt” electrons from W, Z, and τ lepton decays, and to
reject nonprompt or misidentified electrons. This MVA classifier was previously used for
measurements of ttH production in events with multiple leptons [103]. It combines ob-
servables comparing measurements of the electron energy and direction in the tracker and
the ECAL, the compactness of the electron cluster, the bremsstrahlung emitted along the
electron trajectory, and the electron isolation. Two levels of thresholds on the output of this
MVA classifier are used in the analysis, referred to as the “tight” and “medium” electron
selections for the more and less restrictive thresholds, respectively. The tight selection has
an average efficiency of 60% for electrons from SM HH decays. Only the electrons pass-
ing the tight selections are used to reconstruct signal candidate events, while data events
with electrons passing the medium selections and failing the tight selections are used to
estimate the contribution of misidentified- and nonprompt-electron backgrounds in each
search category. Compared to ref. [103], this analysis uses lower thresholds on the MVA
classifier output for the medium and tight electron selections, in order to increase the effi-
ciency in particular for low-pT electrons, which frequently appear in the HH signal events
studied in this analysis. Electrons from photon conversions in the tracker are suppressed
by requiring that the track is missing no hits in the innermost layers of the silicon tracker,
and is not matched to a reconstructed conversion vertex. In the 2`ss category, further
electron selection criteria are applied, which require agreement among three independent
measurements of the electron charge, including the Gaussian sum filter and Kalman filter
track curvatures, as well as the ECAL supercluster position [104]. The remaining charge
misidentification rate is measured to be less than 0.1% for |η| < 1.479, and under 0.4% for
|η| > 1.479. The charge quality requirement reduces the electron identification efficiency
by about 4%.

Muons are reconstructed by extrapolating tracks in the silicon tracker to hits in the gas-
ionization muon detectors embedded in the steel flux-return yoke outside the solenoid [105].
To pass the initial loose identification requirement for this analysis, muons must satisfy cri-
teria related to isolation and track proximity to the primary interaction vertex, as well as
track quality observables and matching between the tracker and muon chambers. Addi-
tional requirements on the prompt vs. nonprompt muon identification MVA classifier from
ref. [103] serve to select muons passing a tight selection for signal candidate events, and
a medium selection for nonprompt background estimation. Inputs to this MVA classifier
include energy deposits close to the muon in the ECAL and HCAL, the hits and track
segments reconstructed in the muon detectors located outside the solenoid, the quality of
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the spatial matching between the track segments reconstructed in the silicon tracker and in
the muon detectors, and the isolation of the muon with respect to other particles. Again,
lower selection thresholds on the MVA classifier output compared to ref. [103] bring higher
efficiency for the HH signal, amounting to 80% per muon in simulated SM HH events for
the tight selection. In the 2`ss channel, the uncertainty in the curvature of the muon track
is required to be less than 20% to ensure a high-quality charge measurement [103]. This
requirement reduces the muon identification efficiency by about 2%.

Hadronic decays of tau leptons are identified using the “hadrons-plus-strips” algo-
rithm [106]. This algorithm classifies individual hadronic decay modes of the τ by com-
bining charged hadrons from the PF reconstruction with neutral pions. The latter are
reconstructed by clustering electrons and photons into rectangular strips, which are nar-
row in η but wide in the φ direction. The spread in φ accounts for photons originating
from neutral pion decays that convert into electron-positron (e−e+) pairs while traversing
the silicon tracker. The e− and e+ are bent in opposite directions in φ by the magnetic
field, and may further emit bremsstrahlung photons before reaching the ECAL. The decay
modes considered in this analysis produce one charged pion or kaon plus up to two neutral
pions (collectively referred to as “one-prong” τh), or three charged pions or kaons plus
zero or one neutral pion (referred to as “three-prong” τh). The DeepTau algorithm [107]
distinguishes true τh objects from quark and gluon jets, electrons, and muons using a
convolutional artificial neural network (NN) [108] with 42 high-level observables as input,
together with low-level information obtained from the silicon tracker, ECAL, HCAL, and
the muon detectors. The former include the pT, η, φ, and mass of the τh candidate, the
reconstructed τh decay mode, its isolation with respect to charged and neutral particles,
and the estimated distance that the τ lepton traverses between its production and decay.
For three-prong τh candidates, this distance is determined by reconstructing the decay
vertex, while for one-prong τh candidates, the transverse impact parameter of the charged
pion track with respect to the primary pp interaction vertex is used as an estimate of the
distance. The low-level information quantifies the particle activity within two η × φ grids,
centered on the direction of the τh candidate: an inner grid of size 0.2 × 0.2, filled with
0.02 × 0.02 cells, and an outer grid of size 0.5 × 0.5 (partially overlapping with the inner
grid), with 0.05×0.05 cells. Selected τh candidates in this analysis must have pT > 20GeV
and |η| < 2.3, and are subjected to two levels of thresholds on the NN output that sep-
arates τh from quark and gluon jets, referred to as the tight and medium τh selections,
respectively.

Hadronic jets (j) are reconstructed with the anti-kT algorithm using the particles re-
constructed with the PF algorithm as input, and serve to identify H → WW∗ → jj`ν
decays in this analysis. Jets reconstructed with size parameters of 0.4 (“small-radius jets”)
and 0.8 (“large-radius jets”) are both used: two small-radius jets to reconstruct the two
quarks from low-pT W boson decays, or a single large-radius jet to reconstruct high-pT
W boson decays, where the quarks are collimated. Overlap between small-radius jets and
electrons, muons, and τh is resolved by discarding those small-radius jets that contain one
or more PF particles matched to an electron, a muon, or a constituent of a τh passing
the medium selection criteria. In case of large-radius jets, electrons and muons passing
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the loose selection are removed from the collection of PF particles used as input to the jet
reconstruction, so that leptons produced in H →WW∗ → jj`ν decays of Lorentz-boosted
H bosons are not clustered into those jets.

The effect of pileup on the reconstruction of large-radius jets is mitigated by apply-
ing the pileup per particle identification algorithm (PUPPI) [109, 110] to the collection
of particles used as input to the jet reconstruction. For small-radius jets, the effect of
pileup is reduced by removing charged particles identified with pileup vertices from the jet
reconstruction, and applying corrections to the jet energy to account for neutral particles
from pileup.

After calibration, the jet energy resolution at the central rapidities amounts to 15–
20% at 30GeV, 10% at 100GeV, and 5% at 1TeV [111]. This analysis only considers jets
reconstructed in the region |η| < 2.4. Small-radius jets must have pT > 25GeV, while
large-radius jets must have pT > 170GeV. Additional criteria requiring that each large-
radius jet contain exactly two identifiable, energetic subjets are applied to specifically select
those from boosted hadronic W boson decays [112].

Events containing small-radius jets identified with the hadronization of bottom quarks
(b jets) are vetoed in this analysis. The DeepJet algorithm [113] exploits observables
related to the long lifetime of b hadrons and the higher particle multiplicity and mass of b
jets compared to light quark and gluon jets. Both “loose” and “medium” b jet selections
on the DeepJet output are employed in this analysis, corresponding to b jet selection
efficiencies of 84 and 70%, while the misidentification rates for light-quark or gluon jets are
11 and 1.1%, respectively.

The missing transverse momentum vector ~pmiss
T is computed as the negative vector pT

sum of all the particles reconstructed by the PF algorithm in an event, and its magnitude is
denoted as pmiss

T [114]. The ~pmiss
T is modified to account for corrections to the energy scale of

the reconstructed jets in the event. A linear discriminant, denoted as pmiss,LD
T , is employed

to remove background events in which the reconstructed pmiss
T arises from resolution effects.

The discriminant is defined by the relation pmiss,LD
T = 0.6pmiss

T + 0.4Hmiss
T , where Hmiss

T
corresponds to the magnitude of the vector pT sum of e, µ, and τh passing the medium
selection criteria, and small-radius jets satisfying the criteria detailed above [115].

5 Event selection

Events are selected with the aim of maximizing the acceptance for HH decays to
WW∗WW∗, WW∗

ττ, and ττττ, while simultaneously rejecting the large backgrounds
from multijet production, single and pair production of W and Z bosons, and tt produc-
tion. To achieve this, each event must contain multiple reconstructed ` or τh associated
with the primary interaction vertex. The ` and τh may originate from the decay of a
W boson or a τ lepton. Seven mutually exclusive search categories, distinguished by the
number of reconstructed ` and τh candidates, are included in the analysis: 2`ss, 3`, 4`,
3` + 1τh, 2` + 2τh, 1` + 3τh, and 4τh. Here “ss” indicates a same-sign `` pair, with two
leptons of identical electric charge. The ` and τh candidates selected in any of the seven
search categories must pass the tight selection criteria described in section 4. In addition,
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they are required to pass category-specific pT thresholds motivated by the trigger selection.
Further requirements are placed on the sum of ` and τh charges, and, in two categories, on
the discriminant pmiss,LD

T and the multiplicity of jets.
The leading and subleading leptons in the 2`ss category must pass pT selection thresh-

olds of 25 and 15GeV, respectively. Events in this category are required to contain two or
more small-radius jets, or at least one large-radius jet, targeting hadronic W boson decays.
Dielectron events must have pmiss,LD

T > 30GeV and m(``) < 81GeV or m(``) > 101GeV,
in order to suppress charge-misidentified Z → ee background. If the event contains a τh,
the charge of the τh must be opposite to the charge of the leptons. After this selection, the
main backgrounds in the 2`ss category arise from WZ production, from Wγ events in which
the photon converts into an e−e+ pair and either the e− or the e+ is not reconstructed,
and from events in which one or both reconstructed leptons are due to a nonprompt ` or
a misidentified hadron, as shown in table 6. The “other” background given in the table is
dominated by same-sign W boson pairs and WWW production. The WW∗WW∗ decay
mode accounts for roughly 70% of SM HH signal events selected in the 2`ss category, with
WW∗

ττ events accounting for the other 30%.
In the 3` category, the leading, subleading, and third ` are required to have pT values

greater than 25, 15, and 10GeV, respectively, and the sum of their charges must be either
+1 or −1. At least one small- or large-radius jet must be present, and the pmiss,LD

T quantity
must be greater than 30GeV, or 45GeV if there is at least one same-flavor opposite-sign
(SFOS) `` pair in the event. Again, backgrounds are dominated by WZ production and
events with misidentified `. Notable contributions to the “other” background arise from
WWW and WWZ production. The signal composition is similar to the 2`ss category.

The 4` category has identical lepton selection criteria to the 3` category, except that
the third ` must have pT > 15GeV, and a fourth ` with pT > 10GeV is required, and the
sum of the four lepton charges is required to be equal to zero. In this category and all the
remaining categories, there are no selection requirements on jets or pmiss,LD

T . Almost 70%
of signal events come from the WW∗WW∗ decay mode, and about 30% from WW∗

ττ,
while ZZ production accounts for 85% of the background.

Events in the 3`+ 1τh category are required to satisfy the 3` criteria on the ` objects,
except that an additional τh with pT > 20GeV and charge opposite to the sum of the `
charges is required. Background events in which the reconstructed τh fails a loose selection
on the NN output of the DeepTau algorithm that separates τh from electrons, or falls
near the ECAL barrel-endcap transition region in 1.460 < |η| < 1.558 are removed. About
70% of signal events come from the WW∗

ττ decay mode, while ZZ production and events
with at least one misidentified ` or τh dominate the background.

In the 2`+2τh category, the leading and subleading ` are required to pass pT thresholds
of 25 and 15GeV, while the two τh must have pT > 20GeV. The sum of ` plus τh charges
is required to be zero. Signal contributions are mostly from the WW∗

ττ (60%) and ττττ
(40%) decay modes, while background contributions arise from ZZ production and events
with a misidentified ` or τh candidate.

In the 1` + 3τh category, the ` is required to satisfy the conditions |η| < 2.1 and
pT > 20 (15)GeV if it is an electron (muon). The leading, subleading, and third τh must
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have pT > 40, 30, and 20GeV, respectively, and the sum of τh and ` charges is required to
be zero. Background events containing a Z → ee decay where one electron is misidentified
as a τh are vetoed by discarding events containing an e-τh pair of opposite charge and
mass 71 < m(eτh) < 101GeV, and in which the τh either fails a loose selection on the
discriminant that separates τh from electrons, or falls into the region 1.460 < |η| < 1.558.
Around 80% of HH signal events selected in the 1`+ 3τh category are from ττττ and 20%
from the WW∗

ττ decay mode, while the majority of background events stem from ZZ
production or contain a misidentified ` or τh.

The 4τh category requires the leading and subleading τh to pass pT thresholds of
40 and 30GeV, respectively, and the third and fourth τh to have pT > 20GeV. Given
the extremely low backgrounds in this category, no charge sum criterion or Z → ee veto
is applied. Almost all signal events come from the ττττ decay mode, while 55% of the
background events contain at least one misidentified τh candidate, and the remainder arises
from ZZ (30%) and single Higgs boson (15%) production.

In all seven search categories, the background contamination from processes with top
quarks is reduced by discarding events with at least one selected small-radius jet passing
the medium b jet identification, or at least two passing the loose b jet identification.
Leptons originating from low-mass Drell–Yan production, decays of J/ψ and Υ mesons,
cascade decays of bottom quarks, and photon conversions are removed by vetoing events
containing any pair of loose ` with mass m(``) < 12GeV. To eliminate overlap with events
selected in the ongoing search for HH production in the bbZZ, ZZ → 4` decay mode, no
event in the 2`ss, 3`, and 4` categories may contain two SFOS loose `` pairs with a mass
of the four-` system of less than 140GeV. In addition, to reduce the Z → `` background,
these three categories along with 2` + 2τh and 3` + 1τh exclude events where any SFOS
loose `` pair has an invariant mass of 81–101GeV (Z boson veto).

A summary of the event selection criteria applied in the different categories is given in
table 4. Criteria that are common to all seven search categories are given in table 5.

Two control regions (CRs) are used to validate the modeling of the WZ and ZZ back-
grounds. These CRs match the signal regions of the 3` and 4` categories, but with the Z
boson veto inverted, and are referred to as the “3` WZ” CR and “4` ZZ” CR, respectively.

The number of events selected in the signal regions of each of the seven search categories
and in the 3` WZ and 4` ZZ CRs are given in table 6. The contribution expected from
nonresonant HH production with event kinematics as predicted by the SM, but 30 times
the SM cross section, is given separately for HH decays into WW∗WW∗, WW∗

ττ, and
ττττ in the upper three rows of each table. The event yields given in the rows labeled
WW∗WW∗ include a small contribution from HH decays into WW∗ZZ∗ and ZZ∗ZZ∗, and,
similarly, the numbers quoted in the rows labeled WW∗

ττ include a small contribution
from HH decays into ZZ∗

ττ.

6 Analysis strategy

The rate of the HH signal is extracted through a binned maximum likelihood (ML) fit to
the distributions in the output of boosted decision tree (BDT) classifiers [116], which are

– 13 –



J
H
E
P
0
7
(
2
0
2
3
)
0
9
5

Category 2`ss 3` 4`
Targeted HH decays WW∗WW∗ WW∗WW∗ WW∗WW∗

Trigger Single- and Single-, double- Single-, double-
double-lepton and triple-lepton and triple-lepton

Lepton pT >25 / 15GeV >25 / 15 / 10GeV >25 / 15 / 15 / 10GeV
Lepton charge sum ±2, with charge quality ±1 0

requirements applied
Dilepton invariant mass |m`` −mZ | > 10GeV † |m`` −mZ | > 10GeV ‡ |m`` −mZ | > 10GeV ‡

Jets ≥2 small-radius jets or ≥1 small-radius jet or —
≥1 large-radius jet ≥1 large-radius jet

Missing pT pmiss,LD
T > 30GeV § pmiss,LD

T > 30GeV ‖ —

Category 3`+ 1τh 2`+ 2τh
Targeted HH decays WW∗

ττ WW∗
ττ, ττττ

Trigger Single-, double-, Single- and
and triple-lepton double-lepton

Lepton pT >25 / 15 / 10GeV >25 / 15GeV
τh pT >20GeV >20GeV
Lepton and τh charge ` and τh charges sum to 0 ` and τh charges sum to 0
Dilepton invariant mass |m`` −mZ | > 10GeV ‡ |m`` −mZ | > 10GeV ‡

Category 1`+ 3τh 4τh
Targeted HH decays ττττ ττττ

Trigger Single-lepton, lepton+τh Double-τh
and double-τh

Lepton η |η| < 2.1 —
Lepton pT >20GeV (e) or >15GeV (µ) —
τh pT >40 / 30 / 20GeV >40 / 30 / 20 / 20GeV
Lepton and τh charge ` and τh charges sum to 0 τh charges sum to 0

Z → ee veto |meτh
− 86GeV| > 15GeV ¶ —

† Applied to all SFOS `` pairs and electron pairs with the same charge.
‡ Applied to all SFOS `` pairs.
§ Only applied to events containing two electrons.
‖ Tightened to pmiss,LD

T > 45GeV if event contains a SFOS `` pair.
¶ For τh classified as electrons by the DeepTau algorithm or with 1.460 < |η| < 1.558.

Table 4. Event selection criteria applied in the seven search categories. The pT thresholds for
` and τh with the highest, second-, third-, and fourth-highest pT are separated by slashes. The
symbol “—” indicates that no requirement is applied.

Object and event properties Selection criteria
Lepton and τh pseudorapidity |η| < 2.5 for e, |η| < 2.4 for µ, |η| < 2.3 for τh
Dilepton invariant mass m`` > 12GeV (all `` pairs)
Four-lepton invariant mass m4` > 140GeV (any two SFOS `` pairs)
b jet veto 0 medium and ≤ 1 loose b-tagged small-radius jet

Table 5. Reconstructed object and event selection requirements in all seven search categories.
Electrons or muons in the `` pairs include any leptons passing the loose selection criteria.

trained to discriminate the HH signal from backgrounds, along with kinematic distributions
from the two CRs above. The data from each of the three years are fit separately. Three
classifiers are trained for each of the seven search categories using a mix of MC simulation
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Process 2`ss 3` 4`
SM HH →WW∗WW∗ (× 30) 73 ± 6 33 ± 3 2.2 ± 0.2
SM HH →WW∗

ττ (× 30) 31 ± 3 12 ± 1 0.9 ± 0.1
SM HH → ττττ (× 30) 3 ± 0 1 ± 0 0.1 ± 0.0

WZ 1999 ± 122 1318 ± 78 0.4 ± 0.1
ZZ 121 ± 3 109 ± 3 53.9 ± 3.1
Misidentified ` 4842 ± 1327 510 ± 94 2.2 ± 1.1
Conversion electrons 804 ± 174 117 ± 24 0.7 ± 0.3
Electron charge misid. 394 ± 61 — —
Single Higgs boson 214 ± 6 61 ± 1 2.4 ± 0.3
Other backgrounds 2740 ± 338 289 ± 29 4.0 ± 0.5

Total expected background 11 114 ± 1387 2404 ± 128 63.7 ± 3.3
Data 10 344 2621 62

Process 3`+ 1τh 2`+ 2τh 1`+ 3τh 4τh
SM HH →WW∗WW∗ (× 30) 0.9 ± 0.1 0.2 ± 0.0 0.2 ± 0.0 0.3 ± 0.0
SM HH →WW∗

ττ (× 30) 4.1 ± 0.3 3.9 ± 0.4 0.6 ± 0.1 0.1 ± 0.0
SM HH → ττττ (× 30) 0.9 ± 0.1 2.3 ± 0.3 2.6 ± 0.4 1.3 ± 0.2

WZ 0.2 ± 0.0 <0.1 <0.1 <0.1
ZZ 24.1 ± 1.4 18.4 ± 1.3 1.9 ± 0.2 0.7 ± 0.1
Misidentified ` and τh 23.9 ± 6.6 31.9 ± 10.1 2.2 ± 2.1 2.2 ± 1.6
Conversion electrons 0.1 ± 0.0 0.1 ± 0.1 <0.1 <0.1
Single Higgs boson 3.8 ± 0.4 2.8 ± 0.7 0.8 ± 0.4 0.4 ± 0.3
Other backgrounds 2.8 ± 0.4 2.2 ± 0.8 0.1 ± 0.1 <0.1

Total expected background 54.9 ± 6.8 55.4 ± 10.3 5.0 ± 2.2 3.4 ± 1.6
Data 55 55 6 1

Process 3` WZ CR 4` ZZ CR
WZ 12 565 ± 705 <1
ZZ 765 ± 47 2000 ± 108
Misidentified ` 804 ± 211 13 ± 4
Conversion electrons 106 ± 21 2 ± 0
Other backgrounds 625 ± 76 60 ± 8

Total expected background 14 866 ± 742 2074 ± 108
Data 14 994 2096

Table 6. The number of expected and observed events in each of the seven search categories, and in
two CRs, which validate the modeling of the WZ and ZZ backgrounds. The symbol “—” indicates
that the background is not relevant for the category. The HH signal represents the sum of the ggHH
and qqHH production processes and is normalized to 30 times the event yield expected in the SM,
corresponding to a cross section of about 1 pb. The event yields are obtained by performing the
event selection and applying appropriate corrections to the simulated events. Quoted uncertainties
represent the sum of statistical and systematic components. Uncertainties that are smaller than
half the value of the least significant digit have been rounded to zero.
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from all three years, targeting nonresonant HH production and resonant HH production
from the decay of heavy particles of spin 0 and of spin 2. The binning is chosen with the
objective of maximizing the sensitivity for the HH signal, while maintaining sufficient back-
ground events in each bin to keep the statistical uncertainty in the background prediction
under control. In the two categories with high event yields (2`ss and 3`) the BDT output
binning is chosen such that each bin contains a similar number of expected HH signal
events. The four categories containing events with τh (3` + 1τh, 2` + 2τh, 1` + 3τh, and
4τh) have low event yields and sizable background contributions arising from the misiden-
tification of ` and τh candidates, which are determined from data and statistically limited.
For these categories, we choose the binning for each BDT output distribution such that a
similar number of expected background events is contained in each bin. In the 4` category,
the fact that the background is dominated by ZZ production, which is modeled by the MC
simulation with low statistical uncertainties, allows one to choose the binning in the same
way as for the 2`ss and 3` categories. The number of bins is determined by the condition
that the relative statistical uncertainty in the background prediction in each bin does not
exceed 15%. Higher bin numbers correspond to a higher BDT output value, and feature a
higher signal-to-background ratio. For the SM HH signal, the bins with the highest BDT
output values feature a signal-to-background ratio up to 10 times higher than the inclusive
ratio in each category.

The inputs to the BDT classifiers differ by search category and include the pT and η of
reconstructed ` and τh; the angular separation ∆R and invariant mass of ``, `τh, and τhτh
pairs; the ∆R and invariant mass between an ` or τh candidate and the nearest jet(s); the
number of jets in the event; the discriminant pmiss,LD

T ; the scalar pT sum of all reconstructed
e, µ, τh, and jets; the “visible” mass of the Higgs boson pair, given by the mass of the
system of reconstructed e, µ, τh, and jets; and where applicable, the “full” mass of the HH
system, including neutrinos, reconstructed using the algorithm from ref. [117] designed
for reconstructing Higgs pair decays into τ leptons. This algorithm targets HH signal
events decaying to ττττ and thus works best in the 4τh and 1` + 3τh search categories.
Distributions in some of the observables used as inputs to the BDT classifiers in the 2`ss
and 3` categories are shown in figure 4.

These observables are complemented by further inputs, which parametrize the BDT
as a function of the model parameters: the Higgs boson couplings λ, yt , cg , c2g , and c2
for nonresonant HH production, and the mass of the heavy particle X in resonant HH
production. When training the BDT that targets nonresonant HH production, the values
for the couplings are chosen according to the twelve EFT benchmark scenarios given in
ref. [24] and the SM, indicated by thirteen binary inputs to the BDT. The BDT classifiers
used for the analysis of resonant HH production are trained separately for spin-0 and spin-2
on the full set of resonance masses listed in section 3, and the resonance mass is used as
an input to the BDT. Each simulated background event is replicated multiple times in the
training sample, with different values assigned to the Higgs boson couplings and the mass
of the heavy particle X.

The training is performed using simulated samples of signal and background events.
The signal events used in the training consist of ggHH events in the HH decay modes
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3` categories: the scalar pT sum, denoted as HT, of the two reconstructed ` and all small-radius
jets in the 2`ss category (upper left); the angular separation ∆R between the two ` in the 2`ss
category (upper right); the angular separation between `3 and the nearest small-radius jet in the
3` category (lower left); and pmiss,LD

T in the 3` category (lower right). The `3 in the 3` category
is defined as the ` that is not part of the opposite-sign `` pair of lowest mass. The normalization
and shape of the distributions expected for the different background processes are shown for the
values of nuisance parameters obtained from an ML fit in which the HH signal is constrained to
be zero. The gray shaded area indicates the sum of statistical and systematic uncertainties on the
background prediction obtained from this ML fit.

WW∗WW∗, WW∗
ττ, and ττττ. Background contributions arising from the misidenti-

fication of ` and τh candidates and from the mismeasurement of the electron charge are
included in the simulation. The signal and background events used in the training are
required to pass the event selection criteria for the respective search category, described in
section 5. The number of training events is increased by applying the medium ` and τh
identification criteria instead of the tight ones. Weights are applied to background events
arising from different sources, such that the relative fractions of different types of back-
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grounds in the training match the fractions expected in the signal region of the analysis,
i.e. when the tight ` and τh identification criteria are applied. The MC samples used for
the BDT training overlap with the samples used to model signal and background con-
tributions in the analysis. To avoid potential biases, the training samples are split into
two samples of equal size, based on even and odd event numbers. The BDTs trained
on even events are evaluated on odd events, and vice versa, thereby ensuring that BDTs
are not trained and evaluated on the same events. The training is performed using the
XGBoost algorithm [118], interfaced to the Scikit-learn machine learning library [119].
The parameters of the BDT training (so-called “hyperparameters”) are optimized using
the particle swarm optimization algorithm described in ref. [120].

7 Background estimation

Background contributions are classified as either “reducible” or “irreducible”. In this anal-
ysis, three types of reducible backgrounds are considered, arising from misidentified ` or
τh, electron charge misidentification, and electrons from photon conversions. Background
events in which all selected ` and τh come from W, Z, or H boson decays, and are recon-
structed with the correct charge, are considered “irreducible”. The `/τh misidentification
and electron charge misidentification backgrounds are both determined from data, while
electron conversions and irreducible backgrounds are modeled using MC simulation.

The `/τh misidentification background (which includes nonprompt leptons) is the
largest reducible background in all search categories. Nonprompt ` are either electrons
or muons produced in bottom and charm quark decays, or muons that originate from
pion and kaon decays. Hadronic jets may also be misidentified as electrons or τh. The
`/τh misidentification background estimate is detailed in section 7.1. The electron charge
misidentification background is only relevant for the 2`ss search category, and is described
in section 7.2. The modeling of photon conversion events by the MC simulation has been
validated in data as described in refs. [103, 121].

The main contribution to the irreducible background arises from WZ production in the
2`ss and 3` categories, and ZZ production in the remaining five categories. The production
of pairs of bosons (γ, W, Z, or H) other than WZ, ZZ and HH, and production of bosons
with top quarks, including Wγ, Zγ, WH, ZH, tH, ttH, tW, ttW, tZ, ttZ, tγ, and ttγ,
constitute subdominant additional backgrounds. The tZ and ttZ backgrounds also include
contributions from off-shell ttγ∗ and tγ∗ production. Background processes which include
at least one top quark are suppressed by the b jet veto described in section 5, but are
still sizable compared to the expected HH signal. All irreducible backgrounds are modeled
using the MC simulation.

The modeling of the dominant irreducible WZ and ZZ backgrounds is validated us-
ing the “3` WZ” and “4` ZZ” CRs introduced in section 5. Distributions in kinematic
observables from these CRs (shown in figure 5) are included in the ML fit that is used to
extract the HH signal, described in section 9. This provides in-situ constraints on the WZ
and ZZ backgrounds and on systematic uncertainties related to lepton identification and
trigger efficiency. The transverse mass, mT =

√
2 p`T p

miss
T (1− cos ∆φ), in the 3` WZ CR

is computed using the ` that is not identified as originating from the Z boson decay. The
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Figure 5. Distributions in mT in the 3` WZ CR (left) and in m4` in the 4` ZZ CR (right).
The normalization and shape of the distributions expected for WZ, ZZ, and other background
processes are shown for the values of nuisance parameters obtained from the ML fit described in
section 9. The gray shaded area indicates the sum of statistical and systematic uncertainties on the
background prediction obtained from the ML fit.

symbol ∆φ refers to the angle in the transverse plane between the ` momentum and the
~pmiss
T . The observable m4` refers to the mass of the 4` system in the 4` ZZ CR.

The modeling of the reducible `/τh misidentification background is validated in two
further CRs, the “2`ss CR” and the “2` + 2τh CR”. They are based on the signal regions
(SRs) of the 2`ss and 2`+ 2τh categories. In the 2`ss CR, no b jet veto is applied, and at
least one small-radius jet passing the medium b jet identification is required. The 2`+ 2τh
CR differs from the SR of the 2` + 2τh category in that the sum of ` plus τh charges is
required to be non-zero, and no Z boson veto is applied. The 2`ss CR is dominated by
events with misidentified `, while the 2`+2τh CR is dominated by events with misidentified
τh. Distributions in the transverse mass mT in the 2`ss CR and in the mass of the HH
candidate in the 2` + 2τh CR, reconstructed by the algorithm described in ref. [117], are
shown in figure 6. The transverse mass in the 2`ss CR is computed using the leading `.
The data agree well with the background prediction in both CRs.

Simulated events are only considered as irreducible background if every selected e,
µ, and τh candidate matches a prompt MC generator-level counterpart. Events with at
least one selected electron from a photon conversion, and the remaining ` and τh candidates
matched to prompt leptons in MC simulation, are classified as conversion background. Elec-
trons that are misidentified as τh, and τh that are misidentified as e are also modeled using
the MC simulation. All other simulated events are discarded, as the `/τh misidentification
and charge misidentification backgrounds are estimated from data, as described below.

7.1 Lepton and τh misidentification background

The background from events with misidentified ` and τh candidates is estimated using the
“fake factor” or “FF” method from ref. [115]. An estimate of this background’s contribution
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Figure 6. Distributions in mT in the 2`ss CR (left) and in the mass of the HH candidate in the
2`+2τh CR (right). The normalization and shape of the distributions expected for the misidentified
`/τh background and other background processes are shown for the values of nuisance parameters
obtained from an ML fit in which the HH signal is constrained to be zero. The gray shaded area
indicates the sum of statistical and systematic uncertainties on the background prediction obtained
from this ML fit.

to the SR of each search category is obtained by selecting a sample of events that satisfy all
selection criteria of the SR for the respective search category, except that the e, µ, and τh
are required to pass the medium selections instead of the tight ones. The sample of events
thus obtained is referred to as the application region (AR) of the FF method. Events in
which every ` and τh satisfies the tight selections are excluded from the AR.

The prediction for misidentification backgrounds in the SR is obtained by applying
suitably chosen weights w to the events selected in the AR, where w is given by the
expression

w = (−1)n+1
n∏

i=1

fi(pT, η)
1− fi(pT, η) . (7.1)

The product extends over all e, µ, and τh that pass the medium, but fail the tight
selection criteria, and n refers to the total number of such ` and τh. The symbol fi(pT, η)
corresponds to the probability for a single e, µ, or τh that passes the medium selection
to also pass the tight selection. These probabilities are measured separately for e, µ, and
τh candidates, parametrized as a function of pT and η, and vary between 5 and 30%.
The contributions of irreducible backgrounds to the AR are subtracted based on the MC
expectation of such processes. The alternating sign in eq. (7.1) is necessary to avoid double-
counting arising from events with more than one misidentified ` or τh [115].

The probabilities fi(pT, η) for electrons and muons are measured in multijet events, as
described in ref. [103]. The fi(pT, η) for τh are measured using Z → µµ+jets events, where
the misidentified τh candidates arise from quark or gluon jets. These events are selected by
requiring a muon pair passing the tight selection, with opposite charge and invariant mass
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60 < mµµ < 120GeV, plus at least one τh candidate that passes the medium τh selection.
The leading and subleading muons must have pT > 25 and 15GeV, respectively. Events
must also pass the b jet veto described in section 5 to remove tt background.

7.2 Charge misidentification background
The electron charge misidentification background in the 2`ss category is estimated using the
method described in ref. [103]. A sample of dielectron events passing all selection criteria
of the SR of the 2`ss category, except that both electrons are required to have opposite-
instead of same-sign charge, is selected and assigned appropriately chosen weights. The
weights are computed by summing the probabilities for the charge of either electron to be
mismeasured. The probability for the mismeasurement of the electron charge is determined
using Z → ee events, and ranges from under 0.1% in the barrel up to 0.4% in the endcap.
The probability for mismeasuring the charge of muons is negligible [103].

8 Systematic uncertainties

Multiple sources of systematic uncertainty affect the predicted event yields, the distribu-
tions in the output of the BDT classifiers, or both. These uncertainties may be theoretical,
affecting the predicted cross section or decay kinematics of the collision process, or exper-
imental, accounting for differences in object reconstruction and calibration between data
and the MC simulation, or for uncertainties on the estimates of the `/τh misidentifica-
tion and electron charge misidentification background obtained from data. The systematic
uncertainties may be correlated or uncorrelated across the three data-taking years, and
among the various signal and background processes considered in the analysis.

The SM prediction for the ggHH production cross section at
√
s = 13TeV has a

relative uncertainty of +6.7%/−23.2% [122], while the qqHH cross section uncertainty is
±2.1% [19]. The predicted H boson decay branching fractions to WW∗, ττ, and ZZ∗ have
relative uncertainties of 1.54%, 1.65%, and 1.54%, respectively [123]. Correlations between
these uncertainties have a negligible effect. Alternate HH predictions are generated with
the renormalization and factorization scales varied up and down by a factor of 2. Variations
that increase the factorization scale and decrease the renormalization scale (and vice versa)
are excluded, following the recommendation of ref. [123]. All theoretical uncertainties in
the HH signal model are correlated across all three data-taking years and among the seven
search categories. The uncertainties in the H boson decay branching fractions and the effect
of renormalization and factorization scale uncertainties in the signal acceptance impact
the measurement of cross sections for both nonresonant and resonant HH production.
Conversely, the uncertainties in the SM prediction for the ggHH and qqHH cross sections
only affect the measurement of the HH production rate as a ratio to the SM prediction.

Theoretical uncertainties also affect the irreducible background prediction. The rela-
tive uncertainties in the cross sections of the dominant WZ and ZZ backgrounds are 2.1
and 6.3%, respectively [124–126]. The uncertainties in the cross sections for the subdom-
inant single H boson backgrounds range from 2 to 9% for ggHH, qqHH, WH, and ZH.
The cross sections for the production of W, Z, or H bosons with one or two top quarks are
known with uncertainties of 8–15%. The event yields of extremely rare backgrounds not
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mentioned above (e.g., triple boson or four top quark production) are given a conservative
uncertainty of 50%, since the analysis has little sensitivity to these processes. Following
ref. [103], background contributions arising from photon conversions are assigned a 30%
yield uncertainty. The theoretical uncertainties affecting background cross sections are par-
tially correlated among different processes. Here, contributions arising from uncertainties
in the proton PDFs are correlated among processes with a similar initial state. Processes
involving single H boson production are an exception. These uncertainties are uncorre-
lated from other background processes but correlated among each other depending on the
initial state. Uncertainties arising from the choice of the renormalization and factorization
scales are correlated for processes with similar production modes, for example among all
processes involving diboson production (WW, WZ, ZZ, Wγ, and Zγ). Uncertainties in αs
are correlated among all background processes. The theoretical cross section uncertainties
for signal processes are uncorrelated with those of background processes, but otherwise
follow the same uncertainty scheme for proton PDF, scale, and αs contributions. All theo-
retical cross section uncertainties are treated as correlated across the different data-taking
years and among all seven search categories.

The rate of the misidentified `/τh background is assigned a 30% uncertainty in all
search categories, to account for variations in the misidentification rates between the ARs of
the FF method and the multijet (Z → µµ+jets) event samples used to measure the fi(pT, η)
for e and µ (τh). In the 3`+ 1τh and 1`+ 3τh categories, an additional uncertainty of 30%
(uncorrelated with the other 30% uncertainty) is assigned to the rate of the misidentified
`/τh background, to account for the extra uncertainty arising from the modified τh selection
criteria that suppress the misidentification of electrons as τh. The effect of statistical
uncertainties in the probabilities fi(pT, η) for electrons and muons is evaluated by varying
these probabilities in bins of pT and η and determining the resulting change in the shape of
the BDT classifier output distribution obtained for the misidentified `/τh background. For
τh, the effect of statistical uncertainties in fi(pT, η) is evaluated by fitting the probabilities
in bins of η with functions that are linear in pT, varying the slope of these functions up and
down within the uncertainties obtained from the fit, and determining the resulting change
in the shape of the BDT classifier output distribution.

An additional uncertainty in the BDT output shape in each category is evaluated for
events with a nonprompt or misidentified ` or τh as follows: Simulated events passing all
signal selection criteria are compared to those with at least one ` or τh candidate failing the
tight identification criteria, scaled according to the FF method described in section 7, but
with the probabilities fi(pT, η) taken from the MC simulation instead of from the data.
The ratio of these two shapes is fitted with a linear function, which is convoluted with
the misidentified `/τh background prediction from the data to serve as an uncertainty in
the BDT output shape for these events in the SR. The systematic uncertainties associated
with the misidentified `/τh background prediction and the uncertainty associated with
the electron charge misidentification rate are treated as uncorrelated among the different
data-taking years.

The rate of the electron charge misidentification background in the 2`ss category is as-
signed a 30% uncertainty. It covers the uncertainty on the electron charge misidentification
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rates measured in Z → ee events, including the effect of background contamination in these
samples, and accounts for differences observed in the following “closure” test: Simulated
events are required to pass all signal selection criteria of the 2`ss category, except that the
two leptons are required to have opposite-sign electric charges. The selected events are
scaled according to the electron charge misidentification probability in simulated events,
determined by applying the procedure detailed in section 7.2 to MC simulation. The result-
ing background estimate is compared to the one obtained by applying the nominal signal
selection criteria of the 2`ss category to simulated events.

Uncertainties in the modeling of the trigger and object reconstruction efficiency affect
all signal and background processes that are estimated using MC simulation. Trigger
efficiencies for events with at least two ` are compared between data and MC simulation
in control regions enriched in the tt , WZ, and ZZ background processes, as a function
of lepton flavor, pT, and η. This results in a small pT-dependent uncertainty correlated
between the 2`ss and 2` + 2τh categories, and a 1% normalization uncertainty, which is
correlated among the 3`, 3`+ 1τh, and 4` categories. The data-to-simulation agreement in
trigger efficiency for the 4τh and 1`+ 3τh categories is computed using an independent set
of data, as a function of the pT and η of the ` and all τh, and the reconstructed decay modes
of all τh. The trigger uncertainties for these two categories are treated as uncorrelated. All
systematic uncertainties related to trigger modeling are correlated across different physics
processes, but uncorrelated among the three data-taking years.

The uncertainties in the reconstruction and identification efficiencies for e, µ, and
τh candidates have been measured in Z boson enriched regions in data for each level of
identification criteria (tight, medium, and loose), and are applied to each event as a function
of pT and η for leptons and of pT and the reconstructed hadronic decay mode for τh. The
reconstructed τh energy has an uncertainty of around 1%, depending on the data-taking
year and reconstructed τh decay mode. These uncertainties affect the predicted rate and
BDT output shape for signal and background, and are correlated among the different
physics processes, but uncorrelated across different data-taking years.

The jet energy scale and resolution are determined using dijet control regions [111,
127]. The jet energy scale is evaluated using 11 separate components, accounting for
partial correlations between the data recorded in different years. The jet energy resolution
uncertainty is uncorrelated among the three data-taking years. Jet energy uncertainties
are also propagated to the pmiss

T calculation. An additional uncertainty in ~pmiss
T comes

from uncertainty in the energy of “unclustered” PF hadrons (PF hadrons not clustered
into either small- or large-radius jets), which is uncorrelated across different years. The
probability for true b jets to fail the multivariate b jet identification criteria, or for jets
from gluons or light flavored quarks to be misidentified as b jets, is compared in data
and MC simulation in event regions that are enriched in light-flavor quark or gluon, or
heavy-flavor jets. The resulting uncertainty in the data-to-simulation agreement affects the
yields and BDT output shapes of multiple physics processes. The statistical component of
this uncertainty is treated as uncorrelated across different data-taking years, while other
experimental sources are correlated.

The integrated luminosities for data collected in 2016, 2017, and 2018 have 1.2–2.5%
individual uncertainties [59–61], while the overall uncertainty for the 2016–2018 period is
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1.6%. The uncertainty in the measured cross section for inelastic pp collisions, amounting
to 5% [128], is taken into account by varying the number of pileup interactions in MC
simulation, which impacts the jet reconstruction and the isolation of ` and τh.

The sources of systematic uncertainty which create the largest uncertainties in the
measured ratio of the HH production cross section to its SM prediction are the theoretical
uncertainties in the HH production cross section and decay branching fractions (25%),
the uncertainties in the rate and shape of backgrounds from misidentified ` or τh (22%),
and in the rates of backgrounds modeled using MC simulation (13%). These uncertainties
in the signal measurement are determined by removing uncertainties that correspond to
a given systematic source from an ML fit to pseudodata, as described in section 9, and
subtracting the obtained uncertainty in the signal measurement in quadrature from the
total uncertainty. The impacts of systematic uncertainties are small compared to the effect
of the statistical uncertainty in the data (79%), and are comparable to the statistical
uncertainties in the distributions in the BDT classifier output for background processes
(33%). The latter includes the effect of statistical uncertainties in the MC simulation and
in the `/τh misidentification and electron charge misidentification backgrounds obtained
from data. All other sources of uncertainty have an impact of 5% or less.

9 Results

The data selected in the seven search categories are tested against multiple HH production
hypotheses: the SM prediction; variations of the SM coupling strength modifiers κλ, κt ,
κV , and κ2V ; the effective couplings cg , c2g , and c2 in the EFT approach; and resonant
production of H boson pairs originating from the decay of heavy particles with spins of
0 or 2 and masses mX ranging from 250 to 1000GeV. In each case, the data observed in
the seven search categories is fit simultaneously to a model composed of the background
prediction (with uncertainties) and the HH signal hypothesis under consideration. The
distributions in mT in the 3` WZ CR and in m4` in the 4` ZZ CR shown in figure 5 are
included in these fits, in order to obtain in-situ constraints on the systematic uncertainties
described in section 8. This in turn reduces the uncertainties in the signal and background
predictions.

The SM “signal strength” parameter µ is defined as the ratio of the measured HH
production cross section to its predicted value in the SM. This parameter modifies the
expected signal yield by the same proportion in each category. By contrast, variations in
the κ modifiers may affect the signal yields in each category differently, and also change
the BDT classifier output shape for HH events. The twenty benchmark scenarios span-
ning combinations of κλ, κt , cg , c2g , and c2 values in the coupling parameter space each
correspond to different kinematic distributions, so the HH production cross section for
each point is measured separately. Similarly, signal efficiency and BDT classifier output
shapes vary dramatically for different resonant masses, and thus a separate measurement
is performed for each mass and spin hypothesis. The SM signal strength measurement is
performed using the output of the BDT classifier that has been trained for SM nonresonant
HH production, while the κλ measurement uses the BDT trained for benchmark scenario

– 24 –



J
H
E
P
0
7
(
2
0
2
3
)
0
9
5

JHEP04 BM7. In the scenario JHEP04 BM7, the mHH value tends to be close to the
lower limit of 250GeV, which matches the event kinematics for nonresonant HH produc-
tion in the κλ range of the expected limit. When setting limits on the twenty different
benchmark scenarios, the binary BDT inputs correspond to the given scenario, or in case
of the benchmarks from ref. [96] the kinematically closest scenario. In case of resonant HH
production, the BDT input for the resonance mass is set to the mX value for which the
limit is computed.

The SM signal strength is measured using a profile likelihood test statistic [129], with
systematic uncertainties treated as nuisance parameters θ in a frequentist approach [130].
The effect of variations in θ on the shape of the BDT classifier output distribution for the
HH signal and for background processes is incorporated into the ML fit using the technique
described in ref. [131]. Statistical uncertainties in these distributions are also taken into
account using the approach detailed in ref. [131]. The likelihood ratio qµ for a fixed “test”
signal strength value µ is

qµ = −2∆ lnL = −2 ln
L(data|µ, θ̂µ)
L(data|µ̂, θ̂)

,

where µ̂ and θ̂ are the signal strength and nuisance parameter values that give the max-
imum value of the likelihood function L for the given set of data (requiring µ̂ ≥ 0), and
θ̂µ is the set of θ values which maximize L for the fixed µ. The 95% confidence level
(CL) upper limit for µ is obtained using the CLs criterion [132, 133], with qµ set to 0
when µ < µ̂. The probabilities to observe a given value of the likelihood ratio qµ un-
der the signal-plus-background and background-only hypotheses are computed using the
asymptotic approximation from ref. [129]. The limits on µ obtained using the asymptotic
approximation, match the limits obtained with toy MC experiments [130] within 10%. The
SM coupling strength modifiers and the cross sections for the various HH production hy-
potheses are measured by scanning the likelihood ratio qµ as a function of µ. Theoretical
and experimental uncertainties affecting the signal and background yields or the shape of
the BDT classifier output distributions may be correlated or uncorrelated across different
years, search categories, and BDT output bins, as described in section 8.

For the case of nonresonant HH production with event kinematics as predicted by the
SM, the best-fit value of the HH production rate, obtained from the simultaneous fit of
all seven search categories, amounts to µ̂ = 2 ± 8 (stat.)±6 (syst.) times the SM expec-
tation. The measured value of the signal strength refers to the sum of ggHH and qqHH
production and is compatible with both the SM and background-only hypotheses, within
statistical and systematic uncertainties. Distributions in the output of the BDT classifier
for SM nonresonant HH production in the seven search categories are shown in figures 7
and 8, and the corresponding expected event yields are given in table 7. The data excess in
the rightmost bin of the BDT classifier output distribution for the 3` category is not sta-
tistically significant: 11 events are observed in this bin, while 5.2 ± 0.7 (stat.)±0.2 (syst.)
are expected from background processes, amounting to a local significance of about 1.7
standard deviations. The observed (expected) 95% CL upper limit on the cross section for
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evaluated for the benchmark scenario JHEP04 BM7 for the 2`ss (upper left), 3` (upper right),
and 4` (lower) categories. The SM HH signal is shown for a cross section amounting to 30 times
the value predicted in the SM. The normalization and shape of the distributions expected for the
background processes are shown for the values of nuisance parameters obtained from the ML fit
of the signal+background hypothesis to the data. The gray shaded area indicates the sum of
statistical and systematic uncertainties on the background prediction obtained from the ML fit.
No data events are observed in the three rightmost bins of the BDT output distribution in the 4`
category.

nonresonant HH production is 651 (592) fb. Taking into account the theoretical uncertain-
ties in the SM HH production cross section, this corresponds to an observed (expected)
limit on the nonresonant HH production rate of 21.3 (19.4) times the SM expectation.
These limits are shown in figure 9 for individual categories and for the combination of all
seven search categories, which is referred to as the “HH → multilepton” result. The 3`
and 1` + 3τh categories are the most sensitive to SM HH production, followed closely by
the other categories.
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Process 2`ss 3` 4`
SM HH →WW∗WW∗ (× 30) 73 ± 6 33 ± 3 2.2 ± 0.2
SM HH →WW∗

ττ (× 30) 31 ± 3 12 ± 1 0.9 ± 0.1
SM HH → ττττ (× 30) 3 ± 0 1 ± 0 0.1 ± 0.0

WZ 2003 ± 58 1321 ± 27 0.4 ± 0.1
ZZ 121 ± 2 109 ± 2 54.7 ± 1.8
Misidentified ` 3939 ± 267 670 ± 55 2.3 ± 1.0
Conversion electrons 1009 ± 170 146 ± 24 0.9 ± 0.4
Electron charge misid. 366 ± 52 — —
Single Higgs boson 216 ± 4 62 ± 1 2.4 ± 0.3
Other backgrounds 2690 ± 224 293 ± 20 4.1 ± 0.4

Total expected background 10 346 ± 396 2601 ± 68 64.8 ± 2.1
Data 10 344 2621 62

Process 3`+ 1τh 2`+ 2τh 1`+ 3τh 4τh
SM HH →WW∗WW∗ (× 30) 0.9 ± 0.1 0.2 ± 0.0 0.2 ± 0.0 0.3 ± 0.0
SM HH →WW∗

ττ (× 30) 4.1 ± 0.3 3.9 ± 0.4 0.6 ± 0.1 0.1 ± 0.0
SM HH → ττττ (× 30) 0.9 ± 0.1 2.3 ± 0.3 2.6 ± 0.4 1.3 ± 0.2

WZ 0.2 ± 0.0 <0.1 <0.1 <0.1
ZZ 24.3 ± 0.8 18.5 ± 1.0 1.9 ± 0.2 0.7 ± 0.1
Misidentified ` and τh 25.1 ± 4.4 33.5 ± 4.6 2.1 ± 1.7 1.5 ± 0.9
Conversion electrons 0.1 ± 0.0 0.1 ± 0.1 <0.1 <0.1
Single Higgs boson 3.8 ± 0.2 2.9 ± 0.5 0.8 ± 0.4 0.4 ± 0.1
Other backgrounds 2.7 ± 0.3 2.1 ± 0.4 0.1 ± 0.0 <0.1

Total expected background 56.2 ± 4.5 57.0 ± 4.8 4.9 ± 1.7 2.6 ± 0.9
Data 55 55 6 1

Process 3` WZ CR 4` ZZ CR
WZ 12 546 ± 148 <1
ZZ 799 ± 24 2032 ± 60
Misidentified ` 908 ± 122 13 ± 4
Conversion electrons 134 ± 22 3 ± 0
Other backgrounds 620 ± 54 59 ± 6

Total expected background 15 006 ± 202 2108 ± 60
Data 14 994 2096

Table 7. The number of expected and observed events in each of the seven search categories, and
in two CRs, which validate the modeling of the WZ and ZZ backgrounds. The `/τh misidentifi-
cation and electron charge misidentification backgrounds are determined from data, as described
in section 7, while the HH signal and all other backgrounds are modeled using MC simulation.
The symbol “—” indicates that the background is not relevant for the category. The HH signal
represents the sum of the ggHH and qqHH production processes and is normalized to 30 times
the event yield expected in the SM, corresponding to a cross section of about 1 pb. The expected
event yields are computed for the values of nuisance parameters obtained from the ML fit described
in section 9. Quoted uncertainties represent the sum of statistical and systematic components.
Uncertainties that are smaller than half the value of the least significant digit have been rounded
to zero.
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Figure 8. Distribution in the output of the BDT trained for nonresonant HH production and
evaluated for the benchmark scenario JHEP04 BM7 for the 3`+ 1τh (upper left), 2`+ 2τh (upper
right), 1`+3τh (lower left), and 4τh (lower right) categories. The SM HH signal is shown for a cross
section amounting to 30 times the value predicted in the SM. The normalization and shape of the
distributions expected for the background processes are shown for the values of nuisance parameters
obtained from the ML fit of the signal+background hypothesis to the data. The gray shaded area
indicates the sum of statistical and systematic uncertainties on the background prediction obtained
from the ML fit.

The observed (expected) 95% CL interval for the H boson trilinear self-coupling
strength modifier is measured to be −6.9 < κλ < 11.1 (−6.9 < κλ < 11.7). The up-
per limit on κλ is one of the strongest constraints on this fundamental SM parameter to
date, with only HH searches in the bbγγ [42, 43] and bbbb [45] decay modes providing
tighter bounds. The observed and expected upper limits on the HH production cross sec-
tion as a function of κλ, obtained from the simultaneous fit of all seven search categories,
are shown in figure 10, along with the limits obtained for each category individually.

The observed and expected limits on the ggHH production cross section for the twenty
benchmark scenarios are shown in figure 11 and summarized in table 8. Signal contribu-
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Figure 9. Observed and expected 95% CL upper limits on the SM HH production cross section,
obtained for both individual search categories and from a simultaneous fit of all seven categories
combined.
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Figure 10. Observed and expected 95% CL upper limits on the HH production cross section as
a function of the H boson self-coupling strength modifier κλ. All H boson couplings other than λ
are assumed to have the values predicted in the SM. The left plot shows the result obtained by
combining all seven search categories, while the right plot shows the limits obtained for each category
separately. The red curve in the left plot represents the SM prediction for the HH production cross
section as a function of κλ, and the red shaded band the theoretical uncertainty in this prediction.
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Figure 11. Observed and expected 95% CL upper limits on the HH production cross section for
the twelve benchmark scenarios from ref. [24], the additional benchmark scenario 8a from ref. [97],
the seven benchmark scenarios from ref. [96], and for the SM. The upper plot shows the result
obtained by combining all seven search categories, while the lower plot shows the limits obtained
for each category separately, and the combined limit.

tions from the qqHH process, at the rate expected in the SM, are about two orders of
magnitude lower than the limits that we set on the rate of the ggHH signal in these mea-
surements and are therefore neglected. The observed (expected) limits on nonresonant HH
production in the different benchmark scenarios range from 0.21 to 1.09 (0.16 to 1.16) pb,
depending on the scenario. These limits are a factor of 2–3 higher than those obtained
by the CMS measurement in the bbγγ final state [42]. The variation in expected limits
reflects differences in the mHH distribution among the benchmark scenarios, which in turn
affect the pT and angles between the particles produced in the H boson decays. As a
consequence, the signal acceptance can change, along with the separation of the HH signal
from backgrounds through the BDT classifiers described in section 6. The most and least
stringent limits on the cross section are expected for the benchmark scenarios JHEP04
BM2 and BM7, respectively. The former has a pronounced tail of the mHH distribution
extending to high values, while the latter is characterized by low mHH values, as seen in
figure 5 of ref. [24].
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JHEP04 Observed (expected)
benchmark limit [fb]

BM1 469 (354)
BM2 205 (159)
BM3 563 (447)
BM4 677 (600)
BM5 439 (263)
BM6 739 (584)
BM7 1090 (1156)
BM8 495 (336)
BM9 541 (298)
BM10 988 (855)
BM11 795 (572)
BM12 897 (898)
BM8a 608 (353)
JHEP03 Observed (expected)

benchmark limit [fb]
BM1 888 (650)
BM2 828 (632)
BM3 538 (293)
BM4 559 (436)
BM5 556 (313)
BM6 660 (518)
BM7 525 (280)

Table 8. Observed (expected) 95% CL upper limits on the ggHH production cross section for the
twelve benchmark scenarios from ref. [24], the additional benchmark scenario 8a from ref. [97] and
the seven benchmark scenarios from ref. [96]. The corresponding observed (expected) upper limit
for the SM is 652 (583) fb. The limits correspond to the combination of all seven search categories.

Figure 12 shows the observed and expected upper limits on the HH production cross
section as a function of the coupling c2, and the region excluded in the κt– c2 plane. The
effects of variations in κλ and κt on the rate of the SM single H boson background [21]
and on the H boson decay branching fractions [20] are taken into account when computing
these limits and those shown in figure 10. The magnitude of these effects is typically 5
to 10% within the scanned range of κλ and κt . Assuming κt and κλ are both equal to 1,
the coupling c2 is observed (expected) to be constrained to the interval −1.05 < c2 < 1.48
(−0.96 < c2 < 1.37) at 95% CL.

Similar to the right part of figure 12, Figure 13 shows the observed and expected
regions excluded in the κt–κλ and κλ– c2 planes.

Figure 14 shows the observed and expected limits on the resonant HH production cross
section as a function of mX for a spin-0 or spin-2 particle X decaying to HH. The mass
points probed are listed in the fourth paragraph of section 3. The limits are expected to
become more stringent as mX increases, as the acceptance for the HH signal increases and
the signal can be more easily distinguished from backgrounds. The observed (expected)
95% CL upper limits on the resonant HH production cross section range from 0.18 to
0.90 (0.08 to 1.06) pb, depending on the mass and spin. Tabulated results are provided
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H boson couplings other than the ones shown in the plots (κλ and κt in the left plot, and c2 and
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in the HEPData record for this analysis [134]. Only the ATLAS search in the bbγγ final
state achieves more stringent limits at low masses (close to 250GeV) [43], while the low-
mass limits from ATLAS in the bbττ decay mode are roughly the same [35]. Both these
analyses, along with the ATLAS search for bbbb decays [33], set much more stringent
limits at higher masses.

FormX & 600GeV, the observed limit is less stringent than the expected limit, due to a
small excess of events in the data that is concentrated near mX = 750GeV in the 2`ss and 3`
categories. The distributions in the output of the BDT classifier targeting resonances with
spin 2 and mass 750GeV in the 2`ss and 3` categories are shown in figure 15. A small excess
of events can be seen in the rightmost bin of both distributions. In the 2`ss (3`) category,
42 (17) events are observed in this bin in the data, while 27.3 ± 2.8 (stat.)±0.7 (syst.)
(8.0 ± 0.8 (stat.)±0.5 (syst.)) are expected from background processes, amounting to a
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Figure 14. Observed and expected 95% CL upper limits on the production of new particles X of
spin 0 (upper) and spin 2 (lower) and mass mX in the range 250–1000GeV, which decay to H boson
pairs. The plot on the left shows the result obtained by combining all seven search categories, while
the plot on the right shows the limits obtained for each category separately, and the combined limit.

local significance of about 2.1 (2.1) standard deviations. The excess affects the observed
limits in a broad mass range from 600 to 1000GeV. No measurement is made for masses
above 1000GeV, as limits on HH decays producing at least one bottom quark pair are
much more stringent in this phase space [33, 34]. The presence of multiple neutrinos in
HH signal events in these categories, coming from W boson or τ lepton decays, limits the
experimental resolution on mX and causes the BDT classifier output distributions to be
highly correlated for resonances of similar mass. No significant excess is observed in any
of the other five search categories. The significance for the combination of all seven search
categories at 750GeV amounts to 1.9 standard deviations, without accounting for the “look
elsewhere effect” [135].

10 Summary

The results of a search for nonresonant and resonant Higgs boson pair (HH) production
in final states with multiple reconstructed leptons, including electrons and muons (`) and
hadronically decaying tau leptons (τh), has been presented. The search targets the HH
decay modes WW∗WW∗, WW∗

ττ, and ττττ, using proton-proton collision data recorded
by the CMS experiment at a center-of-mass energy of 13TeV and corresponding to an
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Figure 15. Distribution in BDT classifier output for resonances of spin 2 and mass 750GeV
in the 2`ss (left) and 3` (right) categories. The resonant HH signal is shown for a cross section
amounting to 1 pb. The distributions expected for the background processes are shown for the
values of nuisance parameters obtained from the ML fit of the signal+background hypothesis to
the data.

integrated luminosity of 138 fb−1. Seven search categories, distinguished by ` and τh mul-
tiplicity, are included in the analysis: 2`ss, 3`, 4`, 3` + 1τh, 2` + 2τh, 1` + 3τh, and 4τh,
where “ss” indicates an `` pair with the same charge. No evidence for a signal is found
in the data. Upper limits on the cross sections for both nonresonant and resonant HH
production are set. The observed (expected) limits on the nonresonant HH production
cross section in twenty EFT benchmark scenarios range from 0.21 to 1.09 (0.16 to 1.16) pb
at 95% confidence level (CL), depending on the scenario. For nonresonant HH production
with event kinematics as predicted by the standard model (SM), the observed (expected)
95% CL upper limit on the HH production rate is 21.3 (19.4) times the rate expected
in the SM. The results of the search for nonresonant HH production are used to exclude
regions in the plane of the H boson coupling to the top quark, yt , and of the trilinear
Higgs boson self-coupling, λ. Assuming yt has the value expected in the SM, the observed
(expected) 95% CL interval for λ is between −6.9 and 11.1 (−6.9 and 11.7) times the value
expected in the SM. The resonant production of H boson pairs, resulting from decays of
new heavy particles X with mass mX, is probed within the mass range 250–1000GeV. The
corresponding observed (expected) 95% CL upper limits on the cross section for resonant
HH production range from 0.18 to 0.90 (0.08 to 1.06) pb, depending on the mass and spin
of the resonance.
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Abstract Monte Carlo (MC) simulations are extensively
used for various purposes in modern high-energy physics
(HEP) experiments. Precision measurements of established
Standard Model processes or searches for new physics often
require the collection of vast amounts of data. It is often diffi-
cult to produce MC samples containing an adequate number
of events to allow for a meaningful comparison with the data,
as substantial computing resources are required to produce
and store such samples. One solution often employed when
producing MC samples for HEP experiments is to partition
the phase space of particle interactions into multiple regions
and produce the MC samples separately for each region. This
approach allows to adapt the size of the MC samples to the
needs of physics analyses that are performed in these regions.
In this paper we present a procedure for combining MC sam-
ples that overlap in phase space. The procedure is based on
applying suitably chosen weights to the simulated events.
We refer to the procedure as “stitching”. The paper includes
different examples for applying the procedure to simulated
proton-proton collisions at the CERN Large Hadron Collider.

1 Introduction

Monte Carlo (MC) simulations [1,2] are used for a plethora
of different purposes in contemporary high-energy physics
(HEP) experiments. Applications for experiments currently
in operation include detector calibration; optimization of
analysis techniques, including the training of machine learn-
ing algorithms; the modelling of backgrounds, as well as the
modelling of signal acceptance and efficiency. Besides, MC
simulations are extensively used for detector development
and for estimating the physics reach of experiments that are
presently in construction or planned in the future.

a e-mail: karl.ehataht@cern.ch
b e-mail: christian.veelken@cern.ch (corresponding author)

The production of MC samples containing a sufficient
number of events often poses a material challenge in terms
of the computing resources required to produce and store
such samples [3]. This is especially true for experiments at
the CERN Large Hadron Collider (LHC) [4–6], firstly due to
the large cross section for proton-proton (pp) scattering and
secondly due to the large luminosity delivered by the LHC.

The number of pp scattering interactions, Ndata, that occur
within a given interval of time is given by the product of
the pp scattering cross section, σ , and of the integrated
luminosity, L , that the LHC has delivered during this time:
Ndata = σ L . We refer to the ensemble of pp scattering
interactions that occur within the same crossing of the pro-
ton bunches as an “event”. The interaction with the highest
momentum exchange between the protons is referred to as the
“hard-scatter” interaction, and the remaining interactions are
referred to as “pileup”. The inelastic pp scattering cross sec-
tion at the center-of-mass energy of

√
s = 13 TeV, the energy

achieved during the recently completed Run 2 of the LHC
(in the period 2015–2018), amounts to ≈ 75 mb [7,8]. The
pp scattering data recorded by the ATLAS and CMS experi-
ments during LHC Run 2 amounts to an integrated luminosity
of ≈ 140 fb−1 per experiment [9–12]. Thus, Ndata ≈ 1016

inelastic pp scattering interactions occurred in each of the
two experiments during this time. Ideally, one would want
the number of simulated events to be higher than the number
of events in the data, such that the statistical uncertainties
on the MC simulation are small compared to the statistical
uncertainties on the data. The production of such large MC
samples is clearly prohibitive, however.

Even if one restricts the production of MC samples to pro-
cesses with a cross section that is significantly smaller than
the inelastic pp scattering cross section, such as Drell–Yan
(DY) production, the production of W bosons (W+jets), and
the production of top quark pairs (tt̄+jets), the production
of MC samples containing a sufficient number of events to
allow for a meaningful comparison with the data represents
a formidable challenge. The DY, W+jets, and tt̄+jets produc-
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tion processes are used for detector calibration and Standard
Model (SM) precision measurements. They also constitute
relevant backgrounds to searches for physics beyond the SM.
Their cross sections amount to 6.08 nb for DY production,
61.5 nb for W+jets production, and 832 pb for tt̄+jets pro-
duction [13–15].1 The ATLAS and CMS experiments would
each need to produce MC samples containing 840 million
DY, 8.61 billion W+jets, and 116 million tt̄+jets events in
order to reduce the statistical uncertainties on the MC simu-
lation to the same level as the uncertainties on the LHC Run
2 data.

In order to mitigate the effect of limited computing
resources, both experiments employ sophisticated strategies
for the production of MC samples. A common feature of these
strategies is to vary the expenditure of computing resources
across phase space (PS), depending on the needs of physics
analyses. When searching for new physics, for example, it is
important to produce sufficiently many events in the tails of
distributions, as otherwise potential signals may be obscured
by the statistical uncertainties on the SM background.

Different mechanisms for adapting the expenditure of
computing resources to the needs of physics analyses
have been proposed in the literature. Modern MC pro-
grams (“generators”) such as Powheg [16–18], Mad-
Graph5_aMC@NLO [19], Sherpa [20], Pythia [21], and
Herwig [22] provide functionality that allows to adjust the
number of events sampled in different regions of PS through
user-defined weighting functions. This approach has been
used in Ref. [23]. An alternative approach is to partition
the PS into distinct regions (“slices”) and to produce sepa-
rate independent MC samples covering each slice. Following
Ref. [3], we refer to the first approach as “biasing” and to the
second one as “slicing”.

In this paper, we focus on the case that MC samples have
already been produced and present a method that makes opti-
mal use of these samples, where “optimal” refers to yielding
the lowest statistical uncertainty on the signal or background
estimate that is obtained from these samples. The samples in
general overlap in PS. For example, one set of MC samples
may partition the PS based on the number of jets, whereas
another set of samples may partition the PS based on HT,
the scalar sum in pT of these jets. Our method is general
enough to handle arbitrary overlaps between these samples.
The overlap is accounted for by applying appropriately cho-
sen weights to the simulated events. We refer to the procedure
as “stitching”. One useful feature of the stitching method
is that it allows to increase the number of simulated events

1 The quoted cross sections refer to, respectively, DY production of
lepton (electron, muon, and τ ) pairs of mass > 50 GeV, W+jets pro-
duction with subsequent leptonic decay of the W boson, and to the pair
production of top quarks of mass 172.5 GeV.

incrementally in certain regions of PS in case these regions
are not yet sufficiently populated by the existing MC samples.

In the following, we will assume that all MC samples that
are subject to the stitching procedure have been produced
with the same version of the MC program and consistent
(i.e. identical) settings for parton distribution functions, scale
choices, parton-shower and underlying-event tunes, etc. In
case a given set of MC samples was produced with incon-
sistent settings, the effect of the inconsistencies either need
to be small (compared to e.g. the systematic uncertainties)
or the events need to be reweighted to make all MC samples
consistent prior to applying the stitching procedure.

Variants of the stitching procedure described in the first
part of this manuscript have been used by the ATLAS and
CMS experiments since LHC Run 1, but, to the best of our
knowledge, have not been described in detail in a public doc-
ument yet. The formalism for the computation of stitching
weights is detailed in Sect. 2. Concrete examples for using
the formalism in physics analyses are given in Sects. 3.1.1
and 3.1.2. The examples characterize the use of the stitch-
ing procedure by the CMS experiment during LHC Runs 1
and 2. They are chosen with the intention to provide a ref-
erence. In Sect. 3.2 we extend the stitching procedure to the
case of estimating trigger rates at the High-Luminosity LHC
(HL-LHC) [24], scheduled to start operation in 2027. The
distinguishing feature between the applications of the stitch-
ing procedure described in Sects. 3.1 and 3.2 is that in the
former (but not in the latter) the cross section of the process
that is modeled by the MC simulation is orders of magnitude
smaller compared to the inelastic pp scattering cross section.
In the former case one can make the simplifying assump-
tion that the process of interest (the process modeled by the
MC simulation) solely occurs in the hard-scatter interaction
and not in pileup interactions. For the purpose of estimat-
ing trigger rates, a relevant use case is that the hard-scatter
interaction as well as the pileup interactions are inelastic pp
scattering interactions, and the hard-scatter interaction is in
fact indistinguishable from the pileup. As described in detail
in Sect. 3.2, we account for this indistinguishability by mak-
ing suitable modifications to the formalism for the computa-
tion of stitching weights. The modified stitching procedure
detailed in Sect. 3.2 has been used to estimate trigger rates
for the HL-LHC upgrade technical design report of the CMS
experiment [25]. We conclude the paper with a summary in
Sect. 4.

2 Computation of stitching weights

As explained in the introduction, contemporary HEP exper-
iments often employ MC production schemes that first par-
tition the PS into multiple regions and then produce separate
MC samples covering each region. We use the term “MC pro-
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duction scheme” to refer to the strategy for choosing which
MC samples to produce and how to produce these samples
(which MC generator programs to use, how to partition the
PS into regions, which settings to use when executing the
MC generator programs, etc) and the term “MC sample” to
refer to the set of all output files produced by one execution
of a MC generator program. When using these MC samples
in physics analyses, the overlap of the samples in PS needs to
be accounted for by applying weights to the simulated events.
The weights need to be chosen such that the weighted sum
of simulated events in each region i of PS matches the SM
prediction in that region:

∑

j

Pi
j s

i
j

N j∑

k=1

wk
j = L σ i , (1)

where the symbol L corresponds to the integrated luminos-
ity of the analyzed dataset and σ i denotes the fiducial cross
section for the process under study in the PS region i . The
first (second) sum on the left-hand side extends over the MC
samples j (over the events k in the j th MC sample, where N j

denotes the total number of simulated events in the sample
j). The symbol wk

j denotes the weight assigned to event k by

the MC generator program, while sij denotes the “stitching”
weight that is applied to events from the sample j falling
into the PS region i . The symbol Pi

j corresponds to the prob-
ability for an event in MC sample j to fall into PS region i .
Equation (1) holds separately for each signal or background
process under study.

One can show that the statistical uncertainty on the sig-
nal or background estimate gets reduced when all simulated
events that fall into PS region i have the same weight, regard-
less of which MC sample j contains the event. We hence
choose the stitching weight to depend only on the PS region
i (and not on the MC sample j) and refer to these weights
using the symbol si from now on.

We define the symbol Pi
incl as the ratio of the fiducial cross

section σ i to the “inclusive” cross section σincl, which refers
to the whole PS:

Pi
incl = σ i

σincl
⇐⇒ σ i = σincl P

i
incl.

Upon inserting this relation into Eq. (1) and solving for the
weight si , we obtain:

si = L σincl Pi
incl

Pi
j

∑N j
k=1 wk

j

. (2)

A special case, which is frequently encountered in prac-
tice, is that one MC sample covers the whole PS, while addi-
tional MC samples are used to reduce the statistical uncer-

tainties in the tails of distributions. We refer to the MC sample
that covers the whole PS as the “inclusive” sample and the
corresponding PS as the “inclusive” PS. In this case, Eq. (2)
can be rewritten in the form:

si = L σincl
∑Nincl

k=1 wk
incl

Pi
incl

∑Nincl
k=1 wk

incl

Pi
incl

∑Nincl
k=1 wk

incl + ∑
j Pi

j

∑N j
k=1 wk

j

,

(3)

where wk
incl refers to the weights assigned to events in the

inclusive sample by the MC generator program and Nincl

denotes the total number of events in the inclusive sam-
ple. The sum over j in Eq. (3) extends over the additional
MC samples, which each cover a different region in PS. We
will refer to these samples as the “exclusive” samples. We
assume that the weights wk

incl and wk
j are normalized such

that the average of these weights, w̄incl = 1
Nincl

∑Nincl
k=1 wk

incl

and w̄ j = 1
N j

∑N j
k=1 wk

j , equals unity for the inclusive sam-

ple and for each exclusive sample j 2. The two factors in
Eq. (3) may be interpreted in the following way: The product
of wk

incl and the first factor, wk
incl

L σincl∑Nincl
k=1 wk

incl

, corresponds to

the weight that one would apply to an event in PS region i
in case no exclusive samples are available and the signal or
background estimate in PS region i is based solely on the
inclusive sample. The availability of the additional exclu-
sive samples increases the number of simulated events in
the PS region i , from Nincl Pi

incl to Nincl Pi
incl + ∑

j N j Pi
j ,

and reduces the weights that are applied to simulated events
falling into the region i . The reduction in the event weight
is given by the second factor in Eq. (3). It has the effect
of reducing the statistical uncertainty on the signal or back-
ground estimate in PS region i by the square-root of this

factor, i.e. by

√
Pi

incl
∑Nincl

k=1 wk
incl

Pi
incl

∑Nincl
k=1 wk

incl+
∑

j Pi
j

∑N j
k=1 wk

j

.

3 Examples

In this section, we illustrate the formalism developed in
Sect. 2 with concrete examples, drawn from two different
applications: the modelling of W+jets production in physics
analyses at the LHC and the estimation of trigger rates at the
HL-LHC.

2 If this is not the case for a given set of MC samples, it can be achieved
by a simple multiplication of the weights wk

incl and wk
j by the factors

1/w̄incl and 1/w̄ j .
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3.1 Modelling of W+jets production in physics analyses at
the LHC

The production of W bosons is interesting to study at the
LHC for several reasons. The measurement of the mass of
the W boson is an important input to global fits to SM param-
eters [26]. The fits allow to test the overall consistency of the
SM and to set constraints on physics beyond the SM. The sen-
sitivity of these fits is currently limited by the precision of
the W boson mass measurement [26]. Differential measure-
ments of the cross section for W+jets production are used to
constrain parton distribution functions [27–30]. In particular,
the measurement of the associated production of a W boson
with a charm quark provides sensitivity to the strange quark
content of the proton [31–33] and allows to tune MC gener-
ators to improve the modelling of heavy flavour production
at hadron colliders. The production of W bosons also con-
stitutes a relevant background to measurements of other SM
processes and to searches for new physics, see for example
Refs. [34–37]. In this section, we focus on W+jets production
with subsequent leptonic decay of the W boson.

Simulated samples of W+jets events have been produced
for pp collisions at

√
s = 13 TeV center-of-mass energy

using matrix elements computed at leading order (LO) accu-
racy in perturbative quantum chromodynamics (pQCD) with
the program MadGraph5_aMC@NLO 2.6.5 [19]. The par-
ton distribution functions of the proton are modeled using
the NNPDF3.1 set [38]. Parton showering, hadronization,
and the underlying event are modeled using the program
Pythia v8.240 [21] with the tune CP5 [39]. The matching
of matrix elements to parton showers is done using the MLM
scheme [40]. We restrict the analysis of these samples to par-
ticles originating from the hard-scatter interaction and do not
add any pileup to these samples. Samples containing either
1, 2, 3, or 4 jets at matrix-element level are complemented
by an “inclusive” sample and by samples binned in the scalar
sum in pT of these jets. We denote the multiplicity of jets at
the matrix-element level by the symbol Njet and the scalar
sum in pT of these jets by the symbol HT. The inclusive and
HT-binned samples contain events with between 0 and 4 jets
at the matrix-element level.

The weights wk
j and wk

incl are equal to one for all events

in these samples. Thus,
∑N j

k=1 wk
j = N j and

∑Nincl
k=1 wk

incl =
Nincl for this example, which allows us to simplify Eq. (3)
to:

si = L σincl

Nincl

Pi
incl Nincl

Pi
incl Nincl + Pi

j N j
. (4)

All samples are normalized using a k-factor of 1.14, given
by the ratio of the inclusive cross section computed at next-
to-next-to leading order (NNLO) accuracy in pQCD, with

electroweak corrections taken into account up to NLO accu-
racy [14], and the inclusive cross section computed at LO
accuracy by the program MadGraph5_aMC@NLO. The
product of the inclusive W+jets production cross section
times the branching fraction for the decay to a charged lepton
and a neutrino amounts to 61.5 nb.

We will demonstrate the stitching of these samples based
on the two observables Njet and HT. The PS region in
which we perform the stitching will be either one- or two-
dimensional. We will show that for our formalism it makes
little difference whether the stitching is performed in one
dimension or in two. The stitching of W+jets samples based
on the observable Njet will be discussed first and then we
will discuss the stitching of W+jets samples based on the
two observables Njet and HT.

3.1.1 Stitching of W+jets samples by Njet

In this example, an inclusive W+jets sample simulated at LO
accuracy in pQCD is stitched with exclusive samples con-
taining events with Njet equal to either 1, 2, 3, or 4. The
inclusive sample contains events with Njet between 0 and 4.
We partition the PS into slices based on the multiplicity of jets
at the matrix-element level and set the index i equal to Njet.
The number of events in each MC sample is chosen such that
the stitching weights decrease by about a factor of two for
each increase in jet multiplicity. The decrease in the cross
section as function of Njet allows to reduce the statistical
uncertainties in the tail of the Njet distribution without sig-
nificantly increasing the expenditure of computing resources
required to produce and store these samples. The number of
events contained in each sample and the values of the prob-
abilities Pi

incl and Pi
j are given in Tables 1 and 2. The prob-

abilities P1
incl, P

2
incl, P

3
incl, and P4

incl are computed by taking
the ratio of cross sections, computed at LO accuracy by the
program MadGraph5_aMC@NLO, for the exclusive sam-
ples with respect to the cross section σincl of the inclusive
sample. The probability P0

incl is obtained using the relation
P0

incl = 1 − ∑4
i=1 Pi

incl. The probabilities Pi
j for the exclu-

sive samples are 1 if i = j and 0 otherwise, as each of
the exclusive samples j covers exactly one PS region i . The
corresponding stitching weights si , computed according to
Eq. (4), are given in Table 3.

In order to demonstrate that the stitching procedure is
unbiased, we compare the normalization and shape of dis-
tributions obtained using the stitching procedure with the
normalization and shape of distributions obtained from the
inclusive sample. Distributions in pT of the “leading” and
“subleading” jet (the jets of, respectively, highest and second-
highest pT in the event), in the multiplicity of jets and in
the observable HT are shown in Fig. 1. The distributions
obtained from the inclusive sample are represented by black
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Table 1 Number of events in
the inclusive W+jets sample and
in the W+jets samples produced
in bins of Njet , and
corresponding cross sections

Sample Index j Number of events Cross section [nb]a

Inclusive – 3 × 106 61.5

Njet = 1 1 5 × 106 10.1

Njet = 2 2 4.7 × 106 3.21

Njet = 3 3 3.2 × 105 0.938

Njet = 4 4 3.3 × 105 0.443

aComputed at LO accuracy in pQCD, then scaled to NNLO

Table 2 Probabilities Pi for the
events in the inclusive and
exclusive samples to populate
the different PS regions i . The
PS regions i are defined by the
multiplicity of jets at the
matrix-element level

Sample Probabilities

P0 P1 P2 P3 P4

Inclusive 0.758 0.167 0.052 0.015 0.007

Njet = 1 0 1 0 0 0

Njet = 2 0 0 1 0 0

Njet = 3 0 0 0 1 0

Njet = 4 0 0 0 0 1

Table 3 Stitching weights si for the case that the inclusive and exclusive W+jets samples given in Table 1 are stitched based on Njet . The weights
are computed for an integrated luminosity of 140 fb−1

Multiplicity of jets

0 1 2 3 4

Stitching weight 2870 1440 714 362 180

markers (“inclusive only”), while those obtained by apply-
ing the stitching procedure to the combination of the inclu-
sive sample and the samples binned in Njet are represented
by pink lines (“stitched”). The contributions of individual
exclusive samples j to the stitched distribution are indicated
by shaded areas of different color in the upper part of each
figure. The white area (“inclusive stitched”) represents the
contribution of the inclusive sample to the stitched distribu-
tion. The shaded areas of different color and the white area
add up to the pink line. We remark that the “inclusive only”
and “inclusive stitched” distributions contain the exact same
events. The sole difference between these two distributions is
that the stitching weights, given in Table 3, are applied to the
“inclusive stitched”, but not to the “inclusive only” distribu-
tion. In the lower part of each figure, we show the difference
in normalization and shape between the distribution obtained
using the stitching procedure and the distribution obtained
when using solely the inclusive sample. The differences are
given relative to the distribution obtained from our stitching
procedure. The size of statistical uncertainties on the “inclu-
sive only” and “stitched” distributions is visualized in the
lower part of each figure and is represented by the length
of the error bars and by the height of the dark shaded area,
respectively. The jets shown in the figure are reconstructed
using the anti-kt algorithm [41,42] with a distance parameter

of 0.4, using all stable generator-level particles (after hadron
shower and hadronization) except neutrinos as input, and are
required to satisfy the selection criteria pT > 25 GeV and
|η| < 5.0. The observable HT is computed as the scalar sum
in pT of these jets. Note that the multiplicity of jets and the
observable HT shown in Fig. 1 differ from the observables
Njet and HT that are used in the stitching procedure: The for-
mer refer to jets at the generator (detector) level, while the
latter refer to jets at the matrix-element level. The distribu-
tions are normalized to an integrated luminosity of 140 fb−1.

The distributions for the inclusive sample and for the
sum of inclusive plus exclusive samples, with the stitching
weights applied, are in agreement within the statistical uncer-
tainties. The exclusive samples reduce the statistical uncer-
tainties in particular in the tails of the distributions.

3.1.2 Stitching of W+jets samples by Njet and HT

This example extends the previous example. It demonstrates
the stitching procedure based on two observables, Njet and
HT. The exclusive samples are simulated for jet multiplicities
of Njet = 1, 2, 3, and 4 and for HT in the ranges 70–100, 100–
200, 200–400, 400–600, 600–800, 800–1200, 1200–2500,
and > 2500 GeV (up to the kinematic limit). We refer to
the exclusive samples produced in slices of Njet as the “Njet-
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(a) (b)

(c) (d)

(a) (b)

(c) (d)

Fig. 1 Distributions in pT of the a leading and b subleading jet, in
c the multiplicity of generator-level jets and in d the observable HT,
the scalar sum in pT of these jets, for the case of W+jets samples that

are stitched based on the observable Njet at the matrix-element level.
The W bosons are required to decay leptonically. The event yields are
computed for an integrated luminosity of 140 fb−1

samples” and to the samples simulated in ranges in HT as the
“HT-samples”. The inclusive sample contains events with jet
multiplicities between 0 and 4 and covers the full range in
HT. The number of events in the HT-samples are given in
Table 4. The information for the inclusive sample and for the

Njet-samples is the same as for the previous example and is
given in Table 1.

The corresponding PS regions i , defined in the plane of
Njet versus HT, are shown in Fig. 2. In total, the probabilities
Pi

incl and Pi
j and the corresponding stitching weights si are

computed for 45 separate PS regions.
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Table 4 Number of events in
the W+jets samples produced in
ranges in HT and corresponding
cross sections

Sample Index j Number of events Cross section [pb]a

70 � HT < 100 GeV 5 1.4 × 105 1430

100 � HT < 200 GeV 6 2.8 × 105 1410

200 � HT < 400 GeV 7 1.5 × 105 379

400 � HT < 600 GeV 8 4 × 104 51.3

600 � HT < 800 GeV 9 2 × 104 12.6

800 � HT < 1200 GeV 10 2 × 104 5.34

1200 � HT < 2500 GeV 11 1.3 × 104 1.51

HT � 2500 GeV 12 6.5 × 102 0.052

aComputed at LO accuracy in pQCD, then scaled to NNLO

Fig. 2 Definition of the PS regions i in the plane of Njet versus HT, for
the case of W+jets samples that are stitched based on the observables
Njet and HT

In some of the 45 PS regions, the probabilities Pi
incl are

rather low, on the level of 10−7. In order to reduce the statis-
tical uncertainties on the probabilities Pi

incl and Pi
j , we com-

pute these probabilities using the following procedure: For all
regions i of PS that are covered by the inclusive sample and by
one or more Njet- or HT-samples, we determine the probabil-
ities Pi

incl and Pi
j by the method of least squares [43]. Details

of the computation are given in the appendix. The probability
P0

incl for the PS region Njet = 0 and HT < 70 GeV, which is
solely covered by the inclusive sample, is computed accord-
ing to the relation P0

incl = 1 − ∑44
i=1 Pi

incl. The numerical
values of the probabilities Pi

incl and Pi
j obtained by the least-

square method and of the stitching weights si , computed
according to Eq. (4), are given in Tables 7 and 8.

Distributions in pT of the leading and subleading jet, in
the multiplicity of jets, and in the observable HT obtained
from our stitching procedure are compared to the distribu-
tions obtained from the inclusive sample in Fig. 3. The dis-
tributions obtained by stitching the inclusive sample with the
samples binned in Njet and in HT are represented by pink
lines, while those obtained when using solely the inclusive
sample are represented by black markers. The weights given
in Table 8 are applied to the stitched distributions. The contri-
bution of all Njet-binned samples to the stitched distribution is

represented by the blue shaded area (“sum of Njet samples”),
while the contribution of all samples produced in ranges in
HT is represented by the yellow shaded area (“sum of HT

samples”) in the upper part of the figures. Following Fig. 1,
the white area represents the contribution of the inclusive
sample to the stitched distribution. The jets are reconstructed
as described in Sect. 3.1.1 and are required to pass the selec-
tion criteria pT > 25 GeV and |η| < 5.0. In the lower part of
each figure, we again show the difference between the dis-
tributions obtained from the inclusive sample and obtained
by using our stitching procedure, and also the respective sta-
tistical uncertainties. As one would expect, the addition of
samples simulated in ranges in HT to the example given in
Sect. 3.1.1 reduces the statistical uncertainties in the tails of
the distributions. The reduction is most pronounced in the
tails of the distributions in leading and subleading jet pT and
in the observable HT.

3.2 Estimation of trigger rates at the HL-LHC

We choose the task of estimating trigger rates for the upcom-
ing high-luminosity data-taking period of the LHC as second
example to illustrate the stitching procedure. The “rate” of a
trigger corresponds to the number of pp collision events that
satisfy the trigger condition per unit of time. The estima-
tion of trigger rates constitutes an important task for demon-
strating the physics potential of the HL-LHC. The HL-LHC
physics program demands a large amount of integrated lumi-
nosity to be delivered by the LHC, in order to facilitate mea-
surements of rare signal processes (such as the precise mea-
surement of H boson couplings and the study of H boson pair
production), as well as to enhance the sensitivity of searches
for new physics, by the ATLAS and CMS experiments. In
order to satisfy this demand, the HL-LHC is expected to oper-
ate at an instantaneous luminosity of 5–7.5×1034 cm−2 s−1

at a center-of-mass energy of
√
s = 14 TeV [24]. The chal-

lenge of developing triggers for the HL-LHC is to design the
triggers such that rare signal processes pass the triggers with
a high efficiency, while the rate of background processes gets
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(a) (b)

(d)(c)

Fig. 3 Distributions in pT of the a leading and b subleading jet, in
c the multiplicity of generator-level jets and in d the observable HT,
the scalar sum in pT of these jets, for the case of W+jets samples that

are stitched based on the observables Njet and HT at the matrix-element
level. The W bosons are required to decay leptonically. The event yields
are computed for an integrated luminosity of 140 fb−1

reduced by many orders of magnitude, in order not to exceed
bandwidth limitations on the detector read-out and on the
rate with which events can be written to permanent storage.

The inelastic pp scattering cross section at
√
s = 14 TeV

amounts to ≈ 80 mb, resulting in up to 200 simultaneous pp
interactions per crossing of the proton beams at the nominal
HL-LHC instantaneous luminosity [24]. The vast majority
of these interactions are inelastic pp scatterings with low

momentum exchange, which predominantly arise from the
exchange of gluons between the colliding protons. We refer
to inelastic pp scattering interactions with no further selection
applied as “minimum bias” events. In order to estimate the
rates of triggers at the HL-LHC, MC samples of minimum
bias events are produced at LO in pQCD using the program
Pythia. The minimum bias samples are complemented by
samples of inelastic pp scattering interactions in which a sig-
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nificant amount of transverse momentum, denoted by the
symbol p̂T, is exchanged between the scattered protons. The
stitching of the minimum bias samples with samples gener-
ated for different ranges in p̂T allows to estimate the trigger
rates with lower statistical uncertainties.

The production of MC samples used for estimating trigger
rates at the HL-LHC proceeds by first simulating one “hard-
scatter” (HS) interaction within a given range in p̂T and then
adding a number of additional inelastic pp scattering interac-
tions of the minimum bias kind to the same event, in order to
simulate the pileup (PU). We use the symbol NPU to denote
the total number of PU interactions that occur in the same
crossing of the proton beams as the HS interaction. No selec-
tion on p̂T is applied when simulating the PU interactions.
We remark that the distinction between the HS interaction
and the PU interactions is artificial and solely made for the
purpose of MC production. The HS interaction and the PU
interactions will be indistinguishable in the data that will be
recorded at the HL-LHC: The scattering in which the trans-
verse momentum exchange between the protons amounts to
p̂T may occur in any of the NPU + 1 simultaneous pp inter-
actions. Our formalism treats the HS interaction and the PU
interactions on an equal footing.

The “inclusive” sample in this example are events contain-
ing NPU +1 minimum bias interactions, where for each event
the number of PU interactions, NPU, is sampled at random
from the Poisson probability distribution:

Poisson(NPU|N̄ ) = N̄ NPU e−N̄

NPU! (5)

with a mean N̄ = 200. The exclusive samples contain one HS
interaction of transverse momentum within a specified range
in p̂T in addition to NPU minimum bias interactions. The
latter represent the PU. The number NPU of PU interactions
is again sampled at random from a Poisson distribution with
a mean of N̄ = 200.

We enumerate the ranges in p̂T by the index i and denote
the number of p̂T ranges used to produce the exclusive sam-
ples by the symbol m. We further introduce the symbol ni
to refer to the number of inelastic pp scattering interactions
that fall into the i th interval in p̂T. The inelastic pp scatter-
ings may occur either in the HS interaction or in any of the
NPU PU interactions. The “phase space” corresponding to a
given event is represented by a vector I = n1, . . . , nm of
dimension m. The i th component of this vector indicates the
number of inelastic pp scattering interactions that fall into
the i th interval in p̂T.

The probability P I for an event in the inclusive sample
that contains NPU pileup interactions to feature n1 inelastic
pp scatterings that fall into the first interval in p̂T, n2 that fall
into the second,. . ., and nm that fall into the mth follows a

multinomial distribution [44] and is given by:

P I
incl = (NPU + 1)!

n1! . . . nm ! p
n1
1 . . . pnmm , (6)

where the symbols pi correspond to the probability for a sin-
gle inelastic pp scattering interaction to feature a transverse
momentum exchange that falls into the i th interval in p̂T.
The ni satisfy the condition

∑m
i=1 ni = NPU + 1.

The corresponding probability P I
j for an event in the j th

exclusive sample that contains NPU pileup interactions is
given by:

P I
j =

⎧
⎪⎨

⎪⎩

NPU!
n1! ... (n j−1)! ... nm !

pn1
1 . . . p

(n j−1)

j . . . pnmm , if n j ≥ 1
0 , otherwise.

(7)

The ni again satisfy the condition NPU + 1 = ∑m
i=1 ni . The

fact that for all events in the j th exclusive sample the trans-
verse momentum p̂T that is exchanged in the HS interaction
falls into the j th interval in p̂T implies that NPU + 1 needs
to be replaced by NPU and n j by n j − 1 in Eq. (7) compared
to Eq. (6), as one of the inelastic pp scatterings that fall into
the j th interval in p̂T is “fixed” and thus not subject to the
random fluctuations, which are modeled by the multinomial
distribution. The ratio of Eq. (7) to Eq. (6) is given by the
expression:

P I
j

P I
incl

= n j

(NPU + 1) p j
. (8)

The validity of Eq. (8) includes the case n j = 0.
The expression for the stitching weight s I is given by an

expression similar to Eq. (3), the main difference being that
the index i is replaced by the vector I , the probabilities Pi

incl
and Pi

j are replaced by the probabilities P I
incl and P I

j and the
product of luminosity times cross section, L σincl, is replaced
by the frequency F of pp collisions:

s I = F
∑Nincl

k=1 wk
incl

P I
incl

∑Nincl
k=1 wk

incl

P I
incl

∑Nincl
k=1 wk

incl + ∑
j P I

j

∑N j
k=1 wk

j

.

(9)

The probabilities P I
incl and P I

j are given by Eqs. (6) and (7).
Dividing both numerator and denominator on the right-hand
side of Eq. (9) by P I

incl and replacing the ratio P I
j /P

I
incl by

Eq. (8) yields:

s I = F
∑Nincl

k=1 wk
incl + ∑

j
n j

(NPU+1) p j

∑N j
k=1 wk

j

. (10)
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Table 5 Number of events in the inclusive and exclusive samples used
to estimate trigger rates at the HL-LHC

Sample Number of events

Inclusive 8 × 105

30 � p̂T < 50 GeV 4 × 105

50 � p̂T < 80 GeV 2 × 105

80 � p̂T < 120 GeV 1 × 105

120 � p̂T < 170 GeV 5 × 104

170 � p̂T < 300 GeV 5 × 104

300 � p̂T < 470 GeV 5 × 104

470 � p̂T < 600 GeV 5 × 104

p̂T � 600 GeV 5 × 104

The sum over j refers to the exclusive samples. At the HL-
LHC, the pp collision frequency F amounts to 28 MHz.3

Eq. (10) represents the equivalent of Eq. (3), tailored to the
case of estimating trigger rates instead of estimating event
yields. The weightswk

incl andwk
j are equal to one for all events

in this example, which allows to simplify Eq. (10). Using

the relations
∑Nincl

k=1 wk
incl = Nincl and

∑N j
k=1 wk

j = N j , we
obtain the expression:

s I = F

Nincl + ∑
j

n j
(NPU+1) p j

N j
. (11)

The ranges in p̂T used to produce the exclusive samples
and the number of events contained in each sample are given
in Table 5. The association of the index i to the different
ranges in p̂T and the corresponding values of the probabili-
ties pi are given in Table 6. The probabilities pi are computed
by taking the ratio of cross sections computed by the program
Pythia for the case of single inelastic pp scattering interac-
tions with a transverse momentum exchange that is within
the i th interval in p̂T and for the case that no condition is
imposed on p̂T.

We cannot give numerical values of the stitching weights
s I for this example, as I is a high-dimensional vector, and
also because the stitching weights vary depending on NPU.
Instead, we show in Fig. 4 the spectrum of the stitching
weights that we obtain when inserting the numbers given

3 The beams cross every 25 ns, but pp collisions occur only in ≈ 70%
of those beam crossings [24].

Fig. 4 Stitching weights s I , computed according to Eq. (11), for the
inclusive sample and for the samples produced in ranges of p̂T

in Tables 5 and 6 into Eq. (11). For comparison, we also
show the corresponding weight, given by sincl = F/Nincl,
for the case that only the inclusive sample is used to estimate
the trigger rate. The weight sincl amounts to 35 Hz in this
example. As can be seen in Fig. 4, the addition of samples
produced in ranges of p̂T to the inclusive sample reduces the
weights. Lower weights in turn reduce the statistical uncer-
tainties on the trigger rate estimate. The different maxima in
the distribution of stitching weights s I correspond to events
in which the transverse momentum exchanged between the
scattered protons falls into different ranges in p̂T. The spec-
trum of weights shown in Fig. 4 is plotted before any trigger
selection is applied. As the probability for an event to pass
the trigger increases with p̂T, the stitching weights s I are
on average smaller for events that pass than for events that
fail the trigger selection. Consequently, the reduction in sta-
tistical uncertainties that one obtains by using the exclusive
samples and applying the stitching weights becomes even
more pronounced after the trigger selection is applied (the
weight sincl remains fixed at 35 Hz).

The rates expected for a single jet trigger and for a dijet
trigger at the HL-LHC are shown in Fig. 5. The rates are
computed as function of the pT threshold that is applied to
the jets. In case of the dijet trigger, the same pT threshold is
applied to both jets. The jets are reconstructed as described
in Sect. 3.1.1 and are required to be within the geometric
acceptance |η| < 5.0. All stable generator-level particles

Table 6 Probabilities pi for a single inelastic pp scattering interaction to feature a transverse momentum exchange between the protons that is
within the i th interval in p̂T

Range in p̂T [GeV] < 30 30–50 50–80 80–120 120–170 170–300 300–470 470–600 > 600

Index i 0 1 2 3 4 5 6 7 8

Probability pi 0.998 1.51 × 10−3 2.25 × 10−4 3.38 × 10−5 6.00 × 10−6 1.55 × 10−6 1.05 × 10−7 8.73 × 10−9 3.12 × 10−9
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(a) (b)

Fig. 5 Rate expected for a a single jet trigger and b a dijet trigger at the HL-LHC, as function of the pT threshold that is applied to the jets

(except neutrinos) originating either from the HS interaction
or from any of the PU interactions are used as input to the
jet reconstruction. The statistical uncertainties on the rate
estimates obtained from the inclusive sample are represented
by error bars, while those obtained from the sum of inclusive
plus exclusive samples are represented by the shaded area.

The rate estimate obtained for the inclusive sample and for
the sum of inclusive plus exclusive samples, with the stitch-
ing weights computed according to Eq. (11), agree within
statistical uncertainties, demonstrating that the estimate of
the trigger rate obtained from the stitching procedure is unbi-
ased. The modest difference between the rate estimates for
the dijet trigger with jet pT thresholds higher than 280 GeV
is not statistically significant. It is important to keep in mind
that the trigger rate estimates for adjacent bins are corre-
lated, because all events that pass the trigger for a given jet
pT threshold also pass the trigger for all lower thresholds.

For both triggers and all jet pT thresholds, the statisti-
cal uncertainties obtained with the stitching procedure are
smaller than the uncertainties obtained in case only the inclu-
sive sample is used. The reduction in the statistical uncertain-
ties is significantly less pronounced for the single jet trigger
than for the dijet trigger, however. For the latter, the stitching
procedure reduces the statistical uncertainties in particular
for jet pT thresholds higher than 100 GeV. The reduction in
the statistical uncertainties for the single jet trigger is lim-

ited by events with low p̂T that contain a single jet of high
pT. The stitching weights s I for these low p̂T events are
not much smaller than the weights for the inclusive sample.
These low p̂T events also cause a “flattening” of the single
jet trigger rate for jet pT thresholds higher than 400 GeV.
The requirement of a second high pT jet removes most of
these low p̂T events, with the effect that the dijet trigger rate
decreases more rapidly as function of the jet pT threshold and
the stitching procedure becomes more effective in reducing
the statistical uncertainties for the dijet trigger.

4 Summary

The production of MC samples containing a sufficient num-
ber of events to allow for a meaningful comparison with the
data is often a challenge in modern HEP experiments, due
to the computing resources required to produce and store
such samples. This is particularly true for experiments at the
CERN LHC, firstly because of the large cross sections of
relevant processes (e.g. DY, W+jets, and tt̄+jets production)
and secondly because of the large luminosity delivered by
the LHC.

In this paper we have focused on the case that the MC
samples have already been produced and we have presented a
procedure that allows to reduce the statistical uncertainties by
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Table 8 Stitching weights si for the case that the inclusive and exclu-
sive W+jets samples given in Tables 1 and 4 are stitched based on the
observables Njet and HT. The weights are computed for an integrated
luminosity of 140 fb−1. Events with Njet = 0 all have HT < 70 GeV,
and, similarly, events with Njet = 1 all have HT < 2500 GeV. Hence,

the stitching weights cannot be computed for the eight PS regions with
Njet = 0 and HT � 70 GeV and for the single PS region with Njet = 1
and HT � 2500 GeV. These stitching weights are not needed, since
there are no events in these regions. The corresponding PS regions are
indicated by a hyphen (–) in the table

Njet = 0 Njet = 1 Njet = 2 Njet = 3 Njet = 4

HT < 70 GeV 2870 1420 718 359 176

70 � HT < 100 GeV – 714 478 287 157

100 � HT < 200 GeV – 472 357 238 141

200 � HT < 400 GeV – 283 237 178 118

400 � HT < 600 GeV – 158 144 120 89.6

600 � HT < 800 GeV – 83.8 78.6 71.0 60.0

800 � HT < 1200 GeV – 36.0 35.1 33.7 31.2

1200 � HT < 2500 GeV – 16.3 15.9 15.4 15.3

HT � 2500 GeV – – 11.2 11.2 10.9

combining MC samples which overlap in PS. The procedure
is based on applying suitably chosen weights to the simulated
events. We refer to the procedure as “stitching”.

The formalism for computing the stitching weights is gen-
eral enough to be applied to a variety of use-cases. When used
in physics analyses, the stitching procedure allows to reduce
the statistical uncertainties in particular in the tails of distribu-
tions. Examples that document the typical use of the stitching
procedure in physics analyses performed by the CMS exper-
iment during LHC Runs 1 and 2 have been presented. The
formalism has been extended to the case of estimating trigger
rates at the HL-LHC. Up to 200 simultaneous pp collisions
are expected per crossing of the proton beams at the HL-LHC.
The distinguishing feature of this application of the stitch-
ing procedure is that the same physics process, inelastic pp
scattering interactions in which a transverse momentum p̂T

is exchanged between the protons, may occur in the “hard-
scatter” (HS) interaction and in “pileup” (PU) interactions.
Our formalism for computing the stitching weight treats the
HS and PU interactions on equal footing.

The examples demonstrate that the stitching procedure
provides unbiased estimates of event yields and rates as well
as of the shapes of distributions. The reduction in the statis-
tical uncertainties achieved by the stitching method depends
on the number of events contained in the MC samples that are
subject to the stitching procedure and ranges from moderate
to significant.
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Appendix

In this section, we detail the application of the least-squares
method [43] to the computation of the probabilities Pi

incl and
Pi
j in the example given in Sect. 3.1.2. The aim is to make

the computation of these probabilities less prone to statistical
fluctuations in the MC samples.

Our use of the least-squares method is based on assuming
the following relation to hold:

σincl P
i
incl = σ j P

i
j ∀ j, (12)

except for statistical fluctuations on the Pi
incl and Pi

j . The

Pi
incl and Pi

j are obtained by determining the fraction of
events in the inclusive and exclusive MC samples that fall
into PS region i . The symbol j in Eq. (12) refers to those
Njet- and HT-samples that cover the PS region i . The symbol
σ j refers to the fiducial cross section corresponding to the
sample j . We denote the unknown true value of the left-hand
side (and equivalently of the right-hand side) of Eq. (12) by
the symbol λi and use the symbols r iincl and r ij to refer to the
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deviations (“residuals”), caused by statistical fluctuations,
between the true values of the probabilities Pi

incl and Pi
j and

the values obtained using the MC samples. We further use the
symbols eiincl and eij to denote the expected statistical fluc-
tuations (“errors”) of these probabilities. According to the
least-squares method, the best estimate for the value of λi is
given by the solution to the following system of equations:

σincl

(
Pi

incl + r iincl

)
− λi = 0 and

σ j

(
Pi
j + r ij

)
− λi = 0 ∀ j,

subject to the condition that the sum of residuals:

(
r iincl

eiincl

)2

+
∑

j

(
r ij
eij

)2

attains its minimal value. The expected statistical fluctuations
eiincl and eij of the probabilities Pi

incl and Pi
j are given by the

standard errors of the Binomial distribution [43]:

eiincl =
√

Pi
incl (1 − Pi

incl)

Nincl
and eij =

√
Pi
j (1 − Pi

j )

N j
.

The fluctuations decrease proportional to the inverse of the
square-root of the number of events in the MC samples. The
solution for λi is given by the expression:

λi = αi
incl σincl Pi

incl + ∑
j α

i
j σ j Pi

j

αi
incl + ∑

j α
i
j

, (13)

from which the probabilities Pi
incl = λi/σincl and Pi

j =
λi/σ j follow. The symbols αi

incl and αi
j are defined as:

αi
incl = 1

(
σincl eiincl

)2 and αi
j = 1

(
σ j eij

)2

and act as “weights” in the expression on the right-hand side
of Eq. (13), which has the form of a weighted average. We
use the symbols αi

incl and αi
j to refer to these weights, in order

to distinguish them from the weights wk
incl and wk

j computed
by the MC generator program and from the stitching weights
si .
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A B S T R A C T

We apply the matrix element method (MEM) to the search for non-resonant Higgs boson pair (HH) production
in the channel HH → bb̄WW* at the LHC and study the separation between the HH signal and the large
irreducible background, which arises from the production of top quark pairs (tt̄). Our study focuses on events
containing two leptons (electrons or muons) in the final state. The separation between signal and background
is studied for experimental conditions characteristic for the ATLAS and CMS experiments during LHC Run 2,
using the DELPHES fast-simulation package. We find that the tt̄ background can be reduced to a level of 0.26%
for a signal efficiency of 35%.

1. Introduction

The discovery of a Higgs (H) boson by the ATLAS and CMS ex-
periments [1,2] represents a major step towards our understanding of
electroweak symmetry breaking (EWSB), as well as of the mechanism
that generates the masses of quarks and leptons, the particles that con-
stitute the ‘‘ ordinary’’ matter in our universe. In a combined analysis of
the data recorded by ATLAS and CMS during LHC Run 1, the mass of the
H boson has been measured to be 125.09±0.24 GeV [3]. Recent analyses
of data collected during LHC Run 2 corroborate this value [4,5]. The
Standard Model (SM) of particle physics makes precise predictions for
all properties of the H boson, given its mass. The predictions have been
probed by measurements of its spin and CP quantum numbers [6–9],
of its couplings to gauge bosons and to down-type fermions [10], and
of its total decay width, including decays to invisible particles [11–14].
So far, all measured properties of the discovered particle are consistent
with the expectation for a SM H boson within the uncertainties of
these measurements. Evidence for its coupling to up-type fermions,
at a strength compatible with the SM expectation, has been observed
recently [15,16].

The SM predicts H boson self-interactions via trilinear and quartic
couplings. Measurements of the H boson self-interactions will allow to
determine the potential of the Higgs field, thereby ultimately either
confirming or falsifying that the Brout–Englert–Higgs mechanism of the
SM is responsible for EWSB. The measurement of the quartic coupling
is not possible at the LHC [17], even with the 3000 fb−1 of data foreseen
to be recorded at

√
𝑠 = 14 TeV center-of-mass energy during the

upcoming HL-LHC data-taking period [18], as the cross section of the
corresponding process, triple H boson production, is much too small,
on the level of 5 ⋅ 10−2 fb [19,20].

∗ Corresponding author.
E-mail addresses: karl.ehataht@cern.ch (K. Ehatäht), christian.veelken@cern.ch (C. Veelken).

The trilinear coupling (𝜆) can be determined at the LHC, by mea-
suring the rate for H boson pair production (HH). In analogy to the
production of single H bosons, four different processes are relevant
for HH production at the LHC: gluon fusion (ggHH), vector boson
fusion (qqHH), the associated production with a W or Z boson (VHH),
and associated production of the H boson pair with a pair of top
quarks (ttHH). The total HH production rate is dominated by the ggHH
process. Its cross section has been computed at next-to-next-to-leading
order (NNLO) in perturbative quantum chromodynamics (pQCD), with
resummation of soft gluon contributions at next-to-next-to-leading loga-
rithmic accuracy. Including corrections for finite top quark mass effects,
computed at next-to-leading order (NLO), the SM cross section for the
ggHH process amounts to 31.05+1.40−1.98 fb at

√
𝑠 = 13 TeV center-of-

mass energy [21]. The cross section is rather small, as the production
of H boson pairs through gluon fusion is a loop induced process,
and is further reduced by the negative interference of two competing
production mechanisms. The leading order (LO) Feynman diagrams
for the two competing production mechanisms are shown in Fig. 1.
The right diagram, referred to as the ‘‘box’’ diagram, does actually
not depend on the trilinear H boson self-coupling 𝜆. The diagram that
provides the sensitivity to 𝜆 is the ‘‘triangle’’ diagram shown on the left.
Both diagrams depend on the coupling of the H boson to the top quark,
denoted by the symbol 𝑦t , which is measured with an uncertainty of
order 10% at present [15,16]. The cross sections for the qqHH, VHH,
and ttHH process are more than one order of magnitude smaller [22].
As the sensitivity of experimental analyses at the LHC is limited by
the small signal rate at present, we will focus on the ggHH production
process in this paper.
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Fig. 1. Leading order (LO) Feynman diagrams for the ggHH production process in pp collisions at the LHC, with subsequent decay of the H boson pair via HH → bbWW∗ → bb𝓁+𝜈𝓁−𝜈.
The asterisk (∗) denotes an off-shell W boson.

The HH production rate may be enhanced significantly in case an as
yet unknown resonance decays to pairs of H bosons. Such resonances
are predicted in models with two Higgs doublets [23,24], composite
H boson models [25,26], Higgs portal models [27,28], and models
involving extra dimensions [29]. In the absence of new resonances
decaying into H boson pairs, the HH production rate may be enhanced
by deviations of the couplings 𝜆 and 𝑦t from the SM expectation for
these couplings and by the contribution of new particles to the loops
that are present in the triangle and box diagrams shown in Fig. 1. The
effect of contributions from new particles to these loops can adequately
be described by anomalous H boson couplings in an effective field
theory (EFT) approach [30,31]. The production of H boson pairs in
the absence of new resonances is referred to as non-resonant HH
production, the case that we focus on in this paper.

The ATLAS and CMS collaborations have searched for non-resonant
HH production in the decay channels HH → bbbb, bb𝜏𝜏, bbWW∗, bb𝛾𝛾
using the data recorded during LHC Runs 1 and 2 [32–41]. ATLAS
has further performed searches in the decay channels HH → 𝛾𝛾WW∗

and WW∗WW∗ [37,42,43]. The asterisk (∗) denotes W bosons that are
off-shell. Phenomenological studies of non-resonant HH production are
presented in Refs. [22,44–54]. No evidence for a signal has been found
in the LHC data so far. The present analyses are able to probe the
existence of a SM-like HH signal produced with a cross section of order
10 times the SM production rate.

The decay channel providing the highest sensitivity for an SM-like
HH signal is the bb𝜏𝜏 channel in case of ATLAS [40] and the bb𝛾𝛾
channel in case of CMS [36]. Both channels provide a favorable signal-
to-background ratio and are limited mainly by statistical uncertainties
at present, resulting from the limited amount of data that has been
recorded so far, compared to the small SM ggHH production cross
section. The channels bbbb and bbWW∗ provide a significantly larger
signal rate, but suffer from sizeable backgrounds, arising from QCD
multijet production in case of the bbbb channel and from top quark pair
(tt) production in case of the bbWW∗ channel. In this paper, we focus
on the bbWW∗ channel, and in particular on events in which both W
bosons decay to leptons (electrons or muons). The latter are denoted
by the symbol 𝓁.

The separation of the HH signal from the large tt background
constitutes the main experimental challenge in the bbWW∗ channel.
For a top quark mass of 𝑚t = 172.8 GeV [55], the cross section for tt
production amounts to 825.9+46.1−50.5 pb at

√
𝑠 = 13 TeV center-of-mass

energy [56]. The tt background is irreducible in this channel, as it
produces the exact same multiplicity of charged leptons, neutrinos, and
b-jets as the HH signal. The LO Feynman diagrams for tt production are
shown in Fig. 2. The main handle to separate the HH signal from the tt
background is the difference in event kinematics, that is, the differences
in the distributions of the energies and angles of the charged leptons,
of the b-jets, and of the missing transverse momentum reconstructed in
the event.

The present CMS analysis [34] utilizes machine-learning methods,
based on a Deep Neural Network [57,58], to separate the HH signal

from the tt background, while the current ATLAS analysis [41] employs
a sequence of hard cuts for this purpose. In this paper, we propose
an alternative multivariate method for the separation of the HH signal
from the tt background, the matrix element method (MEM) [59,60].

The paper is structured as follows: In Section 2 we describe the
MEM and its application to the bbWW∗ channel. The application of
the MEM requires the computation of multi-dimensional integrals. The
evaluation of the integrals is performed numerically and demands a
significant amount of computing time, in the order of a few seconds per
event. In order to make the integrals suitable for numeric integration,
analytic transformations need to be performed. The most relevant
of these transformations will be described in Section 2 and further
details will be given in the appendix. The performance of the MEM in
separating the HH signal from the tt background is studied in Section 3.
The performance is studied on Monte-Carlo truth and on detector level,
for experimental conditions that are characteristic for the ATLAS and
CMS experiments during LHC Run 2. The latter are simulated using
the DELPHES fast-simulation framework [61]. Section 3 also presents
a study of the effect of using matrix elements of leading order when
applying the MEM to the bbWW∗ channel and discusses the computing-
time requirements of the MEM. We conclude the paper with a summary
in Section 4.

2. The matrix element method

The MEM computes probability densities (PDs) 𝑤𝑖(𝒑) for obtaining
the measured observables 𝒑, assuming that the event has been produced
by the process 𝑖. The PDs 𝑤𝑖(𝒑) are interpreted as quantifying the
compatibility of the measured observables 𝒑 with the signal (𝑖 = 0)
and background (𝑖 = 1) hypothesis. In the analysis of HH production in
the decay channel HH → bbWW∗ → bb𝓁+𝜈𝓁−𝜈 the observables 𝒑 refer
to the measured momenta of the two b-jets, of the two charged leptons,
and of the measured missing transverse momentum (𝒑miss

T ) in the event.
The vector 𝒑miss

T represents the measured value of the vectorial sum of
the two neutrino momenta in the plane transverse to the beam axis.
We use symbols with a hat to denote the true values of energies and
momenta. Bold letters denote vector quantities. The vector 𝒑̂ denotes
the true values of the b-jet and charged lepton momenta and the true
values of the momenta of the two neutrinos produced in the W boson
decays.

As already mentioned, HH → bbWW∗ → bb𝓁+𝜈𝓁−𝜈 signal events
contain the same number of b-jets, charged leptons, and neutrinos as
the dominant background, arising from tt → bWbW → b𝓁+𝜈 b𝓁−𝜈.
The separation of the HH signal from the irreducible tt background is
based on the difference in event kinematics, causing the PD 𝑤0(𝒑) to
be in general higher when evaluated on signal events and lower when
evaluated on background events, and vice versa for the PD 𝑤1(𝒑). Given
the PDs 𝑤0(𝒑) and 𝑤1(𝒑) for the signal and background hypotheses, the
Neyman–Pearson lemma [62] postulates that the likelihood ratio (LR):

𝑃 (𝒑) =
𝑤0(𝒑)

𝑤0(𝒑) +𝑤1(𝒑)
(1)

2
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Fig. 2. LO Feynman diagrams for tt production in pp collisions at the LHC, with subsequent decay of the top quark pair via tt → bWbW → b𝓁+𝜈 b𝓁−𝜈.

provides the optimal separation of the HH signal from the irreducible
tt background.

Different nomenclatures and conventions for the MEM exist in the
literature. In this note, we follow the nomenclature and conventions
introduced in Ref. [63]. The PDs 𝑤𝑖(𝒑) are given by the integral:

𝑤𝑖(𝒑) =
𝛺(𝒑)
𝜎𝑖 ⋅𝑖 ∫ 𝑑𝑥̂𝑎 𝑑𝑥̂𝑏 𝑑𝛷𝑛

𝑓 (𝑥̂𝑎, 𝑄) 𝑓 (𝑥̂𝑏, 𝑄)
2 𝑥̂𝑎 𝑥̂𝑏 𝑠

(2𝜋)4 𝛿

×

(
𝑥̂𝑎 𝐸̂𝑎 + 𝑥̂𝑏 𝐸̂𝑏 −

𝑛∑
𝑘

𝐸̂(𝑘)

)

⋅ 𝛿3
(
𝑥̂𝑎 𝒑̂

𝑎 + 𝑥̂𝑏 𝒑̂
𝑏 −

𝑛∑
𝑘

𝒑̂(𝑘)
)

|𝑖(𝒑̂)|2 𝑊 (𝒑|𝒑̂) 𝜖𝑖(𝒑̂) . (2)

The symbol |𝑖(𝒑̂)|2 denotes the squared modulus of the matrix ele-
ment (ME), averaged over helicity states, for either the signal (𝑖 = 0) or
for the background (𝑖 = 1) hypothesis. We use ME generated at LO accu-
racy with the program MadGraph_aMCatNLO 2.3.3 [64] for the signal as
well as for the background hypothesis. The ME for the signal hypothesis
is generated using the infinite top quark mass approximation [65]. In
this approximation, the top quark degrees of freedom are integrated
out, replacing the top quark loops in the triangle and box diagrams
shown in Fig. 1 by point-like effective couplings of, respectively, two
gluons to one H boson and two gluons to two H bosons. The point-like
effective couplings are specified via a Universal FeynRules Output (UFO)
model file [66,67] given to MadGraph_aMCatNLO. The usage of the
infinite top quark mass approximation is necessary, because at present
the program MadGraph_aMCatNLO does not support the generation of
ME code for processes involving loops.

The symbols 𝐸̂𝑎 and 𝐸̂𝑏 (𝒑̂𝑎 and 𝒑̂𝑏) denote the energies (momenta)
of the two colliding protons,

√
𝑠 their center-of-mass energy, 𝑥̂𝑎 and

𝑥̂𝑏 the Bjorken scaling variables [68], and 𝑓 (𝑥̂𝑎, 𝑄) and 𝑓 (𝑥̂𝑏, 𝑄) the
corresponding parton distribution functions (PDFs) [69]. Besides their
dependence on the Bjorken scaling variables, the PDFs depend on a
scale parameter 𝑄. We use the MSTW 2008 LO PDF set [70] to evaluate
𝑓 (𝑥̂𝑎, 𝑄) and 𝑓 (𝑥̂𝑏, 𝑄) and set the scale 𝑄 to half the mass of the HH
system and to twice the value of the top quark mass when computing
the PD 𝑤0(𝒑) and 𝑤1(𝒑) for the signal and background hypothesis,
respectively. We denote by 𝑛 the number of particles in the final state,
and by 𝒑(𝑘) (𝒑̂(𝑘)) the measured (true) momentum of the 𝑘th final state
particle. The 𝛿-functions 𝛿(𝑥̂𝑎 𝐸̂𝑎+ 𝑥̂𝑏 𝐸̂𝑏−

∑𝑛
𝑘 𝐸̂(𝑘)) and 𝛿3(𝑥̂𝑎 𝒑̂

𝑎+ 𝑥̂𝑏 𝒑̂
𝑏−∑𝑛

𝑘 𝒑̂
(𝑘)) impose conservation of energy and momentum.

The functions 𝑊 (𝒑|𝒑̂) are referred to as ‘‘transfer functions’’ (TF) in
the literature. They represent the PD to observe the measured values 𝒑,
given the true values 𝒑̂. The function 𝛺(𝒑) is referred to as ‘‘indicator
function’’ in the literature [63,71]. It attains the value 1 in case the
event represented by the measured observables 𝒑 passes the event
selection criteria and otherwise attains the value 0. The efficiency for
an event originating at the phase-space (PS) point 𝒑̂ to pass the event
selection, i.e. to end up with measured observables 𝒑 for which 𝛺(𝒑) =
1, is denoted by 𝜖𝑖(𝒑̂). Finally, the symbol 𝑖 denotes the acceptance
of the event selection, that is, the percentage of events which pass the

event selection criteria, while 𝜎𝑖 denotes the cross section of process 𝑖.
The subscript 𝑖 of the symbols 𝜎𝑖, 𝑖, and 𝜖𝑖 emphasize that the cross
section, acceptance, and efficiency differ between the signal and the
background hypothesis. Division of the right-hand-side (RHS) of Eq. (2)
by the product 𝜎𝑖 ⋅𝑖 ensures that 𝑤𝑖(𝒑) has the correct normalization
required for a probability density, i.e. ∫ 𝑑𝒑𝑤𝑖(𝒑) = 1, provided that the
TF satisfy the normalization condition ∫ 𝑑𝒑𝛺(𝒑)𝑊 (𝒑|𝒑̂) = 1 for every
𝒑̂.

The symbol 𝑑𝛷𝑛 =
∏𝑛

𝑘
𝑑3𝒑̂(𝑘)

(2𝜋)3 2𝐸̂(𝑘)
represents the differential 𝑛-particle

PS element. For the HH signal as well as for the tt background hypothe-
sis, 𝑛 = 6. We express the PS element 𝑑𝛷6 in terms of the energies 𝐸̂(𝑘),
the polar angles 𝜃̂(𝑘), and the azimuthal angles 𝜙̂(𝑘) of the two b quarks,
of the two charged leptons, and of the two neutrinos:

𝑑𝛷6 =
6∏
𝑘

𝑑3𝒑̂(𝑘)

(2𝜋)3 2 𝐸̂(𝑘)
= 1

224 𝜋18

6∏
𝑘

𝑑3𝒑̂(𝑘)

𝐸̂(𝑘)

= 1
224 𝜋18

6∏
𝑘

𝑑𝐸̂(𝑘) 𝑑𝜃̂(𝑘) 𝑑𝜙̂(𝑘) |𝒑̂(𝑘)| 𝐸̂(𝑘) sin 𝜃̂(𝑘)
𝐸̂(𝑘)

= 1
224 𝜋18

6∏
𝑘

𝑑𝐸̂(𝑘) 𝑑𝜃̂(𝑘) 𝑑𝜙̂(𝑘) 𝛽(𝑘)𝐸̂(𝑘) sin 𝜃̂(𝑘) . (3)

All energies 𝐸̂(𝑘) as well as the angles 𝜃̂(𝑘) and 𝜙̂(𝑘) refer to the laboratory
(detector) frame. The velocity 𝛽(𝑘) of particle 𝑘, given by 𝛽(𝑘) ≡ |𝒑̂(𝑘)|

𝐸̂(𝑘)
,

has been used to simplify the expression for 𝑑𝛷6 in the last step. Note
that the velocity 𝛽(𝑘) is a function of energy 𝐸̂(𝑘) and hence cannot be
treated as constant when evaluating the integral over 𝑑𝐸̂(𝑘). Similarly,
the magnitude of the momentum |𝒑̂(𝑘)| is a function of the energy
𝐸̂(𝑘). In the following, we use the identities |𝒑̂(𝑘)| =

√
𝐸̂2
(𝑘) − 𝑚2

(𝑘) and

𝛽(𝑘) =
√

𝐸̂2
(𝑘)−𝑚

2
(𝑘)

𝐸̂(𝑘)
to make the dependency on the energy 𝐸̂(𝑘) explicit.

The form of Eq. (3) is useful, as it allows to trivially perform the
integration over the angles 𝜃̂(𝑘) and 𝜙̂(𝑘) for the two b quarks and
for the two charged leptons, taking advantage of the fact that the
directions of quarks (jets) and charged leptons can be measured with
negligible experimental resolution. With the further assumption that
also the energy of charged leptons can be measured with negligible
experimental resolution, the integration over 𝑑𝐸̂𝓁+ and 𝑑𝐸̂𝓁− can be
carried out trivially too. We shall only consider events that pass the
event selection criteria, i.e. for which the indicator function 𝛺(𝒑) is
equal to 1. For simplicity, we neglect the effect of the efficiency 𝜖𝑖(𝒑̂)
and of the acceptance 𝑖. With these assumptions and upon inserting
the expressions for the TF given by Eqs. (18), (19), and (20) in the

3
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appendix into Eq. (3), we obtain:

𝑤𝑖(𝒑) =
1

221 𝜋14 𝜎𝑖 𝐸𝓁+ 𝐸𝓁− 𝐸b 𝐸b
∫ 𝑑𝑥̂𝑎 𝑑𝑥̂𝑏 𝑑𝐸̂b 𝑑𝐸̂b

𝑑3𝒑̂𝜈

𝐸̂𝜈

𝑑3𝒑̂𝜈

𝐸̂𝜈

𝑓 (𝑥̂𝑎, 𝑄) 𝑓 (𝑥̂𝑏, 𝑄)
𝑥̂𝑎 𝑥̂𝑏 𝑠

⋅ 𝛿

(
𝑥̂𝑎 𝐸̂𝑎 + 𝑥̂𝑏 𝐸̂𝑏 −

6∑
𝑘

𝐸̂(𝑘)

)
𝛿3

(
𝑥̂𝑎 𝒑̂

𝑎 + 𝑥̂𝑏 𝒑̂
𝑏 −

6∑
𝑘

𝒑̂(𝑘)

)

⋅ |𝑖(𝒑̂)|2
𝛽b 𝐸̂b
𝛽b 𝐸b

𝑊 (𝐸b|𝐸̂b)
𝛽b 𝐸̂b
𝛽b 𝐸b

𝑊 (𝐸b|𝐸̂b) . (4)

The terms 𝛽b 𝐸̂b
𝛽b 𝐸b

and
𝛽b 𝐸̂b
𝛽b 𝐸b

arise because the integration over the PS

elements 𝑑3𝒑̂ of the b and b quarks yields a factor 𝛽 𝐸̂2 sin 𝜃̂, while the
normalization of the TF yields a factor 1

𝛽 𝐸2 sin 𝜃 , cf. Eq. (20). The terms
sin 𝜃̂ and 1

sin 𝜃 cancel, due to the presence of the 𝛿-function 𝛿(𝜃−𝜃̂) in the
integrand, cf. Eq. (19). No similar terms arise for the charged leptons,
as the TF for charged leptons demand 𝛽 = 𝛽, 𝐸̂ = 𝐸, and 𝜃̂ = 𝜃, cf.
Eq. (18).

We simplify the four-dimensional 𝛿-function 𝛿(𝑥̂𝑎 𝐸̂𝑎+𝑥̂𝑏 𝐸̂𝑏−
∑6

𝑘 𝐸̂(𝑘))⋅
𝛿3(𝑥̂𝑎 𝒑̂

𝑎 + 𝑥̂𝑏 𝒑̂
𝑏 −

∑6
𝑘 𝒑̂

(𝑘)) by assuming the momentum vectors of the
colliding protons to be aligned in direction parallel and anti-parallel
to the beam axis and neglecting the small transverse momenta of
the partons within the protons as well as parton masses. With this
assumption, we can eliminate the energy and longitudinal momentum
components of the 𝛿-function and solve for the Bjorken scaling variables
𝑥̂𝑎 and 𝑥̂𝑏 as function of the energies and longitudinal momenta of the
particles in the final state. This yields:

𝑥̂𝑎 =
1√
𝑠

6∑
𝑘

(
𝐸̂(𝑘) + 𝑝̂(𝑘)z

)
and 𝑥̂𝑏 =

1√
𝑠

6∑
𝑘

(
𝐸̂(𝑘) − 𝑝̂(𝑘)z

)
. (5)

For the purpose of eliminating the transverse momentum compo-
nents of the four-dimensional 𝛿-function, we follow the approach of
Ref. [72]. The approach is based on introducing the ‘‘hadronic recoil’’,
denoted by the symbol 𝜌, as a means to account for QCD radiation,
which causes additional jets to be produced besides the two b-jets
that originate from the decay of the H boson (in signal events) or
from the decay of the two top quarks (in background events). As de-
tailed in Ref. [73], significant amounts of QCD radiation, in particular
initial-state radiation (ISR), are a typical feature of most signal and
background processes at the LHC. The longitudinal momentum of the
additional jets produced by QCD radiation alters the relations for 𝑥̂𝑎
and 𝑥̂𝑏 somewhat, compared to the values given by Eq. (5). We expect
the effect of QCD radiation on the energy and longitudinal momentum
components to be small and thus neglect it. The effect on the transverse
momentum balance is important, however, as QCD radiation distorts
the kinematic relations that would be expected to hold in the absence
of such radiation. As a consequence, the 𝛿-functions that ensure the
conservation of momentum in the transverse plane need to be modified.
Their modified form reads: 𝛿(𝑝̂𝜌x +

∑6
𝑘 𝑝̂

(𝑘)
x ) and 𝛿(𝑝̂𝜌y +

∑6
𝑘 𝑝̂

(𝑘)
y ), where 𝑝̂𝜌x

and 𝑝̂𝜌y denote the true value of the momentum of the hadronic recoil
𝜌 in 𝑥 and 𝑦 direction, respectively. They imply the relations:

𝑝̂𝜌x = −
(
𝑝̂bx + 𝑝̂bx + 𝑝̂𝓁

+
x + 𝑝̂𝜈x + 𝑝̂𝓁

−
x + 𝑝̂𝜈x

)
and

𝑝̂𝜌y = −
(
𝑝̂by + 𝑝̂by + 𝑝̂𝓁

+
y + 𝑝̂𝜈y + 𝑝̂𝓁

−
y + 𝑝̂𝜈y

)
.

(6)

The corresponding relations for the measured momenta read:

𝑝x
𝜌 = −

(
𝑝x

b + 𝑝x
b + 𝑝x

𝓁+ + 𝑝x
𝓁− + 𝑝 miss

x

)
and

𝑝y
𝜌 = −

(
𝑝y

b + 𝑝y
b + 𝑝y

𝓁+ + 𝑝y
𝓁− + 𝑝 miss

y

)
.

(7)

We use Eq. (7) to compute the measured values of 𝑝x
𝜌 and 𝑝y

𝜌, given
the measured momenta of the two b-jets, of the two charged leptons,
and of the measured 𝒑miss

T . The experimental resolution on 𝑝x
𝜌 and

𝑝y
𝜌 is accounted for by introducing a TF for the hadronic recoil into

the integrand of Eq. (4). We assume that the resolution on the trans-
verse momentum components of 𝜌 follows a two-dimensional normal

distribution:

𝑊𝜌(𝑝x
𝜌, 𝑝y

𝜌|𝑝̂𝜌x, 𝑝̂𝜌y)

= 1
2𝜋

√|𝑉 |
exp

(
−1
2

(
𝑝x

𝜌 − 𝑝̂𝜌x
𝑝y

𝜌 − 𝑝̂𝜌y

)𝑇

⋅ 𝑉 −1 ⋅
(

𝑝x
𝜌 − 𝑝̂𝜌x

𝑝y
𝜌 − 𝑝̂𝜌y

))
,

(8)

where the matrix 𝑉 quantifies the resolution on the hadronic recoil in
the transverse plane.

The CMS collaboration computes the matrix 𝑉 on an event-by-event
basis, using an algorithm referred to as the ‘‘𝑝 miss

T -significance’’ algo-
rithm [74]. Alternatively, one could determine an average resolution
𝜎𝜌 for a sample of HH signal and tt background events using the Monte
Carlo simulation and take the matrix 𝑉 to be 𝑉 = 𝜎2𝜌 ⋅ 𝐼2, where 𝐼2
denotes the identity matrix of size 2. We follow the procedure detailed
in Ref. [72] and replace the 𝛿-functions 𝛿(𝑝̂𝜌x+

∑6
𝑘 𝑝̂

(𝑘)
x ) and 𝛿(𝑝̂𝜌y+

∑6
𝑘 𝑝̂

(𝑘)
y ),

which ensure the momentum conservation in the transverse plane, with
the TF for the hadronic recoil, given by Eq. (8).

A remaining issue is that we use LO ME 𝑖(𝒑̂) for the HH signal and
for the tt background in Eq. (4). The LO ME for the signal (background)
requires that the HH (tt) system has zero 𝑝T, a condition that only
holds in case the hadronic recoil has zero 𝑝T. As previously discussed,
the case that the hadronic recoil has negligible 𝑝T is rare at the LHC,
due to the abundance of QCD radiation. The issue that the LO ME is
only well-defined for events with zero ISR is resolved by evaluating
the ME 𝑖(𝒑̂) in a frame in which the HH (tt) system has zero 𝑝T,
to which we refer as the zero-transverse-momentum (ZTM) frame. The
Lorentz transformation of the energy 𝐸̂(𝑘) and momenta 𝒑̂(𝑘) in Eq. (4)
from the laboratory to the ZTM frame is performed using the vector(
− 𝑝̂𝜌x

𝑝̂𝜌T
,−

𝑝̂𝜌y
𝑝̂𝜌T
, 0
)

as the boost vector. The values of 𝑝̂𝜌x, 𝑝̂𝜌y, and 𝑝̂𝜌T are

computed using Eq. (6). The momentum components 𝑝̂𝓁+x , 𝑝̂𝓁−x , 𝑝̂𝓁+y ,
and 𝑝̂𝓁−y are set to their measured values, while the components 𝑝̂bx, 𝑝̂bx,
𝑝̂𝜈x, 𝑝̂𝜈x, 𝑝̂by, 𝑝̂by, 𝑝̂𝜈y, and 𝑝̂𝜈y are recomputed as function of the integration
variables 𝐸̂b, 𝐸̂b, 𝒑̂𝜈 , and 𝒑̂𝜈 when evaluating Eq. (6).

Eliminating the energy and longitudinal momentum components of
the four-dimensional 𝛿-function 𝛿(𝑥̂𝑎 𝐸̂𝑎+𝑥̂𝑏 𝐸̂𝑏−

∑6
𝑘 𝐸̂(𝑘))⋅𝛿(𝑥̂𝑎 𝑝̂𝑎z+𝑥̂𝑏 𝑝̂

𝑏
z−∑6

𝑘 𝑝̂
(𝑘)
z ) ⋅𝛿(𝑝̂𝜌x+

∑6
𝑘 𝑝̂

(𝑘)
x ) ⋅𝛿(𝑝̂𝜌y+

∑6
𝑘 𝑝̂

(𝑘)
y ) by means of Eq. (5) and replacing

its transverse momentum components by the TF 𝑊𝜌(𝑝x
𝜌, 𝑝y

𝜌|𝑝̂𝜌x, 𝑝̂𝜌y) for
the hadronic recoil 𝜌, the expression for the PD 𝑤𝑖(𝒑) in Eq. (4)
becomes:

𝑤𝑖(𝒑) =
1

221 𝜋14 𝜎𝑖 𝐸𝓁+ 𝐸𝓁− 𝐸b 𝐸b
∫ 𝑑𝐸̂b 𝑑𝐸̂b 𝑑𝐸̂𝜈 𝑑𝜃̂𝜈 𝑑𝜙̂𝜈 𝑑𝐸̂𝜈 𝑑𝜃̂𝜈 𝑑𝜙̂𝜈

⋅ 𝛽𝜈 𝐸̂𝜈 sin 𝜃̂𝜈 𝛽𝜈 𝐸̂𝜈 sin 𝜃̂𝜈
𝑓 (𝑥̂𝑎, 𝑄) 𝑓 (𝑥̂𝑏, 𝑄)

𝑥̂𝑎 𝑥̂𝑏 𝑠

⋅ |𝑖(𝒑̂)|2
𝛽b 𝐸̂b
𝛽b 𝐸b

𝑊 (𝐸b|𝐸̂b)
𝛽b 𝐸̂b
𝛽b 𝐸b

𝑊 (𝐸b|𝐸̂b)𝑊𝜌(𝑝x
𝜌, 𝑝y

𝜌|𝑝̂𝜌x, 𝑝̂𝜌y) . (9)

The expression in Eq. (9) concludes our discussion of analytic transfor-
mations of the expressions for the PD 𝑤𝑖(𝒑) that are common to the
signal as well as to the background hypothesis.

A few more analytic transformations need to be performed to handle
the presence of Breit–Wigner (BW) propagators in the ME 𝑖(𝒑̂), as the
presence of these propagators represent an obstacle for the numeric
integration of Eq. (9). The effect of the BW propagators is that only
narrow slices in the 6-particle PS yield sizeable contributions to the
integral, namely the regions where the 6 final state particles satisfy
certain mass constraints. The mass constraints arise from the presence
of on-shell H bosons, W bosons, and top quarks in the decay chains
HH → bbWW∗ → bb𝓁+𝜈𝓁−𝜈 and tt → bWbW → b𝓁+𝜈 b𝓁−𝜈. Their
presence renders the numeric integration inefficient, unless the mass
constraints are treated analytically. We use the narrow-width approx-
imation (NWA) [75] to handle the mass constraints and replace the
BW propagators by 𝛿-functions. The NWA has the effect of restricting
the numerical integration to the narrow slices in the 6-particle PS
where the mass constraints are satisfied and the ME 𝑖(𝒑̂) yields
a sizeable contribution to the integral. The analytic transformations
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that are needed to handle the BW propagators differ for the signal
and for the background hypothesis, reflecting the presence of different
resonances in the respective decay chains. The transformations that are
specific to the signal hypothesis are detailed in Section 2.1, while those
specific to the background hypothesis are presented in Section 2.2.

Finally, the numeric integration is performed using the VAMP al-
gorithm [76], a variant of the popular VEGAS algorithm [77], which
has been optimized for the case of integrating multimodal functions
that typically appear in the integration of ME over regions in PS. We
use 2500 evaluations of the integrand when computing the PD 𝑤0(𝒑)
for the signal hypothesis and 25000 evaluations of the integrand for
the computation of the PD 𝑤1(𝒑) for the background hypothesis. The
number of evaluations has been chosen such that the computation of
𝑤0(𝒑) and 𝑤1(𝒑) take approximately the same time and the computation
of the likelihood ratio 𝑃 (𝒑) takes about one minute per event, using a
single core of a 2.30 GHz Intel® Xeon® E5-2695V3 processor.

2.1. Analytic transformations specific to the signal hypothesis

When evaluating the integrand in Eq. (9) for the signal hypothesis,
only those points in the 6-particle PS provide a sizeable contribution to
the value of the integral 𝑤0(𝒑) which satisfy the following conditions:

• The mass of the 2-particle system comprised of the two b quarks
equals 𝑚H = 125.1 GeV [3].

• The mass of the 2-particle system comprised of the charged lep-
ton and of the neutrino, which originate from the decay of the
on-shell W boson, equals 𝑚W = 80.4 GeV [55].

• The mass of the 4-particle system comprised of the two charged
leptons and of the two neutrinos equals 𝑚H.

We formally introduce these mass constraints by inserting three
𝛿-functions 𝛿 (𝑔(𝑥)) into the integrand of Eq. (9). The procedure is
explained in Section A.2 of the appendix. More specifically, we insert
one 𝛿-function of the type 𝑔(𝐸̂b) given by Eq. (23), one of the type
𝑔(𝐸̂𝜈 ) given by Eq. (26), and one of the type 𝑔(𝐸̂𝜈∗ ) given by Eq. (29)
into the integrand of Eq. (9). We denote the charged lepton and the
neutrino originating from the decay of the off-shell W boson, which
can be either the W+ or the W−, by an asterisk. The charged lepton
and the neutrino that are referred to without asterisks are subject to
the W mass constraint.

After solving for the 𝛿-functions analytically, as detailed in Sections
A.2.1, A.2.2, and A.2.3 of the appendix, the resulting expression for
the PD 𝑤0(𝒑) of the signal hypothesis reads:

𝑤0(𝒑) =
(𝑚H 𝛤H)2 𝑚W 𝛤W

223 𝜋14 𝜎0 𝑠𝐸2
𝓁 𝐸𝓁∗ 𝛽b 𝐸2

b 𝛽b 𝐸
2
b
∫ 𝑑𝐸̂b 𝑑𝜃̂𝜈 𝑑𝜙̂𝜈 𝑑𝜃̂𝜈∗ 𝑑𝜙̂𝜈∗

⋅ 𝑝̂𝜈T 𝑝̂
𝜈∗
T

𝑓 (𝑥̂𝑎, 𝑄) 𝑓 (𝑥̂𝑏, 𝑄)
𝑥̂𝑎 𝑥̂𝑏

⋅ |0(𝒑̂)|2 𝛽b 𝑊 (𝐸b|𝐸̂b) 𝛽b 𝐸̂b 𝑊 (𝐸b|𝐸̂b)𝑊𝜌(𝑝x
𝜌, 𝑝y

𝜌|𝑝̂𝜌x, 𝑝̂𝜌y)

⋅

[||||||
1 −

𝛽b
𝛽b

cos∢(𝒆b, 𝒆b)
||||||

⋅ sin2
(∢(𝒆𝓁 , 𝒆̂𝜈 )

2

)
𝐸̂𝓁𝜈𝓁∗

(
1 − 𝛽𝓁𝜈𝓁∗ cos∢(𝒆̂𝓁𝜈𝓁∗ , 𝒆̂𝜈∗ )

)]−1
,

(10)

with:

𝐸̂b =
𝑎 𝛥𝑚H

+ |𝑏|
√

𝛥2
𝑚H

− (𝑎2 − 𝑏2)𝑚2
b

𝑎2 − 𝑏2

𝐸̂𝜈 =
𝑚2
W

4 𝐸̂𝓁 sin2
(
∢(𝒆𝓁 ,𝒆̂𝜈 )

2

)

𝐸̂𝜈∗ =
𝑚2
H − 𝑚2

𝓁𝜈𝓁∗

2 𝐸̂𝓁𝜈𝓁∗
(
1 − 𝛽𝓁𝜈𝓁∗ cos∢(𝒆̂𝓁𝜈𝓁∗ , 𝒆̂𝜈∗ )

) , (11)

where:

𝛥𝑚H
=

𝑚2
H
2

− 𝑚2
b

𝑎 = 𝐸̂b

𝑏 = 𝛽b 𝐸̂b cos∢(𝒆b, 𝒆b) . (12)

The integral on the RHS of Eq. (10) is ready to be evaluated by numeric
integration. The integral extends over the 5 variables 𝐸̂b, 𝜃̂𝜈 , 𝜙̂𝜈 , 𝜃̂𝜈∗ ,
and 𝜙̂𝜈∗ . The symbol 𝒆𝑘 refers to a unit vector in direction of particle 𝑘,
and the symbol ∢(𝒆̂𝑘, 𝒆̂𝑘′ ) denotes the angle between the directions of
particles 𝑘 and 𝑘′. This notation includes the case that the ‘‘particles’’ 𝑘
and 𝑘′ are systems of multiple particles, e.g. 𝒆̂𝓁𝜈𝓁∗ denotes the direction
of the momentum vector of the 3-particle system composed of the
charged lepton and the neutrino produced in the decay of the on-shell
W boson and of the charged lepton produced in the decay of the off-
shell W boson. The hat in the symbol 𝒆̂𝓁𝜈𝓁∗ indicates that this direction
refers to the true momenta of the neutrinos, which are computed as
function of the integration variables 𝜃̂𝜈 , 𝜙̂𝜈 , 𝜃̂𝜈∗ , 𝜙̂𝜈∗ and Eq. (11). For
the charged leptons and the b-jets, the true direction is equal to the
measured direction, as the direction of charged leptons and jets is
measured with negligible experimental resolution.

There is one further aspect, which needs to be taken into account
when computing the compatibility of a given event with the signal hy-
pothesis, and that is that there exists a fourfold ambiguity in associating
the two measured b-jets to the b and b quarks and in associating the two
measured charged leptons to the on-shell and off-shell W bosons. We
deal with the fourfold ambiguity by evaluating the integral 𝑤0(𝒑) given
by Eq. (10) four times, once for each of the four possible associations
of measured b-jets to the b and b quarks and of the measured charged
leptons to the on-shell and off-shell W bosons, and using the average
of these four values when evaluating the LR in Eq. (1).

2.2. Analytic transformations specific to the background hypothesis

In tt → bWbW → b𝓁+𝜈 b𝓁−𝜈 background events, both W bosons are
on-shell. Sizeable contributions to the value of the integral 𝑤1(𝒑) are
obtained only for those points 𝒑̂ in the 6-particle PS for which:

• The masses of the 𝓁+𝜈 as well as of the 𝓁−𝜈 system are equal to
𝑚W = 80.4 GeV [55].

• The masses of the b𝓁+𝜈 and b𝓁−𝜈 systems are equal to the top
quark mass of 𝑚t = 172.8 GeV [55].

We account for these mass constraints by inserting four 𝛿-functions
𝛿 (𝑔(𝑥)) into the integrand of Eq. (9): two 𝛿-functions of the type 𝑔(𝐸̂𝜈 ),
given by Eq. (26), and two 𝛿-functions of the type 𝑔(𝐸̂b), given by
Eq. (32). We denote the second 𝛿-function of the type given by Eq. (26)
by the symbol 𝑔(𝐸̂𝜈 ) and the second 𝛿-function of the type given by
Eq. (32) by the symbol 𝑔(𝐸̂b) to indicate that they refer to the anti-
neutrino and to the anti-bottom quark, which both are produced in the
decay of the anti-top quark.

After solving for the 𝛿-functions analytically, following Sections
A.2.2 and A.2.4 of the appendix, we obtain the following expression
for the integral 𝑤1(𝒑) for the background hypothesis:

𝑤1(𝒑) =
(𝑚t 𝛤t )2 (𝑚W 𝛤W)2

225 𝜋14 𝜎1 𝑠𝐸2
𝓁+ 𝐸2

𝓁− 𝛽b 𝐸2
b 𝛽b 𝐸

2
b
∫ 𝑑𝜃̂𝜈 𝑑𝜙̂𝜈 𝑑𝜃̂𝜈 𝑑𝜙̂𝜈

⋅ 𝑝̂𝜈T 𝑝̂
𝜈
T
𝑓 (𝑥̂𝑎, 𝑄) 𝑓 (𝑥̂𝑏, 𝑄)

𝑥̂𝑎 𝑥̂𝑏
⋅ |1(𝒑̂)|2 𝛽b 𝐸̂b 𝑊 (𝐸b|𝐸̂b) 𝛽b 𝐸̂b 𝑊 (𝐸b|𝐸̂b)𝑊𝜌(𝑝x

𝜌, 𝑝y
𝜌|𝑝̂𝜌x, 𝑝̂𝜌y)

⋅
[
sin2

(∢(𝒆𝓁+ , 𝒆̂𝜈 )
2

)
sin2

(∢(𝒆𝓁− , 𝒆̂𝜈 )
2

)

⋅ 𝐸̂𝓁+𝜈

|||||
1 −

𝛽𝓁+𝜈

𝛽b
cos∢(𝒆̂𝓁+𝜈 , 𝒆b)

|||||
𝐸̂𝓁−𝜈

|||||
1 −

𝛽𝓁−𝜈

𝛽b
cos∢(𝒆̂𝓁−𝜈 , 𝒆b)

|||||

]−1

,

(13)
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with:

𝐸̂b =
𝑎t 𝛥𝑚t

+ |𝑏t |
√

𝛥2
𝑚t

− (𝑎2t − 𝑏2t )𝑚
2
b

𝑎2t − 𝑏2t

𝐸̂b =
𝑎t 𝛥𝑚t

+ |𝑏t |
√

𝛥2
𝑚t

− (𝑎2
t
− 𝑏2

t
)𝑚2

b

𝑎2
t
− 𝑏2

t

𝐸̂𝜈 =
𝑚2
W

4 𝐸̂𝓁+ sin2
(∢(𝒆𝓁+ ,𝒆̂𝜈 )

2

)

𝐸̂𝜈 =
𝑚2
W

4 𝐸̂𝓁− sin2
(
∢(𝒆𝓁− ,𝒆̂𝜈 )

2

) , (14)

where:

𝛥𝑚t
=

𝑚2
t − 𝑚2

b − 𝑚2
W

2
𝑎t = 𝐸̂𝓁+𝜈

𝑏t =
√

𝐸̂2
𝓁+𝜈 − 𝑚2

W cos∢(𝒆̂𝓁+𝜈 , 𝒆b)

𝑎t = 𝐸̂𝓁−𝜈

𝑏t =
√

𝐸̂2
𝓁−𝜈 − 𝑚2

W cos∢(𝒆̂𝓁−𝜈 , 𝒆b) . (15)

The integral given by Eq. (13) extends over 4 remaining variables,
which are integrated numerically: 𝜃̂𝜈 , 𝜙̂𝜈 , 𝜃̂𝜈 , and 𝜙̂𝜈 . The symbol
𝓁+𝜈 (𝓁−𝜈) refers to the true direction of the W+ (W−) boson, which
are computed by summing the momenta of the lepton of positive
(negative) charge and of the neutrino (anti-neutrino). The neutrino
and anti-neutrino momenta are computed as function of the integration
variables 𝜃̂𝜈 , 𝜙̂𝜈 , 𝜃̂𝜈 , 𝜙̂𝜈 and Eq. (14).

When evaluating the compatibility of a given event with the back-
ground hypothesis, there exists a twofold ambiguity in associating
the two measured b-jets to the b and b quarks. We deal with this
ambiguity by evaluating the integral 𝑤1(𝒑) given by Eq. (10) two times,
corresponding to the two possible associations of the measured b-jets
to the b and b quarks. In contrast to the signal hypothesis, there is
no ambiguity in associating the two measured leptons to the two W
bosons, as in tt background events both W bosons are on-shell, and the
measurement of the lepton charge allows for a unique association of
each charged lepton to either the W+ or the W− boson.

3. Performance

We study the separation of the HH signal from the tt background,
achieved by the LR 𝑃 (𝒑) given by Eq. (1), using samples of signal
and background events produced by Monte Carlo (MC) simulation. The
samples are simulated at LO and at NLO accuracy in pQCD and are an-
alyzed at MC-truth as well as at detector level. The former corresponds
to the case of an ideal experimental resolution, while the latter aims
to simulate the experimental conditions characteristic for the ATLAS
and CMS experiments during LHC Run 2. The LO and NLO HH signal
samples each contain about three hundred thousand events and the LO
and NLO tt background samples each contain about five million events.
All samples simulated at LO accuracy in pQCD are produced with the
program MadGraph_aMCatNLO 2.2.2, while the samples simulated at
NLO accuracy in pQCD are produced using the program POWHEG
𝑣2 [78–84]. The NNPDF3.0 LO set of PDF is used for the simulation of
the LO samples and the NNPDF3.0 NLO set for the NLO samples [85–
87]. Parton shower and hadronization processes are modeled using
the program PYTHIA 𝑣8.2 [88] with the tune CP5 [89]. All events
are generated for proton–proton collisions at

√
𝑠 = 13 TeV center-of-

mass energy. Events in which the electrons or muons originate from 𝜏
lepton decays, i.e. from the decay chains W+ → 𝜏+𝜈𝜏 → 𝓁+𝜈𝓁𝜈𝜏𝜈𝜏 or
W− → 𝜏−𝜈𝜏 → 𝓁−𝜈𝓁𝜈𝜏𝜈𝜏 , are discarded. Detector effects are simulated
using the program DELPHES 𝑣3.5.0 [61] with the card for the CMS
detector. On average forty inelastic proton–proton interactions (pileup)

are added to each simulated event in order to simulate the data-taking
conditions during Run 2 of the LHC.

Jets are reconstructed using the anti-𝑘T algorithm [90,91] with a
distance parameter of 0.4, using the detector-level particle-flow objects
created by DELPHES as input. We refer to these jets as detector-level
jets. Their energy is corrected for pileup effects using the method
described in Refs. [92,93] and is calibrated as function of jet 𝑝T and
𝜂, where 𝜂 = − ln tan(𝜃∕2) denotes the pseudorapidity of the jet. The
calibration is performed such that the energy of the jets that are
tagged, at detector level, as originating from the hadronization of a
bottom quark on average matches the energy of the bottom quarks
that result from H boson or top quark decays at the parton level. We
refer to detector-level jets that pass the b-tagging criteria as b-jets. By
calibrating detector-level jets to the energy of the bottom quarks at
the parton level, the calibration procedure corrects the jet energy for
out-of-cone effects and for the energy carried away, on average, by the
neutrinos produced in heavy-flavor decays.

The simulated HH signal and tt background events considered in
this section are required to pass event selection criteria similar to the
analysis of HH production performed, in the channel HH → bbWW∗, by
the CMS collaboration during LHC Run 2 [34]. The events are required
to contain two electrons or muons and two b-jets. The leptons must
be within the region |𝜂| < 2.5 if they are electrons and |𝜂| < 2.4
if they are muons, and are required to be isolated. Their isolation is
computed by summing the 𝑝T of detector-level particle-flow objects
that are within a cone of size 𝛿𝑅 =

√
(𝛿𝜂)2 + (𝛿𝜙)2 = 0.5 around the

lepton direction, excluding the lepton itself. The sum is corrected for
the contribution of particles from pileup using the method described
in Refs. [92,93]. Electrons and muons are considered isolated if the
pileup-corrected sum amounts to less than 0.10 times the 𝑝T of the
lepton. The lepton of higher 𝑝T is required to have 𝑝T > 25 GeV and
the lepton of lower 𝑝T must have 𝑝T > 15 GeV. These 𝑝T thresholds are
motivated by trigger requirements. The b-jets are required to satisfy the
conditions 𝑝T > 25 GeV and |𝜂| < 2.4 and to be both tagged as b-jets
at detector level. The b-tagging criteria implemented in the DELPHES
card for the CMS detector corresponds to the medium working-point
of the ‘‘combined secondary vertex’’ b-tagging algorithm published in
Ref. [94]. The algorithm identifies jets originating from the hadroniza-
tion of a bottom quark with an efficiency of approximately 70%, for a
misidentification rate for light-quark and gluon jets of about 1.5% [94].
Events containing more than two b-tagged jets of 𝑝T > 25 GeV and |𝜂| <
2.4 are vetoed. The latter condition rejects a small fraction of events,
amounting to 7.7% of the HH signal and 5.1% of the tt background,
and avoids ambiguities in choosing the correct pair of b-jets when
computing the PDs 𝑤0(𝒑) and 𝑤1(𝒑) according to Eqs. (10) and (13).
The selection criteria are applied to generator-level leptons and jets
when analyzing simulated events at MC-truth level and to detector-level
leptons and jets when analyzing simulated events at the detector level.
In case the selection criteria are applied at MC-truth level, no isolation
requirements are applied to the leptons, the conditions 𝑝T > 25 GeV
and |𝜂| < 2.4 of the jet selection are applied at the parton level, to the
bottom quarks that are produced in the H boson or top quark decays,
and no detector-level b-tagging criteria are applied.

Fig. 3 shows the distribution in 𝑚bb, the mass of the two b-tagged
jets at detector level, in HH signal and tt background events that pass
the selection criteria described in the previous paragraph. Only events
in which both detector-level jets are matched, within a cone of size
𝛿𝑅 = 0.3, to bottom quarks that originate from either a H boson
or from top quark decays, are shown in the figure. According to the
DELPHES simulation, 95.0% of HH and 96.4% of tt events that pass
the selection criteria described in the previous paragraph fulfill this
matching condition, i.e. in 5.0% of selected HH and 3.6% of selected tt
events one of the bottom quarks is not reconstructed as b-jet at detector
level and a light quark or gluon jet is misidentified as b-jet instead.
The figure shows that the jet calibration shifts the peak of the 𝑚bb
distribution by about 20%. After calibration, the 𝑚bb distribution in HH
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Fig. 3. Distribution in 𝑚bb, the mass of the two detector-level jets that are tagged as b-jets, in HH signal (left) and tt background (right) events before and after the jet energy
calibration is applied.

signal events peaks close to 125 GeV. The calibration also reduces the
relative width, defined as the root mean square divided by the mean,
of the 𝑚bb distribution in HH signal events by about 20%.

In order to compute the PDs 𝑤0(𝒑) and 𝑤1(𝒑) according to Eqs. (10)
and (13), we need to determine the TFs for the energy of b-jets and for
the transverse momentum components of the hadronic recoil such that
the TFs match the experimental resolution in the DELPHES simulation.
We model the experimental resolution on the energy of b-jets using a
normal distribution:

𝑊 (𝐸|𝐸̂) = 1√
2𝜋𝜎2b

𝑒
− (𝑝T−𝑝̂T )2

2 𝜎2b , (16)

where 𝑝T = 𝐸 ⋅ sin 𝜃, 𝑝̂T = 𝐸̂ ⋅ sin 𝜃, and 𝜃 refers to the polar angle
of the jet. The standard deviation 𝜎b depends on the jet energy and
𝜃. We make the ansatz 𝜎b = 𝑘 ⋅

√
𝐸̂ ⋅ sin 𝜃 and determine the constant

of proportionality 𝑘 such that it fits the resolution on the energy of b-
jets in the DELPHES simulation, yielding 𝑘 = 100%. Our model for the
jet energy resolution agrees with the resolution measured by the CMS
collaboration during LHC Run 2, shown in Fig. 3 of Ref. [95].1 The
hadronic recoil 𝜌 is not directly available in the DELPHES simulation.
To determine the resolution on 𝜌, we compute the transverse momen-
tum components of the hadronic recoil as function of the transverse
momenta of the two leptons, the two b-jets, and 𝒑miss

T , using Eq. (6),
with the substitutions 𝑝̂𝜈x + 𝑝̂𝜈x = 𝑝̂ miss

x and 𝑝̂𝜈y + 𝑝̂𝜈y = 𝑝̂ miss
y , for the

computation at MC-truth level and Eq. (7) for the computation at
detector level. The resolution on 𝑝x

𝜌 and 𝑝y
𝜌 in the DELPHES simu-

lation amounts to 32 GeV for the HH signal and to 30 GeV for the tt
background. The resolution on the energy of b-jets is small compared
to the resolution on the hadronic recoil. The resolution on the latter
is thus similar to the resolution on 𝒑miss

T . This similarity allows us to
compare the resolutions on 𝑝x

𝜌 and 𝑝y
𝜌 in the DELPHES simulation

to the resolution on 𝒑miss
T published by the ATLAS collaboration for

simulated tt events during LHC Run 2,2 which is shown in Fig. 9 of
Ref. [96] and amounts to 25 − 30 GeV. We assume that the resolutions
on 𝑝x

𝜌 and 𝑝y
𝜌 are uncorrelated and amount to the same for signal and

background events. Rounding the numbers for the resolution on 𝑝x
𝜌 and

1 Our assumption that the polar angle 𝜃 of the jet is measured with
negligible experimental resolution (cf. Section A.1 of the appendix) is justified
by Fig. 5 of Ref. [95], which shows that the resolution on 𝜃 amounts to about
0.02 radians for jets of 𝑝T = 25 GeV and decreases for jets of higher 𝑝T.

2 The CMS collaboration has not published the 𝒑miss
T resolution during LHC

Run 2 specifically for tt events.

𝑝y
𝜌 to one significant digit, we use:

𝑉 = 𝜎2𝜌 ⋅ 𝐼2 (17)

with 𝜎𝜌 = 30 GeV for when computing the PDs 𝑤0(𝒑) and 𝑤1(𝒑) for HH
signal and tt background events.

We can now proceed to compute the PDs 𝑤0(𝒑) and 𝑤1(𝒑). Distri-
butions in 𝑤0(𝒑) and 𝑤1(𝒑) for HH signal and tt background events
are shown in Fig. 4. The horizontal axis is drawn in logarithmic scale
to better visualize small values of the PDs. The PDs are computed at
MC-truth and at detector level. When computing the PDs at MC-truth
level, we set the ‘‘measured’’ momenta of electrons and muons to their
generator-level values, the ‘‘measured’’ momenta of the b-jets to the
momenta of the corresponding parton-level bottom quarks, and the
‘‘measured’’ transverse momentum components of the hadronic recoil
to their true values 𝑝̂𝜌x and 𝑝̂𝜌y. The latter are computed according to
Eq. (6). We also demand that both b-jets are matched, within a cone
of size 𝛿𝑅 = 0.3, to bottom quarks that originate from either a H
boson or from top quark decays when we compute the PDs at MC-
truth level. The same TFs, described in the previous paragraph, are
used when computing the PDs 𝑤0(𝒑) and 𝑤1(𝒑) at MC-truth and at
detector level. The distributions in the PDs for the ‘‘correct’’ hypothesis
(𝑤0(𝒑) for signal and 𝑤1(𝒑) for background events) peak close to one
and fall rapidly towards smaller values, while the distributions in the
PDs for the ‘‘wrong’’ hypothesis (𝑤1(𝒑) for signal and 𝑤0(𝒑) for back-
ground events) exhibit more pronounced tails towards small values.
Interestingly, the distributions in the PDs for the wrong hypothesis
change only by a small amount between MC-truth and detector level.
The main effect of the experimental resolutions on the energy of b-jets
and on the transverse momentum of the hadronic recoil as well as of
the misidentification of light quark or gluon jets as b-jets is to increase
the tail towards small values for the distributions in the PDs for the
correct hypothesis.

The corresponding distributions in the LR 𝑃 (𝒑), computed according
to Eq. (1), are shown in Fig. 5. Signal events are characterized by high
values of 𝑃 (𝒑), while background events typically have low values. The
secondary peaks in the leftmost (rightmost) bin of the distribution for
the HH signal (tt background) are due to events in which the event
kinematics are atypical for signal (background) events, resulting in the
PD for the wrong hypothesis 𝑤1(𝒑) (𝑤0(𝒑)) to be higher than the PD
for the correct hypothesis 𝑤0(𝒑) (𝑤1(𝒑)). About 4% of signal (10%
of background) events populate the leftmost (rightmost) bin of the
distribution in case the LR 𝑃 (𝒑) is computed at MC-truth level. In case
the LR is computed at detector level, the fraction of HH signal (tt back-
ground) events that populate the leftmost (rightmost) bin increases to
14% (decreases to 7%). The ‘‘receiver-operating-characteristic’’ (ROC)
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Fig. 4. Distributions in the PDs 𝑤0(𝒑) (upper) and 𝑤1(𝒑) (lower), computed according to Eqs. (10) and (13), for HH signal (left) and tt background (right) events. The PDs are
computed at MC-truth and at detector level.

curves [97] that correspond to these distributions are shown in Fig. 6.
The ROC curve quantifies the separation between the HH signal and
the tt background and is obtained by varying the threshold of a cut on
the LR 𝑃 (𝒑) and plotting the fractions of signal and background events
passing the cut. For a signal efficiency of 35%, the tt background is
reduced by about three orders of magnitude, to a level of 0.09%, in
case the LR is computed at MC-truth level. In case the LR is computed
at detector level, the tt background is reduced to a level of 0.26%. The
degradation in separation power that occurs at detector level is mainly
due to signal events in which one of the bottom quarks originating from
the H boson decay is not reconstructed as b-jet at detector level and a
light quark or gluon jet is misidentified as b-jet instead. If this happens,
the mass of the two detector-level jets that are reconstructed as b-jets
are often incompatible with 𝑚H. The presence of a BW propagator in
the ME 0(𝒑̂) for the signal hypothesis, which enforces that the mass
of the pair of b-jets equals 𝑚H, then introduces large ‘‘pulls’’ in the TF
𝑊 (𝐸|𝐸̂) for the b-jet energy, which diminish the value of the integrand.

To better gauge the level of separation of the HH signal from the
tt background presented in Fig. 6, we compute signal efficiencies and
background rates that one would obtain by cutting on the mass, 𝑚bb, of
the b-jet pair, shown in Fig. 3, for comparison. The observable 𝑚bb is
presumably one of the most powerful single observables to separate the
HH signal from the tt background. Fitting the peak of the distribution
in the mass of the b-jet pair in HH signal events, obtained after the
jet energy calibration is applied, with a normal distribution yields a
mean of 123 GeV and a standard deviation of 20 GeV. Requiring events
to have a value of 𝑚bb within 1 (2) standard deviations around the
mean selects 78% (89%) of the HH signal and 27% (43%) of the tt

background. Compared to the cut on 𝑚bb, the LR 𝑃 (𝒑) allows for a
significantly higher reduction in the rate of tt background by exploiting
the full difference in event kinematics between the HH signal and the
tt background.

We remark that the misidentification of hadrons as leptons is not
simulated in DELPHES and hence not accounted for in the detector-
level ROC curve shown in Fig. 6. Based on the analysis of HH produc-
tion performed in the decay channel bbWW∗ by the CMS collaboration
during LHC Run 2 [34], which found the background arising from the
misidentification of hadrons as leptons to be negligible, we expect the
misidentification of hadrons as leptons to have at most a small effect
on the ROC curve.

We conclude this section on the performance of the MEM with a
study of the effect of using ME of LO when computing the weights 𝑤0(𝒑)
and 𝑤1(𝒑) by means of Eqs. (10) and (13) and with a discussion of the
computing-time requirements of the MEM.

Unfortunately, we cannot compare the performance of the MEM for
the case of using ME generated at LO versus ME generated at NLO in
Eqs. (10) and (13) directly, because the program MadGraph_aMCatNLO
does not support the generation of code for NLO ME at present and
also because the usage of NLO ME in the MEM would increase the
computing-time requirements by 1−2 orders of magnitude. Instead, we
use ME generated at LO accuracy in Eqs. (10) and (13) and compare
the resulting performance in separating the HH signal from the tt
background for MC samples simulated at LO and at NLO accuracy in
pQCD. The NLO samples are expected to provide the more accurate
modeling of real data and the LO samples are taken as a (more or
less precise) approximation. We take the difference in performance

8
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Fig. 5. Distributions in the LR 𝑃 (𝒑), computed according to Eq. (1), for HH signal (left) and tt background (right) events. The LR 𝑃 (𝒑) is computed using the PDs 𝑤0(𝒑) and 𝑤1(𝒑)
shown in Fig. 4 as input and is computed at MC-truth and at detector level.

Fig. 6. Graphs of background rate versus signal efficiency (‘‘ROC curve’’), at MC-
truth and at detector level, obtained by varying the threshold of a cut applied on
the distributions in the LR 𝑃 (𝒑) shown in Fig. 5.

achieved by the MEM on the MC samples simulated at LO and at NLO
accuracy as an estimate for the loss in discrimination power that results
from our choice of using LO ME and ignoring the effects of higher
orders in the MEM. Distributions in the LR 𝑃 (𝒑) computed for HH signal
and tt background events simulated at LO and at NLO accuracy in pQCD
are shown in Fig. 7. The events are analyzed at MC-truth level. The
corresponding ROC curve is presented in Fig. 8. The usage of LO ME
causes a moderate loss in the separation of the HH signal from the tt
background, amounting to a few percent loss in signal efficiency (for
the same background rate). We conclude from these figures that the
usage of LO ME represents a viable approximation.

The computing time required to evaluate the integrals given by
Eqs. (10) and (13) may represent a challenge in practical applications
of the MEM. Experimental analyses will usually need to evaluate these
integrals multiple times for each event in order to assess the effect of
systematic uncertainties. Taken together with the large cross section
for tt production at the LHC, the integrals in Eqs. (10) and (13)
may need to be computed in the order of 100 million times. Even
with several thousands of computing jobs running in parallel, as it is
nowadays commonplace for experimental data analyses performed at

the LHC, the computation still requires a few weeks of nonstop com-
puting time. Several possibilities to speed up the numeric integrations,
which take most of the computing time in practical applications of
the MEM, have been explored in the literature. One alternative is to
use vector integrands to evaluate the likelihood ratio for all systematic
uncertainties simultaneously [98], taking advantage of the fact that
the systematic uncertainties typically constitute small changes with
respect to the nominal value. Another alternative is to take advantage
of the parallelizability of multidimensional integration and perform
the integration on graphics processing units (GPUs). Speedup factors
of order 100, compared to using a single core of a general-purpose
central processing unit (CPU) such as the 2.30 GHz Intel® Xeon® E5-
2695V3 processor that we used for the studies presented in this paper,
are reported in the literature for performing numeric integrations on
GPUs [99–104].

4. Summary

We presented an application of the matrix element method to the
search for non-resonant HH production in the channel HH → bbWW∗

at LHC, focusing on events in which the two W bosons decay to a pair
of electrons or muons. According to the Neyman–Pearson lemma, the
likelihood ratio 𝑃 (𝒑) given by Eq. (1) provides the optimal separation
of the HH signal from the dominant irreducible tt background. We
have studied the separation of the HH signal from the tt background
at Monte-Carlo truth and at detector level. The latter has been simu-
lated using the DELPHES fast-simulation framework. For experimental
conditions characteristic for the ATLAS and CMS experiments during
LHC Run 2, we find that the tt background can be reduced to a level
of 0.26% for a signal efficiency of 35%. We regard the potential of the
matrix element method for enhancing the sensitivity of the analysis of
HH production in the channel HH → bbWW∗ as promising and we hope
this paper will motivate the ATLAS and CMS collaborations to employ
the method in a full analysis.
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Fig. 7. Distribution in the LR 𝑃 (𝒑) for HH signal (left) and tt background (right) events simulated at LO and at NLO accuracy in pQCD. The likelihood ratios are computed at
MC-truth level.

Fig. 8. Separation between the HH signal and the tt background for events simulated
at LO and at NLO accuracy in pQCD. The graphs of background rate versus signal
efficiency shown in the figure are obtained by applying a cut on the distributions in
the likelihood ratios 𝑃 (𝒑) shown in Fig. 7.
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Appendix

In this section, we derive a few useful relations that allow us to
simplify the expression for the probability density 𝑤𝑖(𝒑) starting from
Eq. (2). We begin by deriving relations for the TF of charged leptons

and of b-jets, which we present in Appendix A.1. In Appendix A.2, we
will derive relations corresponding to various mass constraints. The
constraints arise from the presence of BW propagators in the ME 𝑖(𝒑̂)
for the signal (𝑖 = 0) and for the background (𝑖 = 1) hypothesis. The
effect of the BW propagators is that only those points 𝒑̂ in the 6-particle
phase space contribute to the value of the integral in Eq. (2) for which
certain systems of final state particles satisfy certain mass conditions.
The relations derived in Appendices A.1 and A.2 are used to transform
Eq. (2) into Eq. (10) for the HH signal hypothesis and into Eq. (13) for
the tt background hypothesis, respectively.

A.1. Relations for transfer functions

We assume that the directions of electrons, muons, and b-jets as well
as the energies of electrons and muons are measured with negligible ex-
perimental resolution. Our assumption implies that the TF for electrons
and muons is given by:

𝑊𝓁(𝒑|𝒑̂) = 𝑓 (𝐸, 𝜃, 𝜙) 𝛿(𝐸 − 𝐸̂) ⋅ 𝛿(𝜃 − 𝜃̂) ⋅ 𝛿(𝜙 − 𝜙̂) , (18)

while the TF for b-jets is given by:

𝑊 (𝒑|𝒑̂) = 𝑓 (𝐸, 𝜃, 𝜙)𝑊 (𝐸|𝐸̂) ⋅ 𝛿(𝜃 − 𝜃̂) ⋅ 𝛿(𝜙 − 𝜙̂) , (19)

where 𝐸 denotes the energy, 𝜃 the polar angle, and 𝜙 the azimuthal an-
gle of the electron, muon, or b-jet. The function 𝑊 (𝐸|𝐸̂) quantifies the
experimental resolution with which the energy of b-jets is measured.
We choose the function 𝑊 (𝐸|𝐸̂) such that it satisfies the following
normalization condition:

∫ 𝑑𝐸𝑊 (𝐸|𝐸̂) ≡ 1.

The function 𝑓 (𝐸, 𝜃, 𝜙) ensures that the TF satisfy the normalization
condition

∫ 𝑑3𝒑𝛺(𝒑)𝑊 (𝒑|𝒑̂) = 1 .

We only consider those events, which pass the event selection criteria,
i.e. for which 𝛺(𝒑) is equal to one. With 𝑑3𝒑 = 𝛽 𝐸2 sin 𝜃 𝑑𝐸 𝑑𝜃 𝑑𝜙, it
follows that:

1 ≡ ∫ 𝑑𝐸 𝑑𝜃 𝑑𝜙 𝛽 𝐸2 sin 𝜃 𝑓 (𝐸, 𝜃, 𝜙)𝑊 (𝐸|𝐸̂) 𝛿(𝜃 − 𝜃̂) ⋅ 𝛿(𝜙 − 𝜙̂) ,
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which implies:

𝑓 (𝐸, 𝜃, 𝜙) = 1
𝛽 𝐸2 sin 𝜃

. (20)

Eq. (20) holds for electrons and muons as well as for b-jets.

A.2. Relations for mass constraints

As explained in Section 2, the presence of BW propagators in the ME
𝑖(𝒑̂) renders the numeric integration inefficient, unless the numeric
integration is restricted to those narrow slices in the 6-particle PS where
the mass constraints are satisfied. We achieve the desired restriction by
inserting suitable 𝛿-functions into the integrand on the RHS of Eq. (9).
In order to avoid that the insertion of the 𝛿-functions changes the value
of the integral, we formally insert a factor of 1, which we write as:

1 ≡ BW ⋅ BW−1 = 𝜋
𝑚X 𝛤X

𝛿(𝐸2
X − |𝒑X|2 − 𝑚2

X)

⋅
(
(𝐸2

X − |𝒑X|2 − 𝑚2
X)

2 + (𝑚X 𝛤X)2
)

= 𝜋 𝑚X 𝛤X 𝛿(𝐸2
X − |𝒑X|2 − 𝑚2

X) , (21)

where we have used the narrow-width approximation to replace the
first BW propagator by a 𝛿-function. The symbol X in Eq. (21) refers
to the on-shell particle, of mass 𝑚X and width 𝛤X, which imposes the
mass constraint.

We insert Eq. (21) into the integrand on the RHS of Eq. (9) and then
use the 𝛿-function 𝛿(𝐸2

X − |𝒑X|2 − 𝑚2
X) to eliminate the integration over

𝐸̂ for one of the daughter particles that the particle X decays into. The
𝛿-function rule:

𝛿 (𝑔(𝑥)) = 1
|𝑔′(𝑥0)| 𝛿(𝑥 − 𝑥0) (22)

yields a factor of |𝑔′(𝑥0)|−1≡ |||
𝜕𝑔
𝜕𝑥
|||𝑥=𝑥0 , which we account for when

eliminating the integration over 𝐸̂. The symbol 𝑥0 denotes the root of
𝑔(𝑥).

A.2.1. Energy of b produced in H → bb decay
The condition that the mass of the 2-particle system of b plus b quark

equals 𝑚H implies that:

𝑚2
H ≡ 𝑚2

bb
= (𝐸̂b + 𝐸̂b)

2 − (𝒑̂b + 𝒑̂b)
2

= 𝐸̂2
b + 𝐸̂2

b
+ 2 𝐸̂b 𝐸̂b − |𝒑̂b|2 − |𝒑̂b|2 − 2 𝒑̂b ⋅ 𝒑̂b

= 𝐸̂2
b − |𝒑̂b|2

⏟⏞⏞⏞⏟⏞⏞⏞⏟
=𝑚2

b

+ 𝐸̂2
b
− |𝒑̂b|2

⏟⏞⏞⏞⏟⏞⏞⏞⏟
=𝑚2

b

+2 𝐸̂b
⏟⏟⏟

≡𝑎
𝐸̂b

−2
√

𝐸̂2
b − 𝑚2

b 𝒆̂b ⋅ 𝒆̂b
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

≡𝑏

√
𝐸̂2
b
− 𝑚2

b

⟹ 0 =
𝑚2
H
2

− 𝑚2
b

⏟⏞⏞⏟⏞⏞⏟
≡𝛥𝑚H

−𝑎 𝐸̂b + 𝑏
√

𝐸̂2
b
− 𝑚2

b≡𝑔(𝐸̂b) , (23)

where the symbol 𝒆̂b denotes a unit vector in direction of the b quark
and the symbol b a unit vector in direction of the b quark. Eq. (23) has
two solutions:

𝐸̂b =
𝑎 𝛥𝑚H

± |𝑏|
√

𝛥2
𝑚H

− (𝑎2 − 𝑏2)𝑚2
b

𝑎2 − 𝑏2
. (24)

We discard the solution of lower energy and consider the solution of
higher energy only, i.e. we take the solution corresponding to the +
sign in Eq. (24).

The derivative of the RHS of Eq. (23) with respect to 𝐸̂b amounts
to:

1
|𝑔′(𝐸̂b)|

= 1
|||||
𝑎 −

𝑏 𝐸̂b√
𝐸̂2
b
− 𝑚2

b
⏟⏞⏞⏞⏟⏞⏞⏞⏟

=𝛽b 𝐸̂b

|||||

= 1
||||𝑎 −

1
𝛽b

𝑏
||||

= 1
||||𝐸̂b −

1
𝛽b

√
𝐸̂2
b − 𝑚2

b
⏟⏞⏞⏞⏟⏞⏞⏞⏟

=𝛽b 𝐸̂b

𝒆̂b ⋅ 𝒆̂b
⏟⏟⏟

≡ cos∢(𝒆̂b ,𝒆̂b)

||||

= 1
|||||
𝐸̂b

(
1 − 𝛽b

𝛽b
cos∢(𝒆̂b, 𝒆̂b)

)|||||

. (25)

A.2.2. Energy of 𝜈 produced in W → 𝓁𝜈 decay
The condition that the mass of the 2-particle system of 𝓁 plus 𝜈

equals 𝑚W implies that:

𝑚2
W ≡ 𝑚2

𝓁𝜈 = (𝐸̂𝓁 + 𝐸̂𝜈 )2 − (𝒑̂𝓁 + 𝒑̂𝜈 )2

= 𝐸̂2
𝓁 + 𝐸̂2

𝜈 + 2 𝐸̂𝓁 𝐸̂𝜈 − |𝒑̂𝓁|2 − |𝒑̂𝜈 |2 − 2 𝒑̂𝓁 ⋅ 𝒑̂𝜈

= 𝐸̂2
𝓁 − |𝒑̂𝓁|2

⏟⏞⏞⏞⏟⏞⏞⏞⏟
=𝑚2

𝓁
≈0

+ 𝐸̂2
𝜈 − |𝒑̂𝜈 |2

⏟⏞⏞⏞⏟⏞⏞⏞⏟
=𝑚2

𝜈≈0

+2 𝐸̂𝓁 𝐸̂𝜈

−2 |𝒑̂𝓁|
⏟⏟⏟
≈𝐸̂𝓁

|𝒑̂𝜈 |
⏟⏟⏟
≈𝐸̂𝜈

𝒆̂𝓁 ⋅ 𝒆̂𝜈
⏟⏟⏟

≡ cos∢(𝒆̂𝓁 ,𝒆̂𝜈 )

= 2 𝐸̂𝓁 𝐸̂𝜈
(
1 − cos∢(𝒆̂𝓁 , 𝒆̂𝜈)

)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

=2 sin2
( ∢(𝒆̂𝓁 ,𝒆̂𝜈 )

2

)
= 4 𝐸̂𝓁 𝐸̂𝜈 sin2

(∢(𝒆̂𝓁 , 𝒆̂𝜈 )
2

)

⟹ 0 = 𝑚2
W − 4 𝐸̂𝓁 𝐸̂𝜈 sin2

(∢(𝒆̂𝓁 , 𝒆̂𝜈 )
2

)
≡𝑔(𝐸̂𝜈 ) , (26)

which has the solution:

𝐸̂𝜈 =
𝑚2
W

4 𝐸̂𝓁 sin2
(
∢(𝒆̂𝓁 ,𝒆̂𝜈 )

2

) . (27)

The symbol ∢(𝒆̂𝓁 , 𝒆̂𝜈 ) refers to the angle between the directions of the
charged lepton and of the neutrino.

The derivative of the RHS of Eq. (26) with respect to 𝐸̂𝜈 yields:
1

|𝑔′(𝐸̂𝜈 )|
= 1

4 𝐸̂𝓁 sin2
(
∢(𝒆̂𝓁 ,𝒆̂𝜈 )

2

) . (28)

A.2.3. Energy of 𝜈∗ produced in H → WW∗ → 𝓁𝜈 𝓁∗𝜈∗ decay
As mentioned previously, we denote by 𝓁∗ and 𝜈∗ the charged lepton

and the neutrino that originate from the decay of the off-shell W boson.
The condition that the mass of the 4-particle system of 𝓁, 𝜈, 𝓁∗, and 𝜈∗

equals 𝑚H implies that:

𝑚2
H ≡ 𝑚2

𝓁𝜈𝓁∗𝜈∗ = (𝐸̂𝓁 + 𝐸̂𝜈 + 𝐸̂𝓁∗
⏟⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏟

≡𝐸̂𝓁𝜈𝓁∗

+𝐸̂𝜈∗ )2 − (𝒑̂𝓁 + 𝒑̂𝜈 + 𝒑̂𝓁∗
⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟

≡𝒑̂𝓁𝜈𝓁∗
+𝒑̂𝜈∗ )2

= 𝐸̂2
𝓁𝜈𝓁∗ + 𝐸̂2

𝜈∗ + 2 𝐸̂𝓁𝜈𝓁∗ 𝐸̂𝜈∗ − |𝒑̂𝓁𝜈𝓁∗ |2

−|𝒑̂𝜈∗ |2 − 2 𝒑̂𝓁𝜈𝓁∗ ⋅ 𝒑̂𝜈∗

= 𝐸̂2
𝓁𝜈𝓁∗ − |𝒑̂𝓁𝜈𝓁∗ |2

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
≡𝑚2

𝓁𝜈𝓁∗

+ 𝐸̂2
𝜈∗ − |𝒑̂𝜈∗ |2

⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟
=𝑚2

𝜈≈0

+2 𝐸̂𝓁𝜈𝓁∗
⏟⏟⏟

≡𝑎
𝐸̂𝜈∗

11
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−2
√

𝐸̂2
𝓁𝜈𝓁∗ − 𝑚2

𝓁𝜈𝓁∗ 𝒆̂𝓁𝜈𝓁∗ ⋅ 𝒆̂𝜈∗
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

≡𝑏
|𝒑̂𝜈∗ |
⏟⏟⏟
≈𝐸̂𝜈∗

= 𝑚2
𝓁𝜈𝓁∗ + 2 𝑎 𝐸̂𝜈∗ − 2 𝑏 𝐸̂𝜈∗

⟹ 0 =
𝑚2
H − 𝑚2

𝓁𝜈𝓁∗

2
⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟

≡𝛥𝑚H

−𝑎 𝐸̂𝜈∗ + 𝑏 𝐸̂𝜈∗≡𝑔(𝐸̂𝜈∗ ) , (29)

which has the solution:

𝐸̂𝜈∗ =
𝛥𝑚H

𝑎 − 𝑏
=

𝑚2
H − 𝑚2

𝓁𝜈𝓁∗

2
(
𝐸̂𝓁𝜈𝓁∗ −

√
𝐸̂2
𝓁𝜈𝓁∗ − 𝑚2

𝓁𝜈𝓁∗
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

=𝛽𝓁𝜈𝓁∗ 𝐸̂𝓁𝜈𝓁∗

𝒆̂𝓁𝜈𝓁∗ ⋅ 𝒆̂𝜈∗
⏟⏞⏞⏞⏟⏞⏞⏞⏟

≡ cos∢(𝒆̂𝓁𝜈𝓁∗ ,𝒆̂𝜈∗ )

)

=
𝑚2
H − 𝑚2

𝓁𝜈𝓁∗

2 𝐸̂𝓁𝜈𝓁∗
(
1 − 𝛽𝓁𝜈𝓁∗ cos∢(𝒆̂𝓁𝜈𝓁∗ , 𝒆̂𝜈∗ )

) , (30)

where, for the purpose of shortening the nomenclature, we denote by
the symbols 𝐸̂𝓁𝜈𝓁∗ and 𝒑̂𝓁𝜈𝓁∗ the energy and the momentum of the 3-
particle system comprised of the neutrino originating from the decay
of the on-shell W boson and of the two charged leptons, by 𝒆̂𝓁𝜈𝓁∗ a unit
vector in direction of 𝒑̂𝓁𝜈𝓁∗ , and by 𝑚𝓁𝜈𝓁∗ the mass of this 3-particle
system.

The derivative of the RHS of Eq. (29) with respect to 𝐸̂𝜈∗ amounts
to:

1
|𝑔′(𝐸̂𝜈∗ )|

= 1
|𝑎 − 𝑏| =

1
|||𝐸̂𝓁𝜈𝓁∗ −

√
𝐸̂2
𝓁𝜈𝓁∗ − 𝑚2

𝓁𝜈𝓁∗
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

=𝛽𝓁𝜈𝓁∗ 𝐸̂𝓁𝜈𝓁∗

cos∢(𝒆̂𝓁𝜈𝓁∗ , 𝒆̂𝜈∗ )
|||

= 1
𝐸̂𝓁𝜈𝓁∗

|||1 − 𝛽𝓁𝜈𝓁∗ cos∢(𝒆̂𝓁𝜈𝓁∗ , 𝒆̂𝜈∗ )
|||
. (31)

When inserting Eq. (31) into Eq. (9) to obtain the expression for the PD
𝑤0(𝒑) of the signal hypothesis in Eq. (10), we will omit the modulus
in the denominator. The modulus is redundant, because the argument
1 − 𝛽𝓁𝜈𝓁∗ cos∢(𝒆̂𝓁𝜈𝓁∗ , 𝒆̂𝜈∗ ) is never negative.

A.2.4. Energy of b (b) produced in t → bW+ → b𝓁+𝜈 (t → bW− → b𝓁−𝜈)
decay

The condition that the mass of the 3-particle system comprised of
the b quark, the charged anti-lepton, and the neutrino equals 𝑚t implies
that:

𝑚2
t ≡ 𝑚2

b𝓁+𝜈 = (𝐸̂b + 𝐸̂𝓁+ + 𝐸̂𝜈
⏟⏞⏞⏟⏞⏞⏟

≡𝐸̂𝓁+𝜈

)2 − (𝒑̂b + 𝒑̂𝓁+ + 𝒑̂𝜈
⏟⏞⏟⏞⏟

≡𝒑̂𝓁+𝜈

)2

= 𝐸̂2
b + 𝐸̂2

𝓁+𝜈 + 2 𝐸̂b 𝐸̂𝓁+𝜈 − |𝒑̂b|2 − |𝒑̂𝓁+𝜈 |2 − 2 𝒑̂b ⋅ 𝒑̂𝓁+𝜈
= 𝐸̂2

b − |𝒑̂b|2
⏟⏞⏞⏞⏟⏞⏞⏞⏟

=𝑚2
b

+ 𝐸̂2
𝓁+𝜈 − |𝒑̂𝓁+𝜈 |2

⏟⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏟
=𝑚2

W

+2 𝐸̂𝓁+𝜈
⏟⏟⏟

≡𝑎
𝐸̂b

−2
√

𝐸̂2
𝓁+𝜈 − 𝑚2

W 𝒆̂𝓁+𝜈 ⋅ 𝒆̂b
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

≡𝑏

√
𝐸̂2
b − 𝑚2

b

⟹ 0 =
𝑚2
t − 𝑚2

b − 𝑚2
W

2
⏟⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏟

≡𝛥𝑚t

−𝑎 𝐸̂b + 𝑏
√

𝐸̂2
b − 𝑚2

b≡𝑔(𝐸̂b) , (32)

where we denote the energy of the system of the charged anti-lepton
and of the neutrino by the symbol 𝐸̂𝓁+𝜈 and the momentum of this
system by the symbol 𝒑̂𝓁+𝜈 . The symbol 𝒆̂𝓁+𝜈 denotes a unit vector in
direction of 𝒑̂𝓁+𝜈 . The mass of this system equals 𝑚W, as the W boson
produced in the decay t → bW+ is on-shell. Eq. (32) has two solutions:

𝐸̂b =
𝑎 𝛥𝑚t

± |𝑏|
√

𝛥2
𝑚t

− (𝑎2 − 𝑏2)𝑚2
b

𝑎2 − 𝑏2
. (33)

We discard the solution of lower energy and consider the solution of
higher energy only, i.e. we take the solution corresponding to the +
sign in Eq. (33).

The derivative of the RHS of Eq. (32) with respect to 𝐸̂b yields:
1

|𝑔′(𝐸̂b)|
= 1

|||||
𝑎 − 𝑏 𝐸̂b√

𝐸̂2
b − 𝑚2

b
⏟⏞⏞⏞⏟⏞⏞⏞⏟

=𝛽b 𝐸̂b

|||||

= 1
||||𝑎 −

1
𝛽b

𝑏
||||

= 1
||||𝐸̂𝓁+𝜈 −

1
𝛽b

√
𝐸̂2
𝓁+𝜈 − 𝑚2

W
⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟

=𝛽𝓁+𝜈 𝐸̂𝓁+𝜈

𝒆̂𝓁+𝜈 ⋅ 𝒆̂b
⏟⏞⏟⏞⏟

≡ cos∢(𝒆̂𝓁+𝜈 ,𝒆̂b)

||||

= 1
|||||
𝐸̂𝓁+𝜈

(
1 − 𝛽𝓁+𝜈

𝛽b
cos∢(𝒆̂𝓁+𝜈 , 𝒆̂b)

)|||||

. (34)

The corresponding expressions for the case of b quark, charged
lepton, and anti-neutrino are identical to Eqs. (33) and (34), except that
the symbol b is replaced by b and the symbols 𝓁+ and 𝜈 are replaced
by 𝓁− and 𝜈.
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