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Abstract 
 

Diagnostic value of electrical signals from human body and its interaction with 
electrical stimulus in modern medicine is unquestionable. With advancements in 
technology, theory and gathered experimental knowledge usage of electrical 
phenomena is increasingly important and realistic in medical practice. Information 
gathered can be used in monitoring of bodily parameters, monitoring of the state of 
the tissue under investigation, and lately also in real time closed loop optimization 
of parameters of electrical aids, such as pacemakers for example. 

One of the most challenging tasks in medicine is evaluation of the condition of 
the human heart. Cardiovascular disease is the number one cause of death globally: 
more people die annually from cardiovascular diseases than from any other cause. 
Main diagnostic tool has been so far 12-lead electrocardiography. Unfortunately 
electrocardiography gives information mostly regarding electrical triggering pulses 
of the heart and does not directly reflect the actual mechanical pumping function. 
Main mechanical parameters, such as cardiac output, and stroke volume are hard to 
estimate even today. There are invasive methods, which are costly, and potentially 
dangerous. Among the most promising modern non invasive methods is ultrasound 
imaging, but there is another well known method - impedance cardiography, 
pioneered by Kubicek and Patterson for NASA in the 1960’s. That non invasive 
method is theoretically ideal for estimation of cardiac parameters, unfortunately it 
has traditionally been also remarkably unreliable, and has trouble producing 
comparable quantitative results. Need for a cheap and noninvasive diagnostic tool 
nonetheless warrants further investigation in this area. 

Conceptual investigation has been carried out, and design of an instrument for 
intracardiac spectroscopy proposed. Based on that conceptual design real instru-
ment is designed, built, and tested. While still invasive, electrodes are placed inside 
heart, such an instrument allows further investigation in the area of impedance 
based measurements for detecting cardiac parameters, and as such gives valuable 
insight needed for construction of noninvasive devices, and allows also design 
improvements for cardiac pacemakers. Currently different versions from said 
device are in use in several leading laboratories worldwide. 

Current thesis is concerned mostly with the design of the analog part of the 
device from digital to analog converters to analog to digital conversion. Suitable 
signals passing through tissue under investigation are discussed and some new 
waveforms proposed, together with general signal processing aspects. While 
constructed device fulfilled preliminary requirements it can be further improved. 
Some improvements are introduced, and directions for future work given. 
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Kokkuvõte 
 
Inimkeha poolt genereeritud elektriliste signaalide ja keha ning elektromagnet-

välja vastasmõju tulemusena tekkivate signaalide diagnostilist väärtust kaasaegses 
meditsiinis on võimatu alahinnata. Ühes teooria ja tehnoloogia arenguga, ning tänu 
üha täiuslikumale andmehulgale, mis on saadud läbiviidud uuringutest, muutub 
elektriliste signaalide kasutamine ja töötlemine praktilises meditsiinis üha tähtsa-
maks ja usaldatavamaks. Saadud andmed võimaldavad hinnata kudede olukorda ja 
keha füsioloogilisi parameetreid. Üha enam leiavad kaasaegsed signaalitöötlusmee-
todid kasutust elektriliste abivahendite töö optimeerimisel reaalajas. 

Üheks tähtsamaks ülesandeks meditsiinis on inimsüdame olukorra jälgimine ja 
vajadusel ka tema töö korrigeerimine. Südame-veresoonkonna haigused põhjusta-
vad ülemaailmselt rohkem surmaga lõppevaid haigusjuhtumeid kui ükski teine 
tegur. Peamiseks diagnostikavahendiks on seni elektrokardiograafia. Kahjuks 
annavad elektrokardiograafi signaalid informatsiooni peamiselt südametegevust 
kontrollivate elektriimpulsside kohta ja ei peegelda usaldusväärselt südame 
tegelikku tööd vere pumpamisel. Peamised mehaanilised parameetrid, nagu südame 
võime verd väljutada ja tegelik löögimaht, on ka tänapäeval raskelt hinnatavad. On 
olemas invasiivsed meetodid, kuid nad on kallid ja potentsiaalselt ohtlikud. 
Võimalike mitteinvasiivsete meetodite hulgas on üks paljulubavamaid südame 
ultraheliuuring – ehhokardiograafia, kuid on ka üks teine hästituntud võimalus – 
impedantskardiograafia. Meetod töötati välja kuuekümnendatel NASA tarbeks 
Kubiceki ja Pattersoni poolt. Kuigi impedantskardiograafia on teoreetiliselt 
ideaalne mitteinvasiivne meetod, on tema praktiline rakendamine olnud seni 
raskendatud seoses mõõtetulemuste vähese usaldusväärsuse ja korratavusega. 
Vajadus mõõduka hinnaga mitteinvasiivsete diagnostikavahendite järele põhjendab 
jätkuvaid uuringuid impedantskardiograafia vallas. 

Läbiviidud kontseptuaalsed uuringud võimaliku südame impedantsspekt-
roskoopia seadme loomiseks on viinud disainilahenduseni. Lähtuvalt tulemustest 
on valmistatud ja testitud ka reaalne instrument. Kuigi tegemist on invasiivse 
seadmega, mõõteelektroodid asuvad südame sees, võimaldab selline seade saada 
väärtuslikke andmeid, mis on vajalikud mitteinvasiivsete seadmete loomiseks ja 
südamerütmurite töö parendamiseks. Käesoleval hetkel on seadme erinevad 
variandid kasutusel mitmes juhtivas laboratooriumis üle maailma. 

Antud töö keskendub peamiselt seadme analoogosaga seonduvale. Alates 
digitaal-analoog muunduritest kuni analoog-digitaal muundamiseni. On kaalutud 
signaalide sobivust kudede impedantsuuringute läbiviimiseks ja pakutud välja uusi 
lahendusi koos sobivate signaalitöötlusmeetoditega. Kuigi konstrueeritud seade 
vastas algsetele nõudmistele, on teda jätkuvalt võimalik parendada. Mõned 
muudatustest on realiseeritud ja on hinnatud perspektiivseid suundi tuleviku 
tarbeks. 
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1  

1.1 Introduction 
 
Exploration and admiration of the human being has probably existed as long as the 
human race. It is enough to look at the excitement of the small child when disco-
vering his own body. Therefore it is of no surprise that many breakthrough 
discoveries are initiated by observing humans and their interactions with surround-
ing world. By popular myth Archimedes discovered fundamental relationship 
between weight of the objects in the water and the volume of water they displace 
when taking bath himself. Eureka. Same applies to other phenomena, among them 
electricity. Experiments were largely inspired by interaction between electricity 
and living tissue. From royal experiments with soldiers forming conductors and 
jumping on applied electrical charge through Luigi Galvani’s experiments with 
frog legs to modern day. 

First known version of fundamental relationship between applied voltage, body 
resistance, and flowing current, later known as Ohm’s law, was described by Henry 
Cavendish in January 1781. Cavendish’s discovery was born long before Georg 
Ohm's work, while he was experimenting with Leyden jars and glass tubes of 
varying diameter and length filled with salt solution. He measured the current by 
noting how strong was the shock he felt, when he completed the circuit with his 
body. Cavendish wrote that the "velocity" (current) varied directly as the "degree 
of electrification" (voltage). As it unfortunately happens he did not communicate 
his results to other scientists at the time, and his results were unknown until 
Maxwell published them in 1879 (Bordeau, 1982). 

Results from such experiments where threefold: first they described effects of the 
electrical current on living tissue, secondly they allowed description of the electric-
al properties of said tissue, and thirdly electricity generated and communicated by 
the tissue were examined. While experiments in the field of electricity where 
transferred to other areas, such as communication of information by means of 
varying electrical signal parameters over the distance, and became much more 
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mathematical and theoretical, experiments determining effects of the electricity on 
human and animal subjects continued as well. At the end of 19th century Arthur E. 
Kennelly (1861-1939) conducted study comparing effects of direct and alternating 
currents (DC, AC) in the context of so-called “battle of the systems” during his 
work in Thomas Alva Edison’s West Orange laboratory (Bush, 1940) (Brittain, 
2006). In his textbook from 1895 written together with Edwin J. Houston (Houston 
& Kennelly, 1895) he states: “A marked difference exists between the physiologi-
cal effects of an alternating and a continuous current. When a continuous current is 
sent through human body, chemical and physiological effects are produced, 
entirely distinct from those which attend the passage of an alternating current under 
similar circumstances. When passing through the vital organs of the body, any 
electric current, whether continuous or alternating, may, if sufficiently powerful, 
cause death. Alternating currents, however, at commercial frequencies and pres-
sures, are much more apt to produce fatal effects on the human body than conti-
nuous currents. In New York State, alternating electric currents are used for the 
execution of criminals, and, when properly employed, produce absolute, instanta-
neous, and painless death”. The later passus is clearly connected with Edison’s war 
against AC currents. Despite of he's contempt for capital punishment it was 
Thomas Alva Edison who invented the electric chair to frighten people away from 
the use of Nikola Tesla's (1856 – 1943) AC system of electricity (Vujić, 2006). The 
public was shocked. Nevertheless Kennelly, since 1893 an independent consultant, 
continues (Houston & Kennelly, 1895) “The experiments of Tesla and others have 
shown that at frequencies and pressures far higher than those employed for 
ordinary commercial purposes, the physiological effects of alternating currents 
become less severe, and that at extraordinarily high frequencies, enormous pres-
sures may be handled with impunity”. It was Nikola Tesla who discovered that 
high voltage current could be made harmless by using alternating current scheme at 
very large frequencies and he predicted that it could be used for medical purposes. 
He also experimented with X-rays from 1894 – 1896, basically before and after the 
Roentgen explained their nature and origin (Vujić, 2006). Work in the same 
direction was continued by Kennelly in 1910, together with E .F. W. Alexanderson 
on the physiological tolerance of human subjects to high-frequency currents up to 
100 kHz The tolerance current was defined as “the limiting currents strength which 
the subject could take through the arms and body without marked discomfort or 
distress” (Brittain, 2006). Similarities can be observed with much earlier works of 
Henry Cavendish. Results are actual even today. Kennelly and Alexanderson 
reported that a man could tolerate a current of about 500 mA at 100 kHz, but only 5 
mA at 60 Hz. Limits of allowable currents are lower today, but their dependence on 
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frequency remains largely the same. Discussion on electrical safety and physiolog-
ical effects can be found in (Webster, 1997). Still interaction with living tissue 
remained underexplored until the middle of twentieth century. Partly because 
living tissue is hard object to work with, partly because it requires simultaneous 
knowledge in many related areas of science, and also of course because the 
available technology was not yet up to the task. For example Alexanderson’s radio-
frequency alternator used in aforementioned experiments was largely mechanical 
heavy equipment. Another difficulty arises from ethical considerations. Gambling 
with animal or even human lives during experiments, such as the ones performed in 
US prisons during executions, not to mention war time crimes, raises many moral 
issues.  

Nevertheless diagnostic value of electrical signals from human body and its 
interaction with electrical stimulus in modern medicine is unquestionable. With 
advancements in technology, theory and gathered experimental knowledge, usage 
of electrical phenomena is increasingly important and realistic in medical practice. 
Information gathered can be used in monitoring of bodily parameters, monitoring 
of the state of the tissue under investigation, and lately also in real time closed loop 
optimization of parameters of electrical aids, such as pacemakers for example. One 
of the most challenging tasks in medicine is evaluation of the condition of the 
human heart. Cardiovascular disease (CVD) is the number one cause of death 
globally: more people die annually from CVDs than from any other cause (WHO, 
2009). Main diagnostic tool has been so far 12-lead electrocardiography (ECG). 
Main problem with ECG is that it gives information regarding electrical triggering 
pulses of the heart and does not directly reflect the actual mechanical pumping 
function. Main mechanical parameters, such as cardiac output, and stroke volume 
are hard to estimate even today. There are invasive methods, which are costly, and 
potentially dangerous. Among them measurement of the oxygen consumption 
based on Fick principle is the best known. In 1870 Adolf Eugen Fick was the first 
to devise a technique for measuring cardiac output. Among the most promising 
modern non invasive methods is ultrasound imaging, but there is another well 
known method impedance cardiography (ICG) pioneered by Kubicek and Patterson 
for NASA in the 1960’s (Patterson, Kubicek, Kinnen, Witsoe, & Noren, 1964) 
(Kubicek, Karnegis, & Patterson, Development and evaluation of an impedance 
cardiac output system, 1966) (Kubicek, Patterson, & Lillehei, Impedance 
cardiography as a non-invasive method to monitor cardiac function and other 
parameters of the cardiovascular system, 1970). That non invasive method is 
theoretically ideal for estimation of cardiac parameters, unfortunately it is also 
remarkably unreliable, and has trouble producing comparable quantitative results. 
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Need for a cheap and noninvasive diagnostic tool nonetheless warrants further 
investigation in this area. 

Current thesis is concerned with practical implementation of an impedance 
cardiograph for clinical tests. General overview is given on various subjects 
associated with the task. Design considerations of the apparatus are discussed, and 
some indications are given for further improvement.  

 

1.2 Analog versus digital realm 
 

When considering scientific experiments one can separate object, interaction with 
object, observation of results, conversion, signal processing, reasoning and often 
some form of feedback. It is generally assumed that digitizing and digital signal 
processing are relatively modern and recent phenomena, and it was preceded by its 
purely analog counterpart. While there is some truth in that, closer examination 
reveals also discrepancies. Considering Henry Cavendish’s (HC) experiment 
leading to discovery of first known form of Ohm’s law it is possible to draw 
following picture (Fig. 1.): 

 

Fig. 1. Flow of the experiment data processing: from object under investigation through sensing, processing and 

converting the data, to documentation of the results. 

Whereas experimenter HC injects current into object HC, sensor HC reads results, 
coverts them, processes data, and draws conclusions. While at first glance such an 
experiment has nothing to do with digital signal processing it is not entirely true. 
First an excitation. Since experiment was done with Leyden jars it is safe to assume 
that the delivered current was more like a short pulse, then long term stabile signal. 
Secondly HC could not perform all the tasks entirely simultaneously. Therefore 

Object Sensor Converter Signal processor  

t1 t2 t3 t4 t5

547 547 57 656 457

857 932 181 34 437



- 5 - 
 

again it is relatively safe to assume that sensing was not continuous in time, but at 
discrete time intervals, likely somewhat synchronous to introduced pain. Next 
sensed signal is probably best described, even if somewhat fuzzily, as quantized. 
For example: not really painful, painful and very painful. And such a discrete, both 
in time and in value, observations and conclusions are later converted back into 
analog domain, by stating aforementioned law. Later experiments replaced 
excitation with more stable sources, starting with Galvani elements, and voltaic 
piles which still exhibited large changes in time, and made experiments difficult to 
repeat. Major breakthrough came probably when Estonian-German physicist 
Thomas Johann Seebeck discovered thermoelectricity in 1821. Only after Seebeck 
published his findings could Georg Simon Ohm use thermocouples in his famous 
experiments (Velmre, 1971), as they provided a more stable voltage source, and 
formulate in 1827 his famous law (Ohm, 1827). Much later sinusoidal generators, 
first electromechanical, followed. Human body was replaced with either man made 
or natural objects, indication of results with Deprez-Carpentier voltmeter or similar 
apparatus. All very analog in nature. Nevertheless, as soon as reading of the results 
happened digitalization took place. Up until the introduction of analog signal 
processing elements, and ultimately analog computers, but at the end there was still 
a human being reading and analyzing the results. So in time human being moved 
right on the picture, but never disappeared entirely, up until very recently when 
digital computers took over, and analog to digital conversion was introduced in 
hardware. With advances in technology such a converter unit started to move 
towards the left end of the picture, or closer to the object under investigation. In 
another words it was never the question whether to use analog or digital sensing 
and signal processing, but at which point, and how exactly should the conversion 
happen: 

 

Fig. 2. Where to convert data from analog to digital domain. 

To confuse matters further one could argue, that in real world every signal, and 
signal processing unit is analog in the nature, or to some extent vice versa digital, if 
quantum physics is involved. In fact both statements are gaining even more field 
when latest chip making technologies are involved, and transistors in digital 
processors are starting to behave erratically. 

Fenomena 
under 

investigation

Measurement 
results

Analog to digital 
conversion ?

?

Signal processing chain
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Still the question regarding where to digitize is very actual even today, when it is 
possible to convert between analog and digital domains at almost arbitrary position 
within signal processing chain. Some of the reasons warranting investigation in that 
area are need for more accurate measurements, conservation of energy, and last but 
not least cost of implementation. Optimization between these parameters is mainly 
empirical. 

1.3 Black box 
 

Before describing exact methods for signal processing, and apparatus it is relevant 
to have reasonable description of the object under investigation, and its parameters. 
It is well known that linear, time invariant (LTI) systems can be completely 
described by their response ℎ(�) to excitation with Dirac delta: 

�(�) = �+∞, � = 0
0,      � ≠ 0 �    (1.1) 

There is third rule the function must follow, i.e. the area should be equal to 1: 

� �(�)�� = 1�
��     (1.2) 

Dirac delta function �(�) is a purely mathematical construct introduced by theoret-
ical physicist Paul Dirac. As such it is impossible to use �(�) directly in real life 
measurements. Fortunately based on the third rule it is possible to create real 
signals, which behave reasonably well. First of all if excitation pulse is relatively 
short compared to time where ℎ(�) ≠ 0, and its area is 1 then it can be viewed as 
sufficiently similar to �(�). Secondly integral of the �(�) is very useful function 
itself: 

�(�) = � �(�)���
��     (1.3) 

This Heaviside step function was introduced by Oliver Heaviside, and is relatively 
easy to create and use, if ambiguity at x=0 is resolved. If for an arbitrary excitation 
x(t) the response y(t) can be calculated as convolution between x(t), and systems 
impulse response h(t), or �(�) = ℎ(�) ∗ �(�), where h(t) is response of the system 
in case of �(�) = �(�), then evolution function of the dynamical system 

� ℎ(�)�� = ℎ(�) ∗ �(�), and form that h(t) can be easily determined. Second way 
to use �(�), is to consider that: 
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�(�) = lim�→�  
� !"#$%(� &⁄ )(   (1.4) 

"#$%(�) = sin(+�) /+�, or normalized "#$% function is often used in modern 
signal processing. 

That very powerful mathematics can be exploited if the system under investigation 
is linear and time invariant. In real life it is never entirely true. In fact it is princi-
pally impossible to measure a system without interacting with it and involuntarily 
changing its parameters due to that fact. All systems exhibit to certain extent 
different behavior depending on the magnitude of the applied stimulus, and 
parameters do change with time. In best case it is called aging and is usually very 
slow process, in worst case fast random fluctuations in parameters appear. Never-
theless LTI systems theory is widely used and with very good results. Only way to 
do it is to have certain knowledge regarding the system under investigation, and 
apply some restrictions while performing measurement. Or in another words model 
of the system should be created, and simplified according to certain rules. First of 
all any non-linear system can be considered as being piecewise linear. If the 
approximately linear region is reasonably narrow introduced errors can be negligi-
ble. Secondly: even if the system under investigation changes its parameters in 
time, it is usually possible to consider reasonably short time intervals, during which 
changes are again negligible. Typical modulations in parameters of biological 
tissues are well within frequency range on some hundred Hz, and therefore if the 
measurement timeframe is shorter then some ms then resulting errors are accepta-
bly small. 

Restrictions and simplifications are in fact essential in any model used by sciences, 
as well as some a priori knowledge regarding the system under investigation. If 
nothing is known about the object, then severe problems arise. First of all trying to 
relate all possible inputs to the system to outputs from the system is theoretically 
impossible, because the set of possible inputs is not countable. Secondly without 
more knowledge then input signals and corresponding output responses, even when 
limiting examination to continuous systems, where output responses are close to 
each other when input signals are, it is generally impossibly difficult task to deduce 
required rule between them. And furthermore things that humans do not expect to 
see remain often unnoticed, automatically filtered out by brain, therefore unknown 
rule may remain undetected even if in plain view. If there is some useful know-
ledge beforehand, then not just the input sequence can be limited, but also the 
model simplified. Perfect model of any object is the object itself, and as such is 
useless for system analysis, or in another words if we have full knowledge about 
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the object, needed for the perfect model, then there is no need to examine it at all. 
Humans do not have an overwhelming knowledge, and therefore object as its own 
model is not just useless, but also impossible. According to Albert Einstein only 
God needs not play dice. From his letter to Max Born: “I, at any rate, am convinced 
that He does not throw dice.” (Born, 1971). Perhaps it is not strange that similar 
concepts as in systems theory are also in use in semiotics. Juri Lotman (Lotman, 
2005) writes that for any meaningful communication between two subjects to take 
place these subjects must be dissimilar, and also similar to certain extent, or in 
another words their language spaces must intersect, but not coincide. Furthermore 
any valuable, non trivial, information exchange can happen only between non 
coinciding subspaces. This brings up unavoidable, actually valuable and enriching, 
errors in translation. Much like Karl Poppers assertment that hypothesis, proposi-
tion, or theory is scientific only if it is falsifiable. Looking for optimal choice of the 
models is directly linked to the understanding that they inevitably introduce errors, 
but also help in avoiding them. At the end any good model is inevitably falsifiable. 

 

1.4 Impedance and admittance 
 

Let’s consider Linear Time Invariant (LTE) system, with sinusoidal excitation i(t), 
impulse response h(t), and output u(t): 

 

 

Fig. 3. LTI with excitation current i(t), and output voltage u(t). 

And equivalent presentation of such a system in frequency domain: 

 

 

Fig. 4. Same LTI as in Fig 3 presented in frequency domain. 

Equation -(�) = #(�) ∗ ℎ(�) in time domain is transformed into .(/) = 0(/) ∙
�(/), where frequency response �(/) = ℱℎ(�), or Fourier transform of the 
impulse response. Obviously it can be rewritten in the form: 

    h(t) #(�) u(t) 

H(ω) 0(/) U(ω) 
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�(/) = 3(4)
5(4) = 6(/)    (1.5) 

That equation for sinusoidal currents was first defined by Oliver Heaviside in July 
1886: electrical impedance or simply impedance, describes a measure of opposition 
to a sinusoidal alternating current. Or in another words impedance impedes current 
flow. 

From modern point of view only small step was missing: usage of the complex 
numbers. Complex numbers were first conceived and defined by the Italian 
mathematician Girolamo Cardano, who may have borrowed some of the concepts 
from Niccolò Fontana Tartaglia, or perhaps because Cardano found them rather 
useless can be largely contributed to Rafael Bombelli’s L'algebra (Bombelli, 1569). 
The term complex number was introduced by Carl Friedrich Gauss nearly two 
centuries later. It is safe to say that, introduced into electrical calculations several 
hundred years after Cardano, complex numbers revolutionized perception of how 
circuits work. In 1893 in his famous paper “Impedance” (Kennelly, 1893) Arthur 
E. Kennelly wrote: “…the working theory of alternating currents can be made as 
simple as working theory of continuous currents” through the use of the impedance 
concept and complex quantities. At the International Electrical Congress in 
Chicago in 1893 Charles Proteus Steinmetz made one of his greatest contributions 
to the Electrical Engineering community, a lecture and presentation describing the 
mathematics of alternating current phenomena and introduced the term phasor for 
his simplified mathematical representation of an electricity waveform (Brittain, 
2006). Discussing Kennelly’s paper Steinmetz cited: “Any circuit whatever, 
consisting of a combination of resistances, non-ferric inductances and capacities, 
carrying harmonically alternating currents, may be treated by the rules of unvary-
ing currents, if the impedances are expressed by complex numbers: 

& + 78 = 9(%:"; + 8"#$;),   (1.6) 

the algebraical operations being then performed according to the laws controlling 
complex quantities.”, and continues: “It is well known that points of a plane can be 
represented by complex quantities in their rectangular representation 

& + 78,     (1.7) 

or their polar representation 

9<=> = 9(%:"; + 8"#$;),   (1.8) 
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And use has been made hereof repeatedly in the mathematical treatment of vector 
quantities. It is, however, the first instance here, so far as I know, that attention is 
drawn by Mr. Kennelly to the correspondence between the electrical term 
“impedance” and the complex numbers. 

The importance hereof lies in the following: The analysis of the complex plane is 
very well worked out, hence by reducing the electrical problems to the analysis of 
complex quantities they are brought within the scope of a known and well 
understood science.” (Kennelly, 1893) 

So instead of rather “complex” functions usage of complex numbers results in 
following equation, where Z is impedance, R resistance, and X reactance: 

Ż = R + jX = ReŻ + jImŻ   (1.9) 

Thus it is possible to divide impedance Z into real and imaginary parts. On the 
complex plane arbitrary Ż can be seen as vector with length │Ż│, and phase angle φ: 

 

Fig. 5. The impedance vector and its real and imaginary parts. 

Where 2 2Re ImZ Z Z= + , and φ = arctan(ImŻ/ReŻ). Let’s consider two simple 

circuits. First series connection of resistor R and capacitor C: 

 
Fig. 6. The simplest RC circuit, a capacitor and a resistor are in series. 

Impedance of the circuit can be expressed as  Ż = R + 1/jωC = R – j 1/ωC. 
When ReŻ = R, and ImŻ = –1/ωC are known at one frequency it is possible to 
 

Re Ż 

 Im Ż 

Im 

φ 

│Ż│ 

0 Re 



 

calculate them, and consequently also impedance 
since impedance values on complex plane draw strait line parallel to imaginary axis 
at the distance of R from it, starting at 
R when / � ∞. Therefore the phase angle is negative. This means that the voltage 
as dependent variable is lagging the current, which is general rule in capacitively 
behaving circuit, since 
tive circuit it is often convenient to mirror image over real axis, and therefore move 
image into first quarter. It is denoted by 
somewhat more complicated when three element circuit is consi

Fig. 7. Three element RC circuit, commonly used to discuss impedance of the tissue

In order to characterize circuit it is not enough anymore to make one measurement 
at single frequency. On 
the series connection of resistor and capacitor with parallel resistor is drawing a 
semicircular line: 

 

 –Im  Ż

X (ωl) 

X (ωh)

 Ż (ω

Fig. 8. the phasor diagram of the 

Instead of impeding one can also discuss that certain objects and substances are 

admitting current. Admittance is therefore an inverse of the i

1/�6N� � EFQN � 8HIQN
Susceptance was first called permittance by Oliver Heaviside who introduced most 
of the terms here at the end of 19
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calculate them, and consequently also impedance  6N  at any arbitrary frequency, 
since impedance values on complex plane draw strait line parallel to imaginary axis 

from it, starting at P8∞ when / � 0 and ending at real axis at 
. Therefore the phase angle is negative. This means that the voltage 

as dependent variable is lagging the current, which is general rule in capacitively 
behaving circuit, since # � O��-/���. When drawing phasor diagram for capac
tive circuit it is often convenient to mirror image over real axis, and therefore move 
image into first quarter. It is denoted by – sign near imaginary axis. Things get 
somewhat more complicated when three element circuit is considered: 

 

Three element RC circuit, commonly used to discuss impedance of the tissue, also as Cole type A circuit

In order to characterize circuit it is not enough anymore to make one measurement 
at single frequency. On phasor diagram frequency dependent impedance vector of 
the series connection of resistor and capacitor with parallel resistor is drawing a 

Φ (ωl)   

 R (ωl)   

 
Re Ż 

Ż  

  

Ż(ω) =  R (ω) + jX (ω)   

)   

Φ (ωh)   

 R (ωh)   

(ωh)   Ż (ωl)  

 

. the phasor diagram of the Fig. 7 Fig. 8circuit at two frequencies, low ωl and high ω

ding one can also discuss that certain objects and substances are 

admitting current. Admittance is therefore an inverse of the impe
N � R � 8S , where G is conductance, and B susceptance. 

Susceptance was first called permittance by Oliver Heaviside who introduced most 
of the terms here at the end of 19th century.  

at any arbitrary frequency, 
since impedance values on complex plane draw strait line parallel to imaginary axis 

and ending at real axis at 
. Therefore the phase angle is negative. This means that the voltage 

as dependent variable is lagging the current, which is general rule in capacitively 
phasor diagram for capaci-

tive circuit it is often convenient to mirror image over real axis, and therefore move 
sign near imaginary axis. Things get 

, also as Cole type A circuit. 

In order to characterize circuit it is not enough anymore to make one measurement 
phasor diagram frequency dependent impedance vector of 

the series connection of resistor and capacitor with parallel resistor is drawing a 

and high ωh . 

ding one can also discuss that certain objects and substances are 

pedance QN �
susceptance. 

Susceptance was first called permittance by Oliver Heaviside who introduced most 
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1.5 Dielectrics 
 

Objects can be roughly characterized as conductors, insulators, or semiconductors 
according to their electrical properties. A dielectric, a material that can be pene-
trated by electric field, is traditionally an insulator. Arthur Robert von Hippel (1898 
– 2003), one of the pioneers in the study of dielectrics, ferromagnetic and ferroe-
lectric materials, writes in (von Hippel, 1988): “The present great debate on the 
structure of water and its changes with temperature, pressure, and solutes has 
produced a bewildering variety of models, all more or less supported by the same 
thermodynamic, spectroscopic, conduction, and diffraction data.” Among great 
names involved in study of polar dielectrics is certainly Peter Debye (1884-1966), 
teacher of von Hippel who formulated following relaxation equation: 

TN�/� � T� � �T� P T��/(1 + 8/U�)   (1.10) 

Where TN(/) is complex permittivity of a medium, T� is permittivity at very high 
frequency, T� is static permittivity at very low frequency, and U� is the time 
constant of the relaxation process. Under linear conditions and for the same 
material, admittance Y, impedance Z and permittivity ε all contain the same 
information, differently presented, and are based on Maxwell equations. Maxwell 
equations are extremely robust and valid also for non-linear, non-homogenous and 
anisotropic systems. James Clerk Maxwell (1831 –1879) himself used the concept 
of quaternions displaced later by vector analysis, for which Heaviside can be 
largely credited. It was also Heaviside who compacted the equations to well known 
modern form. In part III of "A dynamical theory of the electromagnetic field", 
which is entitled "General equations of the electromagnetic field", Maxwell 
formulated twenty equations, which were in 1884 by Heaviside replaced by a set of 
four simplified equations, known today as Maxwell’s equations. Rewriting of 
Debye’s relaxation equation in more familiar impedance based form results in 
following: 

6N = A� +  
VWXVW=4Y    (1.11) 

Where U = O/RZ. Resulting Debye circuit with ideal components (Martinsen & 

Grimnes, 2005) can be seen in Fig. 9: 



 

Fig. 9. Three element RC 

In his 1928 paper (Cole, Electric Impedance of Suspensions of Spheres, 1928)
Kenneth Stewart Cole (1900 
(1887 –1970) “certain types of two terminal networks … can be made equivalent 
both in impedance and in phase angle for all frequencies. As a result of this such 
circuits containing any number of resistances and a capacity, can be made equiv
lent to either one of tw
tion, and magnitude of the elements of such a circuit cannot be determined solely 
by electrical measurements made at the terminals, and that the number of circuits 
which can be made to fit a given se
patience…”. In fact Debye circuit in 
in another words: circular line is drawn on the complex plane, with center at the 
real axis. That brings up more general problem. From that point it is obvious, that 
internal structure of the object under investigation cannot be guessed purely by 
measurements, but requires deeper knowledge regarding object, and its behavior. 
And battle for adequate equivalent schematics of the tissue goes on even today. It 
is hard task to draw 
measurement results, and also has a valid physical meaning. 
Debye theory, which was originally developed for polar gases and dilute solutions 
of polar liquids, was that “there is a con
to indicate that equations … are not correct description of the observed frequency 
dependence of such processes”
Dielectrics, 1941). Solution 
their famous paper, was

TN�
The effect of parameter 
shifted from the real axis, resulting in fact in flatter line. Constant phase element 
(CPE) was introduced instead of an ideal capacitor in Debye’s model. And as they 
write “The remarkable fact is that the experimental results are so generally e
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. Three element RC circuit according to Debye model, also as Cole type B circuit

(Cole, Electric Impedance of Suspensions of Spheres, 1928)
Kenneth Stewart Cole (1900 – 1984) argues that according to Otto Julius Zobel 

70) “certain types of two terminal networks … can be made equivalent 
both in impedance and in phase angle for all frequencies. As a result of this such 
circuits containing any number of resistances and a capacity, can be made equiv
lent to either one of two simple circuits” Cole continues, that “the number, loc
tion, and magnitude of the elements of such a circuit cannot be determined solely 
by electrical measurements made at the terminals, and that the number of circuits 
which can be made to fit a given set of data is probably limited only by the 
patience…”. In fact Debye circuit in Fig. 9 behaves exactly as circuit in 
in another words: circular line is drawn on the complex plane, with center at the 

up more general problem. From that point it is obvious, that 
structure of the object under investigation cannot be guessed purely by 

measurements, but requires deeper knowledge regarding object, and its behavior. 
And battle for adequate equivalent schematics of the tissue goes on even today. It 
is hard task to draw a picture, which both behaves adequately, according to 
measurement results, and also has a valid physical meaning. The problem with 
Debye theory, which was originally developed for polar gases and dilute solutions 
of polar liquids, was that “there is a considerable amount of experimental evidence 
to indicate that equations … are not correct description of the observed frequency 
dependence of such processes” (Cole & Cole, Dispersion and Absorption in 

. Solution proposed by Kenneth S. Cole, and Robert
, was an introduction of a parameter α: 

N�/� � T� � �T� P T��/�1 � 8/U�� �[  

The effect of parameter α is that center of the circular line in phasor diagram is 
axis, resulting in fact in flatter line. Constant phase element 

(CPE) was introduced instead of an ideal capacitor in Debye’s model. And as they 
write “The remarkable fact is that the experimental results are so generally e

according to Debye model, also as Cole type B circuit. 

(Cole, Electric Impedance of Suspensions of Spheres, 1928) 
1984) argues that according to Otto Julius Zobel 

70) “certain types of two terminal networks … can be made equivalent 
both in impedance and in phase angle for all frequencies. As a result of this such 
circuits containing any number of resistances and a capacity, can be made equiva-

o simple circuits” Cole continues, that “the number, loca-
tion, and magnitude of the elements of such a circuit cannot be determined solely 
by electrical measurements made at the terminals, and that the number of circuits 

t of data is probably limited only by the 
behaves exactly as circuit in Fig. 7, or 

in another words: circular line is drawn on the complex plane, with center at the 
up more general problem. From that point it is obvious, that 

structure of the object under investigation cannot be guessed purely by 
measurements, but requires deeper knowledge regarding object, and its behavior. 
And battle for adequate equivalent schematics of the tissue goes on even today. It 

a picture, which both behaves adequately, according to 
The problem with 

Debye theory, which was originally developed for polar gases and dilute solutions 
siderable amount of experimental evidence 

to indicate that equations … are not correct description of the observed frequency 
(Cole & Cole, Dispersion and Absorption in 

proposed by Kenneth S. Cole, and Robert H. Cole in 

 (1.12) 

 is that center of the circular line in phasor diagram is 
axis, resulting in fact in flatter line. Constant phase element 

(CPE) was introduced instead of an ideal capacitor in Debye’s model. And as they 
write “The remarkable fact is that the experimental results are so generally ex-
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pressed by an empirical formula involving a single new constant α”. Unfortunately 
it has been probably one of the most controversial equations. Stress should be on 
words empirical and experimental. Many works are concerned with the meaning of 
α, and resulting equivalent circuits. An interesting criticism and alternative to Cole-
Cole model is proposed in recent paper by Grimnes and Martinsen (Martinsen & 
Grimnes, 2005). Nevertheless in the frames of the current work it is important to 
note that within certain frequency limits ωl and ωh Debye’s ideal model is behaving 
very similarly to more complex representations. The three-element equivalent is 
roughly valid over few decades: 

 

Φ1 (ωl)    
Re Ż 

 –Im  Ż  

Φ1 (ωh)  

 Ż1 (ωh)  Ż1 (ωl)  

 

Fig. 10. the phasor diagram of the real impedance (dotted line) compared to simplified ideal model of Debye. 

 

1.6 Impedance of the tissue 
 

First explanation how the cellular structure of biological material can be connected 
with equivalent circuits can be contributed to Hugo Fricke and Sterne Morse 
(Fricke, 1925). As Kenneth Cole explains (Cole, Electric Impedance of 
Suspensions of Spheres, 1928) “their measurements of the resistance and capacity 
of suspensions of red blood cells at various frequencies could accurately fitted to a 
circuit of type A (Fig. 7), where they thought of R2 as due to the suspending 
medium, R1 to interiors of the corpuscles, and C to the capacities at their surfaces”. 
Drawing wider picture Herman P. Schwan says (Schwan, 1999) “Fricke, Cole and 
Curtis laid the basis of our understanding of the β-dispersion. They did this by 
applying the relevant Maxwell equations to cell suspensions surrounded by 
membranes”. 
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Fig. 11. Derivation of the impedance of the typical cellular tissue sample, where ri is an intracellular resistance, re 

is an extracellular resistance, and Cc is capacitance between cellular membranes (Min, Parve, Ronk, Annus, & 

Paavle, Synchronous Sampling and Demodulation in an Instrument for Multifrequency Bioimpedance 

Measurement, 2007). 

Schwan himself laid the foundations for understanding of an α-dispersion, and γ-
dispersion. Motivation behind existence of several distinct dispersions is based on a 
fact that different mechanisms are behind the behavior of biological material 
impedance at vastly different frequencies. Appearing between frequencies from 
mHz to roughly some hundred Hz an α-dispersion being probably the most 
controversial, and needing further research and elaboration. As explained by 
Grimnes and Martinsen (Grimnes & Martinsen, Bioimpedance and Bioelectricity 
Basics, 2008) it is mostly due to counterion effects (perpendicular or lateral) near 
the membrane surfaces, active cell membrane effects and gated channels, intracel-
lular structures (e.g. sarcotubular system.), ionic diffusion, and dielectric losses (at 
lower frequencies the lower the conductivity). Maxwell–Wagner effects appearing 
in β-dispersion deal with processes at the interfaces between different dielectrics. If 
Fricke’s model is extended towards increasing frequency smaller and smaller 
entities have their impact on the distribution from passive cell membrane capacit-
ance, to intracellular organelle membranes, and protein molecule response. Whole 
β-dispersion can be observed from kilohertz to ca 100 MHz, and as explained is 
tightly related cellular and sub cellular structure of the biological materials. Lastly 
γ-dispersion from 100 MHz to 100 GHz is mostly due to dipolar mechanisms in 
polar media such as water, salts and proteins. 
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Fig. 12. Classical picture illustrating α, β, and γ dispersions of inphase conductivity and permittivity, as clearly 

separated Cole–Cole-like systems. Permittivity in biological materials typically diminishing with increasing 

frequency (Grimnes & Martinsen, Bioimpedance and Bioelectricity Basics, 2008), 

In spite of the long study of electrical properties of the biological materials Schwan 
while describing advanced methods for measurement still makes an important 
statement (Schwan, 1999): “The problem with most of these techniques is the 
complexity of the human body and its distribution of tissues of varying conductivi-
ty and permittivity, anisotropic properties at that. Even with sophisticated numeri-
cal techniques, it is almost impossible to do justice to this situation. The impedance 
signals received depend critically on this complex arrangement and simple models 
will not suffice”. In any case impedance of the human tissue varies largely both in 
frequency, and also depending which tissue and how is measured. Some indica-
tions for expected parameters can be found in literature, like (Gabriel, Lau, & 
Gabriel, 1996). Electrical impedance Ż of biological objects or electrical bio-
impedance (EBI) is measured with the aim to get information about the biological 
processes taking place inside the living organism. From the general point of view 
of the measurement, there is no significant difference between the EBI and other 
impedances, like the impedance of chemical cells, etc. But as biological objects are 
structurally complicated, the bioimpedance has also complicated equivalent circuit. 
Situation is further complicated by the fact, that it is possible to measure directly 
only the active and reactive components R and X of the complex impedance (or G 
and B of the complex admittance), which are mutually in quadrature. To be used 
for mathematical conversions R and X must be measured with required accuracy. 
For test purposes equivalent schematics was constructed to mimic heart muscle 
behavior in frequency range from 100 Hz to 10 MHz. Complexity and frequency 
characteristics can be observed on Fig. 13: 
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Fig. 13. Test circuit for modeling and testing heart muscle tissue impedance measurement solutions. 

Reasons causing specifics in the means for EBI measurement come from the fact, 
that in medical devices for specific applications different biological processes are 
of interest. So also the demands to the measurement process and to the results of 
this process can differ significantly. Considering heart tissue in frequency range 
from kilohertz to megahertz, results are expected to be less than 1000 ohm. 
Simulation results of the heart tissue impedance are shown on Fig. 14 (Gordon, 
2007). 
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Fig. 14. Cross-section of the first frame of 3D dynamic model. Numbers 1-12 represent electrodes in the 

simulation inside heart. Electrodes 1 and 4 are used for excitation. Impedance variation is shown for electrodes 

1, 2 and 3 in reference to electrode 4 (Gordon, 2007). 

There is another factor which is rarely mentioned in connection with impedance of 
biological objects, but nevertheless affects measurement results – temperature. Any 
and all materials and substances change their electrical parameters as a function of 
temperature, and even though subject under investigation is ultimately a human, 
and therefore homoeothermic, keeping more or less stabile temperature, tempera-
ture still varies, and will influence measurement results. Even more when patient in 
unhealthy state is investigated. It warrants simultaneous temperature measurements 
in order to make comparison between different tests. 

 

1.7 Measurement of EBI, basic considerations 
 

Let’s start with object under investigation, and connections to it. Simplest way to 
make the measurements is on Fig. 15: 
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Fig. 15. Basics of the bioimpedance measurement: current injected, and voltage at the terminals is measured. 

Unfortunately it is rather useless for practical measurements. In addition to 
problems mentioned above there are additional difficulties to be dealt with. First of 
all connections to the object. In case of biological tissue connection is achieved 
with electrodes. Even without considering electrode construction in detail it is 
apparent that they have their own contribution to measured impedance, further 
complicated by the complex interface between electrode and the object. Not 
surprisingly a typical linear equivalent circuit for electrode on skin surface is Cole 
type B circuit (Fig. 9) (Northrop, 2004). To certain extent their impact can be 
minimized with method traditionally contributed to William Thomson, better 
known as Lord Kelvin (1824 –1907). While Kelvin bridge, invented the in 1861 to 
measure very low resistances, was certainly an important step, first true tetrapolar 
(Fig. 16) measurements of electrolytic resistivity were probably conducted by 
Jonas Ferdinand Gabriel Lippmann in 1873 (Geddes, 1996). Friedrich Wilhelm 
Georg Kohlrausch should also be credited for his contribution in the area of 
precision measurements of electrolytes (Geddes, 1996). 

 

Fig. 16. Measurement of the bioimpedance with Kelvin type electrodes. 

If current source can be considered near ideal (9\]^_`a ≫  6N), and if voltage 
response is picked up by an ideal voltmeter (6cd ≈ ∞), then electrode impedances 
will have negligible effect on measured result. Let’s examine four lead measure-
ment configurations in more detail (Fig. 17): 
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Fig. 17. Impedance measurement setup with unwanted parasitic

Current source I has its internal impedance, which even if high in good design, is 
certainly not absent, and furthermore 
source ZS1 and ZS2 are equal, and very high relative to impedance of the biological 
object under examination Z
symmetrical to output leads. Ideally floating current source should be used, but it is 
technically very challenging. Next impedances of the leads Z
are connected in series with current source, which inevitably reduce the maximum 
output swing of the real source, and if not carefully planned could also have 
considerable effect on the magnitude and phase of the output current. Biological 
object Zbio adds to possible error sources several parasitic impedances Z
depend on the electrode placement, construction, and ultimately on an object 
composition itself. Current injected into complex and usually anisotropic biological 
object will have, besides intend
current paths which could render results useless, or at least very difficult to 
interpret, if not considered very carefully. Impedances of the voltage pickup 
electrodes ZE, and leads Z
measurement unit ZIN will further distort measurement results.

Separate ring of problems is formed by ground connections, and associated 
connecting impedances Z
appearing in case of asymmetries, partly because outside environment will inevit
bly inject into measurement setup noise, and disturbances. In symmetrical circuit
sources of outside signals between separate grounds will add common mode 
voltage which can be reduced with well designed circuitry, but certainly not 
eliminated, if however circuit is not symmetrical signals became differential, and 
will pass through to t
measured results due to non
to note that, while all these sources of errors can be considered, and their effects 
reasonably minimized, they w
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Impedance measurement setup with unwanted parasitics shown. 

has its internal impedance, which even if high in good design, is 
certainly not absent, and furthermore it is frequency dependent. In good current 

are equal, and very high relative to impedance of the biological 
object under examination Zbio , and current sources ground connection is at least 
symmetrical to output leads. Ideally floating current source should be used, but it is 
technically very challenging. Next impedances of the leads ZC, and electrodes Z

nnected in series with current source, which inevitably reduce the maximum 
output swing of the real source, and if not carefully planned could also have 
considerable effect on the magnitude and phase of the output current. Biological 

ssible error sources several parasitic impedances Z
depend on the electrode placement, construction, and ultimately on an object 
composition itself. Current injected into complex and usually anisotropic biological 
object will have, besides intended current path through part of interest Z, several 
current paths which could render results useless, or at least very difficult to 
interpret, if not considered very carefully. Impedances of the voltage pickup 

, and leads ZC, in conjunction with input impedance of the voltage 
will further distort measurement results. 

Separate ring of problems is formed by ground connections, and associated 
connecting impedances ZG. Partly because of the possible common mode voltages 

ng in case of asymmetries, partly because outside environment will inevit
bly inject into measurement setup noise, and disturbances. In symmetrical circuit
sources of outside signals between separate grounds will add common mode 
voltage which can be reduced with well designed circuitry, but certainly not 
eliminated, if however circuit is not symmetrical signals became differential, and 
will pass through to the signal processing unit, possibly making havoc in the 
measured results due to non-idealities of the signal processing chain. It is important 

while all these sources of errors can be considered, and their effects 
reasonably minimized, they will be inherently present in any measurement setup. 

 

has its internal impedance, which even if high in good design, is 
is frequency dependent. In good current 

are equal, and very high relative to impedance of the biological 
, and current sources ground connection is at least 

symmetrical to output leads. Ideally floating current source should be used, but it is 
, and electrodes ZE 

nnected in series with current source, which inevitably reduce the maximum 
output swing of the real source, and if not carefully planned could also have 
considerable effect on the magnitude and phase of the output current. Biological 

ssible error sources several parasitic impedances ZP. They do 
depend on the electrode placement, construction, and ultimately on an object 
composition itself. Current injected into complex and usually anisotropic biological 

ed current path through part of interest Z, several 
current paths which could render results useless, or at least very difficult to 
interpret, if not considered very carefully. Impedances of the voltage pickup 

th input impedance of the voltage 

Separate ring of problems is formed by ground connections, and associated 
. Partly because of the possible common mode voltages 

ng in case of asymmetries, partly because outside environment will inevita-
bly inject into measurement setup noise, and disturbances. In symmetrical circuit, 
sources of outside signals between separate grounds will add common mode 
voltage which can be reduced with well designed circuitry, but certainly not 
eliminated, if however circuit is not symmetrical signals became differential, and 

he signal processing unit, possibly making havoc in the 
idealities of the signal processing chain. It is important 

while all these sources of errors can be considered, and their effects 
ill be inherently present in any measurement setup. 
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Using four lead or Kelvin type tetrapolar connection to object does not eliminate 
impedance of the leads, impedance of the connecting electrodes, and problems 
related to the complexity of the biological materials, it will only reduce error 
contribution of these factors if carefully planned. There are many good sources 
discussing these effects such as (Grimnes & Martinsen, Sources of Error in 
Tetrapolar Impedance Measurements on Biomaterials and Other Ionic Conductors, 
2006). Therefore achievement of high accuracy, and most importantly repeatabili-
ty, of impedance measurements is very hard if not impossible task to handle in 
wide frequency band. Fortunately long term average of Z, or base impedance is 
rarely interesting in itself. Instead relative variations in Z have often a diagnostic 
value, either shorter time modulations or longer term wander. 
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Fig. 18. Time varying impedance and its phasor diagram. 

These variations in Z can be contributed to many sources in living tissue, such as 
mechanical movements in body parts, including, but not limited to, heartbeat, 
blood flow, breathing, and movement of limbs. Secondly slower variations in tissue 
should be considered. It can happen because of very long processes, like aging, but 
also due to various abnormalities in operation, like appearance of tumors, blockage 
of blood flow, or ultimately because of disintegration of the cellular structure of the 
biological material.  
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Fig. 19. Typical picture of biomodulation of the impedance, mostly cased by breathing, and heartbeat. 

If heart tissue is considered then two main contributors to changes in EBI are heart 
beating, and breathing. In connection with measurements it is important to note that 
separation of these two processes by signal processing is not an easy task. If an 
healthy subject’s heartbeat is usually faster than breathing, then when examining 
pathologies they can have overlapping frequency spectra, and in severe cases 
breathing can be even faster than heartbeat. Several techniques are proposed to 
tackle the problem. One of the most promising is usage of the adaptive shape 
locked filtering of these two highly varying signals (Krivoshei, 2009). Formation 
of the resulting waveform, and resulting current paths in case of impedance 
measurements for aiding pacing process can be seen in simplified image Fig. 19, 
and Fig. 20. 

Fig. 20. Path of the current through lungs and heart for bioimpedance measurement (Min, et al., 2007). 

One of the biggest challenges warranting intracardiac impedance measurements is 
estimation of the hearts stroke volume. It is typically multielectrode invasive 
measurement. Electrode placement inside the heart can be seen schematically in 
Fig. 21. 
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Fig. 21. Electrode placement for measurement of the intracardiac impedance (Min, et al., 2007). 

Conducting invasive measurements inside heart is challenging task. Due to 
intricate nature of heart tissue it is generally not enough to use one set of elec-
trodes, and one measurement channel. In certain cases as many as 16 electrodes are 
used, and furthermore impedances between arbitrary sets from these 16 electrodes 
are measured in order to get eligible picture of the underlying biological processes. 
Task is further complicated by fact that measurement itself should not interfere 
with the normal heart operation in any way. Allowed current levels should be kept 
at very low safe levels. Typically some microamperes, depending on measurement 
frequency. In case of pacing aids severe energy constraints should be considered as 
well. Fortunately the last problem is not so important if impedance is measured 
during open chest surgery, where outside apparatus can be used. Nevertheless 
security and dependability requirements for such an apparatus are very high. 

 

1.8 Voltage pickup basics 
 

Simplified measurement setup from Fig. 16 is considered again, and additional 
components are added for further discussion Fig. 22. Current is transmitted through 
the tissue, it seeks path of least resistance, developed response voltage is measured, 
and impedance to this current is estimated. Voltage response from voltage pickup 
electrodes is first conditioned by amplifier G. In order to minimize adverse effects 
from the surrounding environment it is strongly preferred to use instrumentation 
amplifier with fully differential high impedance input. It is familiar from other 
bioelectricity measurement systems, such as ECG measurement, but similarity is 
only apparent. Usual frequency range for ECG measurement is well below 1kHz. 
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Fig. 22. Measurement of the bioimpedance with Kelvin type electrodes, and with synchronous signal processing. 

In case of EBI measurement, that range is typically extended to several hundred 
kilohertz, and preferably even further, up to some megahertz. There are no off the 
self instrumentation amplifiers available for such a wide frequency range. Further, 
since the input signal is typically very low, in micro- and millivolt range, noise 
parameters of such an amplifier should be exemplary. In order to comply with 
possibly large disturbances at the input it should be able to work linearly also when 
common mode signals in volt range are present at the input. While high common 
mode rejection ratio (CMRR) is relatively easy to achieve at lower frequencies, 
problems became apparent in kilohertz, and megahertz frequencies. Design of such 
an amplifier is not a trivial task, but it is entirely possible to achieve good results. 

Bigger problems become apparent when multielectrode configuration with arbi-
trary electrode selection is considered. It is not possible to introduce switching 
matrix between electrodes and voltage pickup amplifier, except when switching is 
done manually, which is not an option for fully automatic modern device. In 
modern electronics fast and reliable switching is achieved with CMOS switching 
elements. Unfortunately they do introduce several parasitic elements into mea-
surement path. Most notably inherent capacitance, which from one side prevents 
ideal decoupling between switch sides, when switch is disengaged, and also 
reduces higher frequency components, by forming RC low pass filter. It is apparent 
that when very high input impedance of the amplifier is considered, then parallel 
capacitance destroys it immediately. On the other hand, if the switch is behind 
amplifier, where low impedance coupling to the switch can be achieved, differen-
tial configuration of the input stage is almost impossible. One compromise is to use 
low noise, highly linear voltage followers at the first stage, and fully differential 
channel after the switch matrix. 
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In order to achieve best signal to noise ratio (SNR) maximum amplification should 
generally be at the beginning of the signal path. At the same time wide range of 
input voltages should be considered, and therefore some gain control should be 
applied. In case of 16 electrodes, it means that 16 gain controlled wideband, low 
noise amplifiers should be used, which is not very economical, and also affects 
energy consumption of the system. Even bigger problem is that these amplifiers 
would amplify both the differential signal of interest, and possibly much stronger 
common mode signal. Therefore amplification should be limited to comply with 
larger signal, in order to stay within linear range. 

These controversial requirements dictate that amplification at the first stage should 
be kept minimal even if it is not favorable when SNR is considered, and main 
contribution to gain will come after switching matrix in fully differential channel. 

 

1.9 Aspects of the signal processing 
 

After preliminary conditioning, impedance conversion, switching, and amplifica-
tion, signals are introduced into processing engine. If the current waveform is taken 
for reference, and therefore the phase angle  ;I = 0, then calculations are very 

simple 6N = gN 0N⁄ = A<(gN /0N) + 80C(gN /0)N . It gets even simpler if I is normalized, 
and division with 1 can be omitted. Impedance can be measured in two ways, either 
by detecting its magnitude and finding voltage phase angle with current, or by 
measuring directly Re and Im parts of response voltage, by finding correlation 
coefficients with reference sinusoid, and reference cosinusoid 90 degrees apart. It 
can be easily achieved by multiplying response with inphase, and quadrature 
sinusoids to excitation signal, and by low pass filtering (LPF) the result. If response 
signal with amplitude A, and phase angle ;^ is considered, and reference signal 
amplitude is unity, then from elementary trigonometry for Re channel: 

h sin(/� + ;^) ∗ sin(/�) = i
B ∗ cos(;^) − i

B ∗ cos(2/� + ;^)  (1.13) 

And after ideal LPF double frequency component is completely removed and DC 
result will be h/2 ∗ cos (;^), and consequently for the Im channel result will be 
h/2 ∗ sin(;^).  

In real world things are more complicated than that. Since the excitation signal 
passes through various schematic components and impedances, the reference phase 
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angle is not 0 degrees anymore. So first of all certain frequency and setup depen-
dent correction ∆; ≠ 0 should be introduced and used during calculations. It can 
be roughly estimated by analysis, but better yet it can be measured during calibra-
tion phase, when know Z, usually suitable R, is placed into circuit. With same 
calibration procedure also an inherent amplitude error can be corrected. It is 
important to bear in mind that these corrections are frequency dependent, and 
should be calculated for all frequencies of importance separately. 

One of the questions needing an answer during design phase is placement of an 
analog to digital converter (ADC) within signal processing chain. If ideal or 
arbitrarily good components could be used then placement of the ADC is arbitrary, 
when considering real components restrictions apply. Let’s start first with analog 
synchronous demodulation, following analog low pass filtering, and then conver-
sion into digital domain following outputs R and X on Fig. 22. Usually biomodula-
tion of the impedance signal can be in the range from 0,1%, or even lower, when 
noninvasive measurements are considered on the surface of the object, to some tens 
of percent from whole signal if invasive local measurements are considered, such 
as measurement of the heart functions during open chest surgery. Frequency range 
of these modulations is well below some hundred hertz, and therefore sampling 
frequency of let’s say 1kHz is fully satisfactory in a view of Nyquist–Shannon 
criterion, and even with modest filtering. There is ample of good quality AD 
converters from many different manufacturers at this relatively low frequency. 24 
bit low distortion converters will allow measurement of 0,1% modulation, even if 
some dynamic margin is left, with 10-12 bit resolution, which is usually more than 
enough. Low frequency low pass analog filtering before converter will also 
considerably reduce disturbances from surrounding environment. There are still 
some drawbacks. One of which is that correct analog multiplication is difficult task 
to handle. Real multipliers have linearity problems, and their accuracy is not 
sufficiently good. Therefore multiplication of two sinusoids is often replaced with 
multiplication of the response sinusoid with square wave signals. It can be easily 
accomplished with CMOS switches, and with very good results. Problem with such 
a multiplier is in the frequency composition of the square wave signal. Such a 
multiplier is sensitive not only to the fundamental harmonic, but also to higher 
harmonics, and allows also noise leakage into result. So very clean sine wave 
excitation signal should be used, and non-linearity of the object under investigation 
should not cause significant higher harmonics in the response signal. Biggest 
problem however comes from different angle. In case multichannel measurement 
of the impedance is needed, like with multiple electrodes in living heart, amount of 
analog multipliers needed is multiplied by channel number. If at the same time 
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simultaneous measurement at several different frequencies is required, amount of 
multipliers needed is further increased (Fig. 23. Multifrequency analyzer with 
massively parallel synchronous demodulator circuits.. If four channel measurement 
at eight different frequencies simultaneously is performed, then required amount of 
multipliers is 4*8*2=64 (two multipliers for each channel and at each frequency for 
Im and Re values), which is at least not trivial anymore. Added to that also low 
pass filters are required for each channel, and not surprisingly separate AD 
converters, or multiplexing of the inputs to converter. 

 

Fig. 23. Multifrequency analyzer with massively parallel synchronous demodulator circuits. 

While space, unwanted leakage of the signals between different parts and energy 
consuming in analog domain is critical in many designs, multiplication, and 
filtering in digital domain is just a question of computing power, cleverness of the 
signal processing methods and algorithms and only to lesser extent also power 
consumption. More importantly digital signal processing is relatively easily 
scalable. By moving digitalization of the signal towards the beginning of the signal 
processing channel new problems emerge. Lets first consider speed issues. Digita-
lization at 1 kHz is rather trivial task with modern component base. When millions, 
or even billions, of samples per second are required, then digitalization becomes 
considerably more problematic. While digitizers exist at gigasample per second 
speeds, they are far from the precision of their lower frequency counterparts, and 
resolution is usually limited with 8 bits. Added to the problem of the reduction of 
precision and resolution is the need to digitize also the so called carrier signal. Not 
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the near DC result of multiplication, as it is with analog multipliers followed by the 
low pass filters, but the full response sinusoid will appear at the input of the 
converter. Further all the possible disturbances from surrounding environment will 
add to the problem, and reduce available dynamic range. Impact of the carrier can 
be minimized by the usage of so called compensation method. Practical work in 
that area (Annus, Lamp, Min, & Paavle, 2005) has shown that 6-8 bit improvement 
can be achieved, by subtracting carrier from the response signal. Method requires 
knowledge of the amplitude and phase of the response signal. 

An interesting digitalization option is so called synchronous sampling (Pallas 
Areny & Webster, 1993) . It is possible to adjust sampling positions according to 
the known excitation signal. If samples are taken from the points where excitation 
signal has zero and maximum values, real and imaginary parts of the response 
signal can be calculated by simple addition and subtraction of the relevant samples. 
In addition the additive component can be found with similar mathematics, which 
may be beneficial for simultaneous ECG/ ICG measurement (Min, Parve, Ronk, 
Annus, & Paavle, Synchronous Sampling and Demodulation in an Instrument for 
Multifrequency Bioimpedance Measurement, 2007). 

 

Fig. 24. Measurement of the bioimpedance with digital synchronous undersampling and signal processing. 

Restrictions posed by fundamental Nyquist–Shannon limit (Jerri, 1977) can be 
reduced with synchronous undersampling (Fig. 24) and careful choice of excitation 
frequencies (Min, Land, Märtens, Parve, & Ronk, 2004), and further by applying 
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more complicated digital alias free signal processing (DASP) (Bilinskis, 2007) 
methods. However there is another fundamental limit. Signal to noise ratio achiev-
able after digitizing depends, among other things, on number of samples available. 

It can be roughly estimated that SNR will improve with √$, where n is number of 
available samples for calculation. 

 

1.10 Impact of noise and disturbances 
 

While conducting real impedance, or in broader view in fact any measurements 
unwanted side effects do occur. Some of them are caused by very fundamental 
physical effects, some of them sneakily leak in unavoidably from surrounding 
environment, and some are just plainly caused by non ideal apparatus and methods. 
There is something common in all of these: their impact can be minimized accord-
ing to some criterion, but it is not possible to completely avoid errors caused by 
unwanted side effects. Johnson–Nyquist noise, or thermal noise, is generated by the 
random thermal agitation of the charge carriers inside any electrical conductor at 
equilibrium, and it happens regardless of any applied voltage. Thermal noise is 
approximately white, meaning that the power spectral density is nearly equal 
throughout the frequency spectrum. Additionally, the amplitude of the signal has 
very nearly a Gaussian probability density function. It was first measured by John 
Bertrand Johnson at Bell Labs in 1928 (Johnson J. B., 1928), and later explained in 
detail by Harry Theodor Nyquist (Nyquist, 1928), Johnsons coworker at the time. 
Thermal noise is distinct from shot noise, which consists of additional current 
fluctuations that occur when a voltage is applied and a macroscopic current starts 
to flow. For the general case, the above definition applies to charge carriers in any 
type of conducting medium, like ions in an electrolyte, not just resistors, however it 
is usually modeled as a voltage source representing the noise of the non-ideal 
resistor in series with an ideal noise free resistor, in a way known today as Théve-
nin equivalent circuit. 

In reality such a circuit was first derived by Hermann von Helmholtz in his 1853 
paper and its application was illustrated. Thirty years later Léon Charles Thévenin 
working for France’s Postes et Télégraphes, published the same result (Johnson D. 
H., 2001) apparently unaware of Helmholtz’s work. In the context of this thesis it 
is interesting to note that in 1853 Helmholtz, while being an associate professor of 
physiology at Königsburg, published in Poggendorf’s Annalen a paper “Some laws 
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concerning the distribution of electric currents in conductors with applications to 
experiments on animal electricity.” It was based on his note published year before. 
In this paper, Helmholtz described how locations of electromotive force generators 
can be determined form measurements of currents and voltages in muscle tissue. 
He described how the recent works of Kirchhoff, Gauss, Ohm and others can help 
to determine how the “animal electricity” flows.  

For practical measurement tasks is useful to write equation describing root mean 
square (RMS) value of the voltage generated by Thévenin noise source: 

nd � @4pqrAΔt    (1.14) 

Where pq is Boltzmann's constant in joules per Kelvin, T is the resistor's absolute 
temperature in degrees of Kelvin, R is the resistor value in ohms (Ω), and Δt is the 
bandwidth in hertz over which the noise is measured. The noise source can also be 
modeled by a current source in parallel with the resistor, called the Norton equiva-
lent circuit. As it was with Thévenin’s equivalent there is certain amount of 
controversy involved in who actually described it first. Hause-Siemens researcher 
Hans Ferdinand Mayer published in November 1926 an article "On the equivalent-
circuit scheme of the amplifier tube.”, in which he describes the transformation 
between Thévenin and an equivalent current source based circuit. At the same 
month Edward Lawry Norton, an accomplished Bell Labs engineer wrote internal 
technical report at Bell Labs called “Design of Finite Networks for Uniform 
Frequency Characteristic”, where a short paragraph describing the current-source 
equivalent appears (Johnson D. H., 2001). 

The RMS value of the noise current of the Norton equivalent circuit based noise 
generator can be simply written as: 

ud � vwxyz{|
}      (1.15) 

Thermal noise in an RC integrating circuit is referred to as kTC noise, and has an 
unusually simple expression, as the value of the resistance drops out of the equa-
tion. This is because higher R contributes to more filtering as well as to more noise. 
The noise is not caused by the capacitor itself, but by the thermodynamic equili-
brium of the amount of charge on the capacitor so the inherent Johnson noise of an 
RC circuit can be seen as an effect of the thermodynamic distribution of the 
number of electrons on the capacitor, even without the involvement of a resistor. 
Formula for the RMS noise voltage generated in such a filter is: 
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nd � @pqr/O     (1.16) 

Typically these low pass RC circuits appear in many places during synchronous 
demodulation (Karvonen, Riley, & Kostamovaara, 2001). Thermal noise is 
intrinsic to all objects and as such it manifests itself at every step of impedance 
measurement. Starting with the noise of the current generator, through impedances 
of the cables, electrodes, bio-object itself, to the noise generating input impedance 
of the voltage pickup amplifier. While it may be almost impossible to calculate the 
actual value of the resulting noise of all contributing elements it is important to 
note its wide frequency band, omnipresence, and consequences on signal 
processing. 

Another category of signals disturbing measurement process are generated outside 
of the measurement setup. Some of them are manmade, such as mains leakage, 
high energy signals from defibrillators, and electrical knives, some are not. 
Common to them is that measures can be taken to minimize them. Invented in 1836 
by Michael Faraday, Faraday cage or Faraday shield is an enclosure formed by 
conducting material, or by a mesh of such material. Such an enclosure blocks out 
external static electric fields. A Faraday cage's operation depends on the fact that 
an external static electrical field will cause the electrical charges within the cage's 
conducting material to redistribute themselves so as to cancel the field's effects in 
the cage's interior. This phenomenon is used, for example, to protect electronic 
equipment from lightning strikes and other electrostatic discharges. Faraday cages 
can't block static and slowly varying magnetic fields such as Earth's magnetic field. 
To a large degree though, they also shield the interior from external electromagnet-
ic radiation if the conductor is thick enough and any holes are significantly smaller 
than the radiation's wavelength. While effective it may prove difficult to place a 
patient inside such an enclosure, and it does not guard from disturbances generated 
inside enclosure during medical procedures, and by medical apparatus. 

There are still measures to minimize the effects of the external disturbing electro-
magnetic fields on the measurement result. First of all measurement apparatus itself 
and all the connections to and from it can, and preferably should, be shielded. 
Unavoidable connections to other equipment can be suitably filtered, and in some 
cases replaced by the optical cables, not susceptible for electromagnetical pickup. 
Later would also serve as a safety precaution for the object under measurement. 
Signals picked up by the object under investigation could be reduced by suitably 
placed low impedance ground connections. Unfortunately often these connections 
are forbidden by other rules and regulations, mostly due to safety issues. 
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Another way to reduce capacitively coupled perturbancies is extensive usage of 
differential measurement methods. In case of differentially coupled amplifier 
chances are that most of the coupled signals appear as common mode voltage at the 
input. Problems with such an approach are linked with limited linear range of the 
amplifier input, as well as with low common mode rejection ratio (CMMR) at 
higher frequencies of interest. Situation still can be improved when amplifier units 
ground is connected with patient in three electrode pickup scheme, or if the patient 
is actively driven in phase with the disturbing common mode voltage. It is dis-
cussed in many papers over the time, and used in many instruments. Good over-
view can be found in (Boone & Holder, 1996). If the amplifier unit is suitably 
isolated, safety restrictions may not apply, additionally safety resistors could be 
inserted.  

 

1.11 Multifrequency and multisite measurement considerations 
 

As stated above biological material can be highly anisotropic, and not homogen-
ous. Therefore measurement between certain distinct set of electrodes can be 
highly misleading. Often it is counterbalanced by conducting measurements 
between many different electrodes. Such a measurement can be done sequentially 
in time, but if biomodulation of the signals is of importance simultaneous mea-
surements are needed. One way to achieve this is to conduct measurements at 
several slightly differing frequencies. In this case impedances between different 
points can be separated, and values will not vary much due to almost identical 
frequencies: 

 

Fig. 25. Impedance measurement in case of two currents with slightly differing frequencies f1, and f2, injected 

from different points. 

Similar but different task is accomplished when impedance variations at vastly 
different frequencies are measured. From discussion of the impedance of the 
biological tissues is evident that different processes can be characterized at 
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different frequencies. Current path depending on excitation frequency will result in 
impedance measured having different information content: 

 

Fig. 26 Impedance measurement in case of two currents with highly differing frequencies f1, and f2, injected from 

the same point. 

In even more complex cases multisite and multifrequency measurement are needed 
simultaneously. One of the difficulties associated with such a measurement setup, 
namely multiplication of the amount of required signal processing units, is briefly 
discussed already. Question arises whether it is possible to optimize such a 
complex measurement by applying different signals and processing methods. 

1.12 Signals and processing revisited 
 

According to definition electrical impedance Z, or simply impedance, describes a 
measure of opposition to a sinusoidal alternating current (AC). In its complex form 

Ż = gN /İ = A + 8D, and it is frequency dependent. It is therefore evident from 
definition that impedance can be, and in fact should be, measured with sinusoidal 
excitation current. Are there at all other possibilities when choosing excitation 
signals? Fortunately the question here is answered already by Johann Carl Frie-
drich Gauss in 1805 and Jean Baptiste Joseph Fourier in 1807 (Heideman, Johnson, 
& Burrus, 1984). Gauss did discover what is essentially known today as fast 
Fourier transform (FFT), and is generally contributed to James William Cooley and 
John Wilder Tukey. Famous paper, published in 1965 by Cooley and Tukey, 
describes very similar FFT algorithm, which led to an explosion in digital signal 
processing (Duhamel & Vetterli, 1990). So in fact Gauss’s work preceded even 
Fourier’s own groundbreaking theories, and as it often happens was almost 
forgotten for coming hundred and fifty years. In their invited paper P. Duhamel, 
and M. Vetterli note quite rightfully: “Considering this history, one may wonder 
how many other algorithms or ideas are just sleeping in some notebook or obscure 
publication…” (Duhamel & Vetterli, 1990). Gauss developed his computationally 
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efficient method for interpolation of the orbits of celestial bodies. Fourier in turn 
was interested in heat propagation, and claimed essentially that any continuous 
periodic signal could be represented as the sum of properly chosen sinusoids. That 
claim proved to be both bold and revolutionary, and rather controversial as well. It 
ignited dispute between the reviewers of his paper. While Pierre-Simon Laplace, 
who in turn formulated Laplace's equation, and pioneered the Laplace transform 
which appears in many branches of mathematical physics, and is more general then 
Fourier’s counterpart, was voting for publishing of the paper, Joseph-Louis 
Lagrange adamantly protested against it. Protests were based on the fact that such 
an approach could not be used to represent signals with sharp corners, or in another 
words with discontinuous slopes, such as square waves. Dispute lasted up to 1898, 
when Josiah Willard Gibbs published a paper on Fourier series in which he 
discussed the example of what today would be called a sawtooth wave, and 
described the graph obtained as a limit of the graphs of the partial sums of the 
Fourier series. Interestingly in this paper he failed to notice the phenomenon that 
bears his name, and the limit he described was incorrect. In 1899 he published a 
correction to his paper in which he describes the phenomenon and points out the 
important distinction between the limit of the graphs and the graph of the function 
that is the limit of the partial sums of the Fourier series. Maxime Bôcher gave a 
detailed mathematical analysis of the phenomenon in 1906 and named it the Gibbs 
phenomenon. In essence both Lagrange and Fourier were right. While it is not 
possible to construct signals with sharp corners from sinusoids it is possible to get 
so close that the difference in energy between these signals is zero. If real signals 
from nature are concerned instead of exact and purely mathematical curiosities 
problem is even smaller. So for all practical signal processing tasks it is indeed 
possible to state that any real signal can be constructed from sinusoids. In signal 
processing terms all non sinusoidal signals with fundamental frequency do have 
higher sinusoidal harmonics. It apparently also answers the question regarding 
measurement of the impedance: any real signal can be used for measurement of the 
impedance, provided that its spectral composition is considered. 

But before going any further is probably good to answer the question why it is 
useful to consider other then sinusoidal excitations. For a single frequency mea-
surement simpler hardware and simpler signal processing, and ultimately lower 
cost and energy consumption can be the moving factors. While sinusoidal excita-
tion is best by definition several alternative waveforms can be considered with 
acceptable results. Simplest alternative is square wave signal or signal which can 
be described by the Rademacher function (Fig. 27). One of the possible definitions 
of the Rademacher function fn(x) is the sign of sin(2n

πx), for a non-negative integer 
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n. For n=1 therefore ℛ��� � "#�$�sin(2+�)), where ℛ(�) denotes here a Rade-
macher function. 

 

Fig. 27. the Rademacher function of n=1, or just simply an odd square wave. 

In order to see the difference between square wave and sinusoid it is convenient to 
consider the Fourier series of the square wave with amplitude 1. Since function is 

odd, i.e. – t(�) = t(−�), Fourier series of the function will contain only sinusoid-
al members (frequency f=ω/2π): 

 t(�) = w
� � ���!(Bd� )4�(

Bd� = w
� (sin(/�) +  

� sin(3/�) +  
� sin(5/�) + ⋯ )�

d� 
 

         (1.17) 

Unfortunately severe problems appear if measurements with square waves are 
conducted. The measurement is no longer conducted on single well defined 
frequency, but instead produces results also on higher harmonics. It could be 
largely ignored if during signal processing multiplication is conducted with 
sinusoidal signals, unfortunately as it was discussed above, often it is accomplished 
with same rectangular signal instead, and energy form all the higher harmonics is 
summed to the fundamental, and becomes undistinguishable. Also spectral impact 
from non linearity’s of the object (or apparatus) cannot be separated from desired 
response signal. Spectra resulting from such a multiplication can be seen on Fig. 31 
with dotted line. There is another way of looking at how the errors appear 
(Kuhlberg, Land, Min, & Parve, 2003). Let’s consider phase sensitivity characteris-
tics of the synchronous demodulator (SD): 
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Fig. 28. Quality of synchronous demodulation in case of different signal waveform. From left to right sine wave, 

square wave, and modified square wave. 

From Fig. 28 it is clear that synchronous demodulator produces different results in 
case of fully square wave system and in case of sinusoidal system. Fortunately 
there is very simple method for reducing errors introduced by higher harmonics. 
Let’s consider sum of two square waves with same frequency and amplitude, one 
of them shifted in phase by β degrees, and another - β degrees. Such a double shift 
is preferable, since resulting function is again odd. In signal processing odd 
functions are more natural, because negative time is usually meaningless, and 
signals start at t=0. Care must be taken that in many mathematical textbooks, and 
more importantly in different programs, even functions are considered instead. 
Should the summary phase shift 2β be equal to the half period or odd multiply of 
half periods of any higher harmonic such a harmonic will be eliminated from the 
signal, since sum of to equal sinusoids with 180 degree shift is zero. Main differ-
ence with simple square wave is in appearing third level with zero value, so it is 
reasonable to call them shortened square waves. More generally spectra of these 
signals can be derived from Fourier series: 

t��� � w
� � �����B�� ������!�Bd� �4�(

Bd� � w
� �cos β sin(/�) + ��� ��

� sin(3/�) +�
d� 

��� ��
� sin(5/�) + ⋯ +)       (1.18) 
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Two of these shortened square waves are of special interest. In order to remove 3rd 
and 5th harmonics from the signal (as they cause most significant errors) 18 degree 
and 30 degree shifts are useful. First of them is void of 5th , 15th , etc harmonics, 
and second 3rd , 9th, 15th etc. harmonics. Both of these three level signals with 
amplitude A are shown on Fig. 29. The third level does not introduce much added 
complexity from signal processing view. Both generation with digital logic, and 
also synchronous rectification with CMOS switches is straightforward (Min, Kink, 
Land, & Parve, 2006). 

 

Fig. 29. 18, and 30 degree shortened signals with amplitude A (Min, Kink, Land, & Parve, 2006). 

If one of them is used as excitation signal and other as rectifying reference result 
will be much cleaner spectrally then it was with simple square waves, Fig. 31 white 
rectangles. These two waveforms were chosen, because complete elimination of 
certain harmonics was desired. One possible optimization approach would be to 
find shortened square wave with lowest summary energy of higher harmonics. 
Relative dependence of the energy of the higher harmonics from shortening angle 
can be seen on Fig. 30: 

 

Fig. 30. Relative dependence of the energy of the higher harmonics from shortening angle. 

If shortened square wave is used only in synchronous demodulator, then choice of 
22,5 degree of shortening is obvious. Compared previously discussed shortened 
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square waves generation of such a signal requires much lower clock frequency, at 
least 30 times higher than resulting signal versus 8 times higher, and consequently 
is more energy efficient, or alternatively allows usage of higher frequency signals 
at the same clock rate. 

 

Fig. 31. Impact of the harmonics, in case of ordinary square wave (dotted line), simple shortened square wave 

(white boxes), and multilevel shortened square wave (black boxes) (Annus, Min, & Ojarand, 2009). 

If 18 degree and 30 degree shortened signals are considered, then apparently there 
are still coinciding higher harmonics in both signals. Could the same summing 
procedure produce further improvement without much added complexity, if more 
square waves are added together? The answer is yes. If third summed waveform is 
added into palette, namely 42 degrees shifted then combination of these three gives 
very promising results. Three interesting and still simple signals are considered as 
combinations of previously mentioned summed signals. First and most obvious is 
sum of 18, 30, and 42 degrees shortened signals with signs 1,-1, and 1. Resulting 
waveform is on Fig. 32, and spectra of the result is on Fig. 33. Spectra of the signal 
on Fig. 32 . Result is already remarkably cleaner compared to simple square wave. 
It could be one of the candidates for use in demodulators, besides simpler 22,5 
degree shortened square wave, when excitation is sinusoidal. 



- 39 - 
 

 

Fig. 32. Resulting waveform from summing of three shortened signals with weights 1, -1, and 1 (Annus, Min, & 

Ojarand, 2009). 

 

 

Fig. 33. Spectra of the signal on Fig. 32 (Annus, Min, & Ojarand, 2009). 

If on the other hand excitation is also shortened square wave, then following pair of 
signals is suggested (Annus, Min, & Ojarand, Shortened square wave waveforms in 
synchronous signal processing, 2008). First of them is sum of all three components 
with coefficients 1,1, and 1, Fig. 34. Spectra of this summed signal is on Fig. 35. 
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Fig. 34. Sum of three shortened waveforms with coefficients 1, 1, and 1 (Annus, Min, & Ojarand, 2009). 

 

Fig. 35. Spectra of the signal on Fig. 34 (Annus, Min, & Ojarand, 2009). 

 

Suitable counterpart summed with coefficients 2, -1, and 1 is on Fig. 36, and 
spectra on Fig. 37: 
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Fig. 36. Sum of three shortened waveforms with coefficients 2, -1, and 1 (Annus, Min, & Ojarand, 2009). 

 

Fig. 37. Spectra of the signal on Fig. 36 (Annus, Min, & Ojarand, 2009). 

Comparison of the multiplication results (Fig. 31) shows significant improvement 
over previous result. Nevertheless same clock speed penalty still applies as with 
simpler solution. 

Entirely different approach for elimination of higher harmonics by summing square 
waves is based on fact, that as square wave can be represented by sum of indefi-
nitely many sinuses according to Fourier series, almost same is true also in reverse 
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order, i.e. sine wave can be approximated with many square waves with different 
frequencies added together. 

One way of achieving it is described in (Min, Parve, & Ronk, Design Concepts of 
Instruments for Vector Parameter Identification, 1992). Simple piecewise (over 
number of system clock periods) constant approximation of the sine wave values is 
used. Waveforms with relatively small number of different levels (3,4,5) are used, 
and as with already described shortened square wave method different waveforms 
are suggested for multiplication, resulting in cleaner multiplication product. Values 
of separate discrete levels are determined according to: 

&� � sin(( �
w� (2� − 1)    (1.19) 

Where m is the total number of approximation levels, and q = 0, 1, 2, …, m is the 
approximation level number. Spectral composition of these approximated harmonic 
functions can be found according to the following equation: 

p� = 4C# ± 1 

Where p� is the number of the higher harmonic, which exist in the spectra, and 
# = 1,2,3 … If two such signals with number of levels C  and CB are multiplied, 
then coinciding harmonics p` can be found according to: 

p` = 4(C CB)8 ± 1    (1.20) 

Where 8 = 1,2,3 … If two waveforms with m=3, and m=4 are considered, then first 
coinciding harmonics are 47th, 49th, 95th, 97th, 143rd, 145th, etc. As with shortened 
square waves clock frequency should be relatively high, and furthermore these 
waveforms are relatively sensitive to level errors, which prohibits usage of higher 
m values, and manifests itself in reappearing higher harmonics. 

There is another more mathematical approach (Wei & Zhang, 2000). It involves 
Möbius function �($), which is 1 if n=1, (−1)_, if n is the product of r distinct 
primes, and 0 if n is divisible by prime square. If Fourier coefficients h($), and 
S($) of an even and odd functions with period 2+ are completely multiplicative, as 

it is true for square waves, h($) = (−1)(d� )/B1/$, and S($) = 1/$ for 
n=1,3,5,…, then for sinusoidal function it is possible to write: 

sin � = ∑ �($)S($)Q($�) = Q(�) −  
� Q(3�) + ⋯ + �(Bd� )

Bd� Q!(2$ − 1)�( +�d� … 

         (1.21) 
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Where Q��� � ∑ S�$�"#$$��d� , or odd square wave. It is interesting to note that 
many common waveforms in electronics have completely multiplicative Fourier 
coefficients, and can be used to construct sine waves in similar manner. 

Most practical sine wave approximation in electronics is achieved by method 
called direct digital synthesis (DDS) (Cushing, 1999). It involves lookup table of 
sine values for one period, or simply addressable memory, and is based on rotating 
phase vector pointing to that table, which does rotate based on value of the phase 
register, and certain constant M describing how many bits should the phase register 
increment on each step. Output of the phase to amplitude converter can drive 
digital to analog converters, or can be used for digital processing. Frequency of the 
output sine wave of such a DDS unit is: 

t]^� � �t̀ �x/2d,    (1.22) 

where t̀ �xis system clock frequency used to increment phase accumulator, n is a 
width of the phase accumulator in bits, and M is frequency control word. Practical 
limit for the output frequency is roughly 40% of the system clock frequency. 
Nyquist–Shannon sampling theorem would allow 50%, but depending on the 
output filter design it can only be lower for real devices. Another practical consid-
eration to bear in mind is that output amplitude of DDS is frequency dependent due 
to sampling, and follows sin(�) /� curve, or more precisely: 

h(t]^�) = ������ ¡¢�£¤¥ ¦
�� ¡¢�£¤¥

,    (1.23) 

 

1.13 Spectroscopy considerations 
 

First of all impedance of real objects can rarely be considered purely resistive. 
Furthermore when measuring purely resistive loads it is possible to use even 
simpler excitation signals then sinusoidal, namely direct current (DC). If on the 
other hand impedance varies with frequency, as it usually does, single frequency 
measurement is not enough to fully describe object under test. In complex cases, 
like measuring electrical properties of biological specimens, sweeping over entire 
frequency band may be warranted with our sinusoidal excitation. Sweeping on the 
other hand is usually slow, and prohibits examination of faster changes in object 
under investigation. So sweeping does not work in case of the investigation of the 
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biomodulation. In that case different signals can be used, from simpler sum of 
many sinusoids, to more exotic waveforms. 

Generally speaking the method for investigating simultaneously both the frequency 
characteristics of the impedance and time characteristics of the same impedance is 
called joint time-frequency analysis. There is a fundamental limit when highest 
resolution in both domains is required: Gabor-Heisenberg uncertainty principle: ∆ݐ∆߱  1/2     (1.24) 

Accuracy in both time and frequency domains cannot be arbitrarily high simulta-
neously. As it turns out the eigenfunctions of the Fourier operator give the best 
resolution in both domains (Soares, Oliveira, Cintra, & Campello de Souza, 2003) 
(Gabor, 1946). Best known of them being Gaussian. Entire new field for investiga-
tions opens up with joint time-frequency analysis for finding optimal signals to 
conduct it. Very interesting practical uncertainty limits can be found in (Udal, 
Kukk, & Velmre, 2009). Promising, but not discussed here in detail, are different 
wavelets, chirplets, and other signals suitable for time-frequency joint optimization. 

Let’s consider spectroscopy with sinusoidal excitation signals. Single sinusoid is 
technically feasible signal, and can be reproduced quite accurately, however it 
becomes increasingly costly to use simultaneously many sinusoidal signals. There 
is another drawback associated with simultaneous use of multiple sinusoidal 
signals – crest factor. The crest factor or peak-to-average ratio (PAR) or peak-to-
average power ratio (PAPR) is equal to the peak amplitude of a waveform divided 
by its root mean square (RMS) value: ܥ ൌ ݇ܽ݁|ݔ|  ൗݔ  (1.25)    ݏ݉ݎ

With single sinusoid crest factor is √2 ൎ 1,414. By summing two or more sinu-
soidal signals together the crest factor can take many different values, generally 
bigger then 1,414. 

Why is crest factor so important? Two reasons worth considering are: nonlinear 
behavior of the object under investigation, and dynamic range of the measurement 
apparatus itself. Real objects can rarely be described as linear. It means that 
different excitation levels do not produce linearly dependent responses. For 
practical purposes measurement signals are usually kept within narrow range of 
amplitudes where object behaves approximately linearly. It is clear that such an 
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approximation is better the narrower the range is kept. In worst case high energy 
pulses can even permanently alter or destroy the object under investigation, and 
that is certainly not acceptable when performing measurements for example on 
living human tissue. 

Also dynamic diapason of the apparatus is limited. From the lower side by omni-
present noise signal. If the measurement signal is completely buried in the noise 
and cannot be restored any more the measurement is void. Upper limit is ultimately 
determined by breakdown of the circuitry, or at least with the level when measure-
ment apparatus itself becomes non linear. Form that it is clear that large peaks in 
excitation signal should be avoided, as well as very low level components which 
get lost in noise. Fig. 38 is to give an impression of what happens when just eight 
sinusoidal signals, one octave apart from each other in frequency, each with equal 
amplitude 1, and with the same initial phase are summed together. The crest factor 
of this signal is 2,26538, and it is clearly worse than crest factor of a single 
sinusoid. For comparison Gaussian white noise is shown on Fig. 39. Crest factor 
can be optimized, but it is not a trivial task. 

Fig. 38. Sum of eight sinusoidal signals with different frequency. 
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Fig. 39 Gaussian white noise as signal. 

When performing short time computations over longer periodic signals the signal is 
measured only for a limited time. Generally it is not possible to tell what happens 
outside of this timeframe, or window. Assumption that most algorithms make, is 
that signal repeats itself exactly as it appears in such a window, which poses a 
number of problems. If sinusoidal signal is sampled in a time interval not equal to 
exact number of periods then sharp discontinuities appear, and consequently 
spectra of such a signal appears not only on single frequency but in much wider 
area, which is commonly called spectral leakage. If there are many sinusoids, with 
different frequencies, leakage can interfere with the ability to distinguish them 
spectrally. In another words smaller components can be hidden completely, or 
distinction between separate components can just be blurred. One way to fight this 
problem is to apply smoothly diminishing windows, instead of sharply edged 
rectangular window. There are many known functions which behave reasonably 
well as windowing functions, such as Blackman, Hamming and Hann functions for 
example. However two problems do appear when smooth windowing is used. First 
of all it takes more computing power due to the multiplication of the response with 
the window function, and secondly frequency resolution is lowered. Later means 
also that noise leakage into the result is higher. Fortunately problem largely 
disappears if rectangular widow is exactly as long as some exact number of full 
periods of the signal, provided of course that the disturbing signals are not too 
large. From one side it is easy to achieve in case of synchronous measurements, on 
the other it poses strict restrictions on the choice of the measurement frequencies. 
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There is additional benefit in using excitation signals with integer number of 
periods in sampling window. Number of samples can be drastically reduced by 
applying non uniform synchronous undersampling methods (Min, Land, Märtens, 
Parve, & Ronk, 2004) resulting lowered energy consumption, among other things. 
The drawback is that certain samples can be very close in time, and therefore hard 
to digitize, and aliasing effects should be considered very carefully. Also noise 
level will increase compared to uniform, non undersampling techniques. 

What are the alternatives to sinusoidal excitation in wideband analysis? Among 
simplest waveforms, signals derived from square wave are of great interest, such as 
maximum length sequences (MLS). Good overview of MLS techniques can be 
found in (Cohn & Lempel, 1977). From crest factor point of view they have the 
best crest factor achievable namely 1. Secondly they are very easy to generate 
keeping in mind today’s digital realm. There are many other alternatives (Min, 
Pliquett, Nacke, Barthel, Annus, & Land, 2008) .One of the most promising signals 
is square wave chirp, and its modifications (Min, Paavle, Annus, & Land, 2009). 

 

1.14 Sourcing current 
 

As it was mentioned previously sourcing a current for measurement of impedance 
is preferable over sourcing voltage, or at least in ideal world. Real circuitry has its 
limits. It is important to distinguish between limitations in the current source 
circuitry itself, and limiting parasitic outside of the current source. Looking back at 
the Fig. 17. Impedance measurement setup with unwanted parasitics shown.only 
Zs1, Zs2, Zg1, and I are directly related to the current source. From design point of 
view also Zc1, and Zc2 could be added, as they form part of the circuitry, and to 
some extent measures can be taken to eliminate adverse effects caused by these 
impedances. Electrode impedances and parasitic paths in the object under investi-
gation however form a totally different group of problems. Not shown on Fig. 17 
are leakage impedances from electrode wires to earth, and also from entire current 
source circuitry to noise sources which to some extent are part of the circuitry. So 
in real life current source is far from being just and ideal I. Added to the complex 
of problems are limitations due to active components of the circuitry, and limits 
imposed by supply lines. 

Let’s first examine problems outside of the current source itself. Research in the 
field of long lines is one of the first issues early adopters of electricity, and 
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especially communications had to deal with. Mathematical analysis of the behavior 
of electrical transmission lines grew out of the work of James Clerk Maxwell, Lord 
Kelvin and Oliver Heaviside. In 1855 Lord Kelvin formulated a diffusion model of 
the current in a submarine cable. The model correctly predicted the poor perfor-
mance of the 1858 trans-Atlantic submarine telegraph cable. In 1885 Heaviside 
published the first papers that described his analysis of propagation in cables and 
the modern form of the telegrapher's equations (Weber & Nebeker, 1994). Without 
going into detail of this well know issue the, telegrapher's equations, like all other 
equations describing electrical phenomena, result directly from Maxwell's equa-
tions. In a more practical approach, one assumes that the conductors are composed 
of an infinite series of two-port elementary components, each representing an 
infinitesimally short segment of the transmission line. From impedance measure-
ment point of view the most important component, omnipresent in all types of 
cabling is capacitance between two wires. In typical shielded wires (to minimize 
external disturbances) it can easily reach hundreds of picofarads, and by forming 
RC integrator together with high output impedance of the current source is very 
serious obstacle. Fortunately there is a long known remedy called active driving of 
the shield (Graeme, 1973). Problem with active driving is that it can be very 
complicated when multielectrode system is considered, where each electrode can 
assume the role of both the excitation source and voltage pickup. Practical experi-
ments show that instability is often very difficult to tackle with. Nevertheless in 
simpler systems actively driven shield, often together with another outer shield for 
noise reduction, is useful solution. 

Different set of problems and solutions is connected to current source itself. From 
modeling point of view real current source can be seen as Thévenin circuit, where 
ideal voltage source is connected series with high impedance, and as Norton 
circuit, where ideal current source is connected parallel to high impedance. 
Thévenin type of presentation leads to current source which is probably easiest to 
construct. Good quality voltage sources can be made in wide range of frequencies 
and voltages, and by adding series resistor simplest current source is derived. Still 
several problems are apparent. Voltage source is limited by supply range. It can be 
doubled in bridged connection, but achieving voltages over some tens of volts is 
usually not feasible in embedded electronics. Resistor on the other hand needs to be 
much larger then impedance under examination. These two requirements are 
contradictory if arbitrary current levels need to be achieved. Large resistors do also 
add rather large thermal noise contribution which is very unfortunate when small 
signals need to be measured. In reality compromise can be achieved by using load 
dependent correction. It can be achieved by measuring real transfer characteristics 
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with known loads, or alternatively by continuous measurement of the excitation 
(Wang, Xu, & Wang, 2005). One strong benefit is related to safety. Since 

the resistor is connected in the worst case to the supply line, then strong upper limit 
exists for generated current. If frequency dependent current limitation is required, 
then that is similarly easy to achieve, as shown on Fig. 40 (Annus, Lamp, Min, & 

Frequency dependent current limitation in current source circuitry (Annus, Lamp, Min, & Paavle, 2005)

that at lower frequencies the impedance of the parallel connection of 
, and resistor R5 is mostly due to resistivity of the R5, and output 

is limited by resistive divider: 

g�c� � max4�� g��ZAw/�Aw � A��,   

being limited by supply rails. At higher frequencies division lessens, and 
swing near the supply rails. Cleverness of the circuit lays in fact 

that, while the limitation is frequency dependent, the transfer function 
frequency independent. 
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many others. Second common type is the so called load in the 
loop circuit, where impedance under measurement is essentially placed in the 
feedback loop of an inverting amplifier, and the current in the load is proportional 
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mostly used in chip design (Kasemaa & Annus, 2008). In fact there are many other 
possibilities, such as supply current sensing based current sources, different 
multiamplifier designs, circuits based on so called diamond structures, current 
conveyors, and finally already mentioned current measuring and correction circuits 
(Wang, Xu, & Wang, 2005), auto-balancing bridge method (Agilent Technologies, 
Inc, 2009) and others. General discussions on wide bandwidth current source 
parameters can found foe example in (Seoane, Bragos, & Lindecrantz, 2006), and 
discussions of the load in the loop circuits in (Annus, Krivoshei, Min, & Parve, 
2008). 

Form practical point of view two active current sources have been extensively 
investigated. Designs based on Analog Devices AD8129/30 differential-to-single-
ended amplifiers with extremely high CMRR at high frequency, largely based on 
(Birkett, 2005), and simple four transistor bridged circuits (Annus & Kipper, 
Sümmeetriline vooluallikas, 2007). Simplest four transistor circuit has been tested 
and implemented with good results (Paavle, Annus, Kuusik, Land, & Min, 2007). 
Such a circuit (Fig. 41 Simplified schematics of the four transistor bridged V/I 
converter) is well suited for measurements with the aforementioned shortened 
square waves. 

 

Fig. 41 Simplified schematics of the four transistor bridged V/I converter (Annus & Kipper, Sümmeetriline 

vooluallikas, 2007) 

Inputs Driving 1-4 are connected to digital outputs of processor circuit, and 
impedance under investigation between electrodes at Z1, and Z2. Practical tests have 
shown, that even this simplest common base design works at excitation frequencies 
from some tens of hertz up to 100 kHz, and with excitation currents from 1uA to 
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1mA. Capacitors C1, and C2 effectively block DC component at the output, 
resistors R3 and R4 together with D1, and D2 protect the output, and Ref+ together 
with Ref-are connected to low impedance stabile voltage sources. 

Common to active current sources is that the maximal achievable upper frequency 
limit is around 10MHz in case of better circuits. Output impedance while very 
good at lower frequencies, and can reach tens of megaohms, will fall into few 
kiloohm range, and the phase is shifted. Typical parameters can be even worse. 
Form safety point of view a failure in active circuit may result in increased output 
current, which should be considered with great care. It seems reasonable that when 
lower impedances, below 1 kΩ, are expected, and lower currents, in the rage of few 
microamperes, are used, then simplest resistive Thévenin circuit is preferred. Many 
current source errors can be modeled and measured, and reverse calculations can 
be performed to compensate them. Main target is to assure by design, that these 
errors will not vary much during operation of the instrument, otherwise compensa-
tion can be either difficult, or impossible. One of the most important factors is the 
temperature dependence of the values of the components. It can be minimized by 
usage of high quality components, but temperature compensation is important as 
well. 

 

1.15 Safety and reliability 
 

Safety of the patient and surrounding medical personnel is of utmost importance, 
when using electrical devices in healthcare environment. Electrical currents can 
enter the body in various ways. In case of bioimpedance measurement they are 
deliberately injected into the body of the patient, and therefore great care must be 
taken to keep them within safe limits. Even more dangerous situation can arise, 
when circuit is completed through the mains. In both cases at least double protec-
tion is required, so that any single fault cannot cause harm to humans. Several 
standards deal with requirements for medical apparatus. Modern devices should 
usually comply with IEC60601-1 safety standard for medical instruments (IEC). 
Most important aspects include verification of protective earth, dielectric strength, 
insulation resistance, and leakage current. Later can be subdivided between earth 
leakage, patient leakage, and enclosure leakage. Body phantom circuit is defined 
by IEC60601-1 for simulation of the body’s impedance during tests. It consists of 
1kΩ resistor in parallel with serial connection of the 10kΩ resistor and 15nF 
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capacitor. Typical requirements for placement of the isolation barriers, and their 
limiting values for intracardiac impedance measurements are shown on Fig. 42. 

IEC 60601-1 

compliant medical 

grade power supply
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compliant medical 

grade power supply
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Fig. 42. Electrical Isolation Diagram. 

Complying with double isolation requirements two isolation barriers are connected 
in series between AC mains and patient. First is IEC60601-1 compliant isolation 
inside medical grade power supply, and it is followed by internal barrier inside 
measurement instrument. All the components inside instrument should be well 
isolated from enclosure as well. It is clear from the picture that any additional 
directly connected apparatus, such as PC and networked devices connected to PC, 
should use medical grade power supplies as well. Secondary isolation within 
device, between analog and digital signals chain components, is serving also as a 
measure against noise leakage. Secondary isolation can also be seen on Fig. 46 
showing main printed circuit board, together with analog signal processing 
modules. 

Leakage current limits, and their dependence on the fault conditions are also given 
in table 1. Fig. 43 shows a graph of the current limitation versus frequency from 
IEC 60601-1, complemented with the curve of current limiting by the electronic 
circuit of forming the excitation signal. 

During normal operation device is subjected to various disturbances form operation 
theatre. Among them probably the most destructive is connected with occasional 
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defibrillation process. None of them should be able to destroy the device. Further-
more operation of the device should resume when such a disturbance is removed, 
and occurrence of the disturbance should be clearly marked in the resulting dataset. 
Device must be able to identify and remove also pacing signals. For protection 
from outside high energy surges gas surge arresters are used at the patient connect-
ing leads. For doubled protection they are followed also by current limiting 
resistors, and clamping diodes. 

 

Current Normal Condition* Single Fault Condition* 

Patient Leakage Current (individual electrodes) 0.01 mA 0.05 mA 
Patient Auxiliary (total for all electrodes) 0.01 mA   d.c. 

0.01 mA   a.c 
0.05 mA  d.c. 
0.05 mA  a.c. 

Enclosure Leakage 0.1 mA 0.5 mA 
Mains Voltage on Patient or on Applied Part N/A 0.05 mA 

  * all current limitations refer to root-mean-square (RMS) value of the current 

Table. 1. Safe leakage currents. 

 

Fig. 43. Maximum allowable measurement current versus frequency. (blue line shows actual physical limiting in 

the instrument). 
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2  

2.1 Description of the design task and general solution 
 

For improvement of the pacing devices set of experiments was planned in one of 
the leading laboratories in the field. It required device for invasive measurement of 
heart tissue impedance variations at different locations, and at different frequencies 
simultaneously. Several design constraints were imposed by the laboratory. The 
instrument had to be fully contained within a single substantially rectangular 
enclosure no greater than 10000cm3, with no side longer than 300 mm. The 
instrument had to be connected by universal serial bus (USB) to personal computer 
(PC). If USB power supply, limited by standard at this time to max 500mA, would 
have been inadequate, then connection to additional separate medical grade power 
supply (certified to IEC 60601-1) was required. Single patient connector was 
mandatory, and instrument had to fully contain all the components within said 
single enclosure. 16 leads to electrodes were required, each of them arbitrarily 
connectable to any of the four differential current source outputs or four differential 
voltage pickup inputs. Excitation on at least 8 different frequencies simultaneously 
was required, and furthermore grouping of the excitation sources was envisaged. 
Grouping should allow injection of 2 excitation signals into each current source, 4 
signals into two arbitrary sources or all 8 of them into single excitation channel. 
Excitation range from 1 kHz to at least 1 MHz was mandatory. In addition to that 
safety restrictions applied. The complex-valued physiological impedance instru-
ment had to be classified as a Class II Type CF device per IEC 60601-1. IEC 
60601-1 specifies the minimum dielectric withstand voltage for the device to be 
4000 VAC (RMS) at 60 Hz for duration of 1 minute. IEC 60601-1 and AAMI ES1 
also specify the allowable safe leakage currents, given in table 1, in mA RMS. 
Leakage currents also applied to intended currents delivered as part of the opera-
tion of the device. For frequencies above 1 kHz, the measurement current limit 
value had to be multiplied by the numerical value of the frequency in kilohertz up 
to 100 kHz. For currents at frequencies above 100 kHz same limits applied as at 
100 kHz. Fig. 43 shows a graph of the current limitation versus frequency from 
IEC 60601-1. Fig. 42 depicts the required electrical isolation. 
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Simplified general architecture of the required device can seen on Fig. 44 and more 
detailed picture on Fig. 45. 

 

Fig. 44. Simplified general architecture of the EBI spectroscope for intracardiac measurements (Annus, Kuusik, 

Land, Märtens, & Ronk, 2006). 

Device consists of four excitation signal sources, each incorporating two DDS 
circuits with low pass filters, and grouping switch matrix. Excitation sources are 
followed by signal conditioning differential amplifiers, and resulting waveforms 
are output to crosspoint switch matrix. Voltage on selected outputs is thereafter 
converted into current. Current sources with frequency dependent current limiting 
(Fig. 40) are completing the output channel. 

Input signal is picked up by high input impedance amplifiers, right channels are 
selected with next crosspoint switch, signals are conditioned with fully differential 
amplifiers, and simultaneously converted into digital domain by four parallel 
analog to digital converters (ADC). 
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Fig. 45. Detailed block diagram of the EBI spectroscope for intracardiac measurements. 
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Given a selected RMS excitation current, I in µA, the full-scale impedance in ohms 
had to be selectable from 640/I, 1280/I, 2560/I, 5120/I, and 10240/I. This equates 
to 64, 128, 256, 512, and 1024Ω at 10µA and to 640, 1280, 2560, 5120, and 
10240Ω at 1µA excitation current. The instrument’s impedance measurements 
accuracy was required to be within 1% of the selected full-scale range for each of 
the full-scale input impedance ranges, and the resolution of the impedance mea-
surements at least 1% of the full-scale for all of the operable full-scale ranges of 
the device. Digitalization in measurement channels was required with at least 16 bit 
resolution, and RMS noise at digitization had to be within 4 ADC bits for any input 
gain setting. 

 

2.2 Practical design decisions 
 

Since 4000VAC isolation barrier was required inside instrument, decision had to be 
made as where should it be. In order to minimize digital noise leakage to sensitive 
analog electronics isolation barrier was placed between signal processing unit, and 
analog mainboard. Such a leakage could potentially have devastating effect on the 
measurement results, since many digital signals are synchronous to the measure-
ment signals. Isolation barrier is comprised of 6 iCoupler® digital isolators 
ADuM2402 from Analog Devices. These relatively low power, bidirectional, 3 and 
5V compliant, high data rate: dc to 90 Mbps (NRZ) isolators with precise timing 
characteristics are also compliant with IEC 60601-1 requirements. The ADuM2402 
iCoupler digital isolators are ideally suited for medical applications that require 
IEC 60601-1-certified isolation to protect patients and equipment. These products 
are available in wide-body, surface-mount packages with 8 mm creepage and 
clearance distances as required per IEC 60601-1. Power from the unprotected side 
is supplied through four TRACOPOWER THP-3 series DC/DC converters. These 
converter modules provide reinforced insulation. Input to output isolation voltages 
are rated for 4000 VAC. The products come with industrial and medical safety 
approvals, and provide ultra-wide input ranges including appropriate 18-36 VDC 
range. Placement of isolation barrier and isolators on mainboard can be seen on 
Fig. 46. 
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ADC PGA
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PGA

A I/O

DDS

D I/O

 

Fig. 46.  Main board of the realized impedance analyzer: D I/O – Digital Input/Output module connector, ISO – 

Isolation barrier, ADC – Analog to Digital Converter module, PGA- Programmable Gain Amplifier module, DDS – 

Direct Digital Synthesizer module, A I/O – Analog Input/Output module connector (Annus, Kuusik, Land, 

Märtens, & Ronk, 2006) 

Single patient connector, as required, has to carry both the input and output signals 
for all four channels. Front end switching had to be provided to permit multiplex-
ing between different available electrodes, to make it possible to map each of the 
16 impedance input-output conductors to any arbitrary set of pins on the impedance 
connector. Further is desirable to perform the multiplexing as rapidly as possible, 
in order to enable “simultaneous” measurements over many electrode configura-
tions. It was desired to be able to program automatic multiplexing sequences for 
use within an experiment. The goal was to be able to excite current on any set of 2 
or more of the 16 electrodes, and to measure voltage on any set of 2 or more of the 
16 electrodes. The system has to be designed to minimize the crosstalk between 
frequency signals encoded on a single channel, and between signals on different 
measurement channels. If signal frequencies are to be adjusted for minimization of 
crosstalk, the system shall select appropriate frequencies automatically. 

While reasonable requirements from usage point of view they are probably the 
most controversial ones. Arbitrary multiplexing between electrodes implies that 
both the input amplifiers and current generators shall be inside the device, since 
each lead can assume a role of both the current source, and voltage pickup. 
Together with single connector requirement it forms a complex of problems. First 
reason is simply mechanical. Since device shall have 16 lead wires to electrodes, 
cable becomes bulky and not flexible enough. Worst problem is associated with 
close placement of leads. If operating on frequencies up to some megahertz is 
considered, then cross coupling and capacitive loading from leads is almost 
unavoidable, and could potentially destroy measurement. Nevertheless Lemo Redel 
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2P series CKBM19GLNA 19-pin connector was used, as required, and two Intersil 
CD22M3494 16x8x1 BiMOS-E Crosspoint Switches introduced (Fig. 47). 

 

Fig. 47. Block diagram of the Intersil CD22M3494 16x8x1 BiMOS-E Crosspoint Switch from manufacturers 

datasheet. 

One for mapping of the four differential output channels to the arbitrary current 
source, and one for selecting the signal from 16 input voltage pickups arbitrarily 
into four differential measurement channels. CD22M3494 is an array of 128 analog 
switches capable of handling signals from DC to 50 MHz (-3dB 14V), with low 
rON, guaranteed rON matching, and with analog signal input voltage equal to the 
supply voltage. Most importantly CD22M3494 has very low crosstalk. Because of 
the switch structure, input signals may swing through the total supply voltage 
range. Any number or combination of connections may be active at one time. 
However each connection must be made or broken individually. All switches may 
be reset by taking the reset input from a zero state to a one state and then returning 
it to its normal low state. 

Four fully independent excitation and response channels were implemented, as 
required. On the excitation side eight DDS circuits AD9834 from Analog Devices 
were chosen as excitation sources. Two in each channel. AD9834 is a 75 MHz low 
power DDS device capable of producing high performance sine outputs. AD9834 
consumes only 20 mW of power at 3 V, and is an almost ideal candidate for power-
sensitive applications. Block diagram of the AD9834 is on Fig. 48. Each channel in 
the instrument has two DDS sources with following 5th order low pass filter with 
18 MHz cutoff frequency, and switching circuitry. For each channel, the excitation 
signal amplitude is independently selectable in the range of 1-10µA RMS. At 
higher frequencies, the current may be increased to values above 10µA RMS and 
still satisfy the electrical safety requirements (Fig. 43). Excitation signal amplitude 
is selected by two means. 
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Fig. 48. Block diagram of AD9834 DDS chip from manufacturers datasheet. 

In each channel one dual digital to analog converter (DAC) MAX5721 (Fig. 49) 
from Maxim Integrated Products is driving full scale inputs (FS Adjust) of the 
AD9834 DDS circuits. 

The MAX5721 is 10-bit, low-power, buffered voltage-output, digital-to-analog 
converter with 20MHz serial peripheral interface (SPI) compatible serial interface. 
DAC outputs employ on-chip precision output amplifiers that swing rail-to-rail. 
The MAX5721's reference input accepts any voltage in the range from 0V to VDD. 
In power-down the reference input is at high impedance, further reducing the 
system's total power consumption. The MAX5721 on-chip power-on reset (POR) 
circuit resets the DAC outputs to zero and loads the output with a 100kΩ resistor to 
ground. This provides additional safety since the measurement current is off on 
power-up. Ultra-low power (supply current 135µA at VDD = +5.5V) MAX5721 
has guaranteed 10-Bit monotonicity (±1 LSB DNL). Additionally the output 
current setting is achieved by controlling the gain of an amplifier stage following 
DDS module. It has digital 3 bit gain control. 
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Fig. 49. Block diagram of the MAX5721 digital to analog converter from manufacturers datasheet. 

An AD7621 (Fig. 50) from Analog Devices PulSAR family of successive approx-
imation (SAR) converters was chosen for digitalization of the response signals. The 
AD7621 is a 16-bit, 3 MSPS, charge redistribution SAR, fully differential analog-
to-digital converter. It offers ±2 LSB (±30 ppm of full scale) integral and differen-
tial linearity errors (INL/DNL), no missing codes, and at least 87,5 dB signal-to-
noise ratio (including distortion). Typical total harmonic distortion (THD) of the 
AD7621 is below -103 dB @ 100 kHz, and it operates from a single 2,5 V power 
supply. This combination of speed and accuracy is achieved while consuming just 
70 mW at 3 MSPS. The SAR architecture ensures that there are no pipeline delays. 
The part contains a high speed, 16-bit sampling ADC, an internal conversion clock, 
an internal reference buffer, error correction circuits, and both serial and parallel 
system interface ports. 
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Fig. 50. Block diagram of the AD7621 converter from manufacturers datasheet. 

Real sampling rate achieved in final device was 100 kilo samples per second. It 
was limited by the computing power of the used digital signal processor. Since 
maximum required measurement frequency is 1MHz, then the sample rate may 
look at the first glance inadequate. According to Nyquist–Shannon sampling 
criterion a bandlimited analog signal that has been sampled can be perfectly 
reconstructed from an infinite sequence of samples only if the sampling rate 
exceeds 2B samples per second, where B is the highest frequency in the original 
signal. In fact additional margin is required due to non ideal antialiasing filters. 
Fortunately when sampling known signals, which are generated on site, an under-
sampling can be used, provided that aliasing effects are accounted for. Limiting 
factor in case of the undersampling is the input bandwidth of the converter, which 
in case of AD7621 is 50 MHz (–3 dB), more than enough for 1 MHz signal. 

 

2.3 Instrument Control 
 

As described previously several components in protected area of the instrument 
require digital programming. Two crosspoint switches need information regarding 
the electrode configuration in the front end module. Each of them having 4 digital 
lines for setting switches. There are eight amplifiers on the mainboard, four in each 
direction. Amplification of the amplifier module is set by four bit parallel digital 
word. Further down the line four DDS modules have two DDS circuits, one DAC 
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circuit, and two switches each. DAC and DDS circuits are programmed over SPI 
interface, and two switches share common digital control line. All in all it would 
imply usage of 4+4+8*4+8*3+4*3+4= 80 digital control lines. It is clearly not 
feasible to pass all of them separately over the isolation barrier. Decision has been 
made to include several microprocessors at relevant locations to adjust settings 
over common Inter-Integrated Circuit (I2C) control bus. I2C has many advantages. 
It requires only two bidirectional digital lines, Serial Data Line (SDL) and Serial 
Clock (SCL), to control all the aspects of the device. Secondly: I2C is addressable 
bus and carries its own clock. It makes possible to selectively freeze and wake up 
relevant microcontrollers, thus effectively eliminating digital noise from them 
during the operation of the device. Connection hierarchy inside the device is on 
Fig. 51. There are 5 physical I2C devices: 

a. Atmel AVR based slave controller to manage input/output crosspoint 
switches 

b. Atmel AVR based slave controller to manage gains of output amplifiers 
c. Atmel AVR based slave controller to manage gains of input amplifiers 
d. Atmel AVR based slave controller to manage frequencies of DDS’es and 

output voltages of DAC’s 
e. DSP based master controller 

Four physical AVR controllers are divided into 12 logical subsystems with separate 
I2C Addresses (write address). Eight logical I2C slaves for each of the DDS, output 
amplifier manager, output crosspoint switch configurator, input crosspoint switch 
configurator, and input amplifier manager. DDSn-DACn manager conveys code 
words to determine phase, frequency, and amplitude of the individual signals. It 
also selects outputs from the individual DDS-DAC modules – differential output of 
the DDS is either connected to summing bus or directly to an output amplifier 
input. Amplifier manager sets gains of the individual fully differential amplifiers, 
and enables or disables individual amplifiers. Crosspoint switch commutator 
ensures that right input and output channels are connected. Maximum 4 differential 
connections per switch. Each time new data is received old connections are all 
disconnected. 

In current version data to and from the I2C subsystem is directly pipelined to the 
LabVIEW based user interface. Two main tasks to be performed are reading and 
writing internal registers of the I2C slaves. Current version supports writing in fix 
format packets, and reading from addressed internal registers. 



 

Fig. 51. Data path to interconnected objects inside measurement unit
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is pipelined directly to LabV
attempts did not succeed.
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Data path to interconnected objects inside measurement unit. 

Information regarding masters success or failure, while doing described
is pipelined directly to LabVIEW. User intervention is required if 10 repeated 
attempts did not succeed. 
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2.4 Sampling, signal processing and communications 
 

As discussed earlier sampling in all four ADC channels is parallel. Sampling points 
are generated in the digital side with the aid of FPGA circuit. There are several 
tasks performed by the FPGA. First of all it generates the sample rate for the 
impedance measurement. In all of the measurement channels it is set to be 1kHz. It 
is crucial to synchronize all tasks performed inside instrument to this 1 ms sam-
pling period. For synchronization with outside devices separate digital output is 
provided. Secondly ADC sampling clock is needed, together with serial data 
communication with each of the four ADC’s. Next four serial streams are desteri-
lized, and passed over to digital signal processor. 

Step by step following happens: From main 48MHz clock 1ms reset pulses are 
derived initiating measurement cycles. It resets all the excitation generating DDS 
circuits each time, in order to guarantee full synchronization of all the signals. 
Sampling signal, generated with the aid of the dedicated DDS circuit on digital 
side, initiates the conversion cycle for all AD converters. At the end of all of the 
conversion cycles, 16 bits of the ADC serial output data is simultaneously clocked 
into FPGA registers, using 24MHz clock, and an interrupt output is set. After 
receiving an interrupt signal DSP initiates 4 read pulses for retrieving ADC 
measurement data over the 16 bit parallel bus in burst mode. Interrupt signal will 
be reset at the beginning of the next ADC measurement cycle when any of the four 
busy signals goes high. 

From that it is clear that most of the clocking, and signaling is generated on the 
digital side of the instrument. To pass it over to ADC, and DDS circuits on the 
analog side they have to pass isolator circuits. Already not the best jitter parameters 
of the signals, due to relatively high jitter inherent to FPGA circuits (33 to 50 ps) 
(Brannon & Barlow, 2006), degrade even further. It is rather unfortunate, since 
sampling performance is degraded as well. Generally signal to noise ratio of the 
sampling circuits depends heavily on the phase noise and jitter of the sampling 
signal: 

«¬A � P20 log(2+t��),   (2.1) 

Where f is the frequency of the signal to be sampled and �� is the so called aperture 
jitter in RMS. If 10 MHz input sinusoid is sampled with ideal ADC, then for SNR 
of ca 96 dB, corresponding to 16 bit resolution, total RMS aperture jitter should be 
below roughly 250 fs. There are other contributions to SNR, such as quantization 
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noise and thermal noise. For more adequate picture these noise sources can be 
combined into single equation: 

«¬A � P20®:�v¯(2+t��)B + ° X±
B² ³B´,  (2.2) 

Where f is the analog input frequency. �� is the combined aperture uncertainty for 
the ADC and the clock oscillator (jitter), µ here is the composite RMS DNL in 
LSBs, including thermal noise, and N is the resolution in number of bits. So in 
reality even better clock source is required for the same performance in terms of 
SNR. Given aforementioned parameters and constraints solution for the problem is 
not a trivial one. Nevertheless relatively good results can be achieved by placing 
good quality clock oscillator near the converters, and using as few as possible gates 
between the oscillator and converters. Solution adopted was to place main low 
RMS jitter 48 MHz clock source on the analog side, and synchronize signals from 
digital side with two low jitter D triggers. Two main signals need cleaning: namely 
ADC sampling clock, and 1 ms impedance sampling period. Digital side clock is 
coming from analog circuitry over the isolation barrier, and is then used to generate 
all the clocking signals needed. 

Form one side ADC sampling rate is limited by the capabilities of the converter 
itself, from another by the signal processing power of the DSP circuitry. By using 
TMS320F2811 DSP chip from Texas Instruments maximum achievable rate to 
calculate four times eight (four channels, eight frequencies) complex discrete 
Fourier transforms (DFT) was limited to 100 points per each millisecond. There-
fore full capability of the ADCs was unfortunately not utilized, and maximum 
sampling rate was only 100 kHz. 

All aspects of the instrument operation are controlled via an integrated graphical 
software application on the host computer. Application software was created in 
National Instruments LabVIEW graphical programming environment. It allows 
required flexibility, and easy redesign. Later is needed due to the experimental 
nature of the device. USB connection to host PC was provided by FTDI's popular 
USB UART/FIFO family member FT2232. This device features two multi-purpose 
UART/FIFO controllers which can be configured individually in several different 
modes. Each measurement channel did simultaneously and automatically decode 
the real & imaginary parts of the frequency components of the corresponding 
excitation signal. In reality it gives roughly 3 megabit per second data stream 
through USB interface, and that is unfortunately on the very limit of the FTDIs 
circuitry. 
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2.5 Full boxed device and subassemblies 
 

Standard plastic EURO CASE 3HE from OKW was chosen, with outer dimensions 
260*250*143mm, and internal metallization layer for shielding. For easy testing 
and occasional redesign all the subcomponents were put on separate PCB’s. 
Analog mainboard subassembly is shown on Fig. 46, digital signal processing 
module on Fig. 52, and analog front end subassembly on Fig. 53. Outside view is 
on Fig. 54, and operator screen fragments are on Fig. 55. 

Fig. 52. Digital signal processing and communication module. 

 

Fig. 53. Analog front end module. On the left side front view with protecting surge arresters is shown, and on the 

right side back view of the module with two crosspoint switches, and microcontroller. 



 

Fig. 54. Outside view of the first 

Fig. 55. Operator interface on PC

 

2.6 Test fixture and test results
 

Electrical components do vary in their parameters, and consequently each and 
every device will have somewhat different parameters. Also ambient temperature 
and temperature inside 
achieve precision measurement
instrument, an automatic test procedure was devised, and special te
designed. Inside shielded enclosure of the test fixture 
resistors is formed and attached to 
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Outside view of the first device, front view in the left, and backside on the right

 

Operator interface on PC. On the left picture is the measurement window, and on the right configuration 

window is shown. 

and test results 

l components do vary in their parameters, and consequently each and 
every device will have somewhat different parameters. Also ambient temperature 
and temperature inside the instrument will have an effect on the parameters. To 
achieve precision measurements, and avoid troublesome manual tuning of the 
instrument, an automatic test procedure was devised, and special te
designed. Inside shielded enclosure of the test fixture (Fig. 56) ring of 16 precision 
resistors is formed and attached to the connector with 100 mm wires. 

device, front view in the left, and backside on the right. 

right configuration 

l components do vary in their parameters, and consequently each and 
every device will have somewhat different parameters. Also ambient temperature 

instrument will have an effect on the parameters. To 
s, and avoid troublesome manual tuning of the 

instrument, an automatic test procedure was devised, and special test fixture 
) ring of 16 precision 
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Fig. 56. Instrument with test fixture (aluminum enclosure on the right) attached. 

Three purely resistive rings (with three different values10Ω, 100Ω, and 1kΩ) can 
be used. Arbitrary resistor in the ring can be modulated by connecting in parallel 
100, and 1000 times bigger resistors. After connecting the test fixture to the device 
an automatic test cycle is initiated in LabVIEW environment. Real gain values of 
the amplifiers, output parameters of the current sources and frequency characteris-
tics of the appearing filter elements are automatically measured, and correcting 
values are stored. Two main contributors in frequency domain are coupling 
capacitors together with related impedances, and low pass filter in front of the 
ADC. Analog circuitry will add certain summary delay to the signal, which should 
be taken into account as well. Measured and un-compensated magnitude and phase 
characteristics of the instrument can be seen on figures Fig. 57, and Fig. 59. 
Measurements were taken with precision 100 ohm resistors in test fixture. Same 
magnitude and phase characteristics after compensation in the LabVIEW software 
is applied can be seen on Fig. 58, and Fig. 60. It is worth noting good similarity 
between different measurement channels shown on Fig. 58. Considerable im-
provement both in magnitude and phase characteristics is clearly visible. Magni-
tude is well within 1% of the ideal 100 ohm value, and phase deviation has been 
reduced from tens of degrees to under 1 degree. Empirical compensation coeffi-
cient for summary delay is 632 ns. Filter with -3dB point at 95 Hz is inserted for 
compensating the low pass filter formed by the coupling capacitors. To compensate 
for low pass filter in front of the ADC a 160 kHz inverse filter is employed, and 
compensation for apparent 6,8 MHz low pass filter is applied. Arbitrary automatic 
gain compensation is performed as well. 
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Fig. 57. Measured and un-compensated magnitude characteristics of the instrument. 

 

 

Fig. 58. Compensated magnitude characteristics of the instrument. 
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Fig. 59. Measured and un-compensated phase characteristics of the instrument. 

 

 

Fig. 60. Compensated phase characteristics of the instrument. 
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Fig. 62 magnitude and phase characteristics of an ordinary 1% resistor are shown. 
They were measured with Wayne Kerr Electronics precision impedance analyzer 
6500P. It can be clearly seen that even an ordinary resistor behaves reasonably well 
for calibration within frequency range from 1kHz to 1MHz.  

 

Fig. 61. Magnitude characteristics of the 100 N resistor. 

 

Fig. 62. Phase characteristics of the100 N resistor. 

Therefore it can be concluded, that measurements after the calibration are well 
within required accuracy limits (within 1% of the selected full-scale range for each 
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resolution of the impedance measurements of at least 1% of the full-scale range, for 
all of the operable full-scale ranges of the device, is achieved. Clearly distinguisha-
ble modulation could be observed above the noise level on the measured imped-
ance components even at higher operating frequencies and without additional 
filtering (Fig. 63). 

 

Fig. 63. Fragment of the operator screen showing noise level and 1 % modulation at 1 MHz excitation frequency. 

Re and Im values are in ohms. 
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3  

3.1 Results, conclusions, and first improvements 
 

Tests carried on with the apparatus allow to conclude that main requirements were 
fulfilled, and in some cases even surpassed. Nevertheless optimization is warranted 
in many areas. As the device is rather complex, and with demanding requirements, 
design decision was made not to optimize for power consumption, but for perfor-
mance. Resulting average power consumption of the device is in roughly 25W. 
While it is rather large number in itself, adverse effects from the raising tempera-
ture inside the device worsen the situation further. It warranted multipoint tempera-
ture measurement inside the device in order to compensate for changing parame-
ters. 

Second problem associated with power supplies is related to noise of the free 
running DC-DC converters. While it was hoped that it would not interfere much 
with the measurement results due to its asynchronic nature, reality showed that 
measurements at frequencies higher than some hundred kilohertz were increasingly 
noisy. Simple solution was proposed to enhance the signal to noise ratio at higher 
frequencies. It is well known in analog FM communication area, and is called there 
pre-emphasis, and de-emphasis. In essence higher frequency components are 
increased in excitation part of the device, and correspondingly RC low pass filter 
just before the analog to digital converters is responsible for the reciprocal conver-
sion. In context of the impedance measurements it is quite natural, since higher 
signal levels are allowed at higher frequencies (Fig. 43). Also increase in ampli-
tude, and corresponding phase characteristics are easy to realize just by program-
ming the DDS circuits accordingly. The biggest drawback is in the temperature 
dependence of the analog RC filter. In order for the pre-emphasis, and de-emphasis 
idea to work flawlessly both should be matched with high precision. Smallest 
errors in magnitude and phase are immediately apparent in impedance measure-
ment results. Fortunately usage of high quality components, and aforementioned 
temperature compensation, together with automatic calibration procedure, reduced 
these errors to negligible level. 
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Third problem is related to the original specification of the device. It is certainly 
user friendly to have everything in one single box, and it is tempting to have full 
freedom when choosing electrodes, frequencies, and signal levels. And the device 
was working as expected when the testing was done at the terminals, and by the 
professionals. Sad truth is, that as soon as longer cables are used, high frequency 
parameters will degrade. Furthermore level of freedom in configuring of the device 
appeared to be one of the major obstacles in using it, and often resulted in miscon-
figuration. 

And last but not the least of the problems were issues related to the usage of the 
USB interface. The driver supplied by the FTDI was not up to the task of guaran-
teeing sustained 3 megabit per second data transfer to the PC. Low level system 
programming was required, in order to improve the situation, but during longer 
periods, working for days during experiments, system still ultimately could 
collapse at the end. 

 

3.2 Lessons learned from design of similar devices 
 

Two devices for multifrequency impedance measurement will be briefly discussed. 
First of them is combined multichannel ECG/ICG measurement unit (Min, Parve, 
Ronk, Annus, & Paavle, Synchronous Sampling and Demodulation in an 
Instrument for Multifrequency Bioimpedance Measurement, 2007). Upper fre-
quency limit at 1 MHz is similar to previously described device. However there are 
also major differences. First only one analog to digital converter assembly is used 
for all channels. It requires fast multiplexing between different inputs. Secondly all 
the excitation, sampling, signal processing and communication tasks are handled 
by single FPGA. Thirdly optical Ethernet connection is used instead of the USB. 
And finally active current sources, based on Analog Devices AD8129/30 differen-
tial-to-single-ended amplifiers, were used. Functional block diagram of the unit is 
shown on the Fig. 64. Since the resolution of the very fast AD converter (160 
Msps, used at half speed) did not fully satisfy design requirements also sample 
based compensation was employed. Together with fast input multiplexing it 
required very high bandwidth amplifiers. By using optical Ethernet most of the 
safety concerns vanished, and at the same time communication speed was in-
creased manyfold compared to USB1.1. In comparison with previous design 
following can be stated. Sample based compensation together with fast input 
multiplexing, while tempting, complicates design considerably. Usage of the 
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multiple analog to digital converters, one for each physical input channel, seems to 
be more preferable. 

 

Fig. 64. Functional block diagram and picture of the ICG/ECG measurement unit. (Min, Parve, Annus, & Paavle, 

2006) 

Ethernet is preferable connection medium in multichannel devices. Together with 
optical cabling it will provide for speed, isolation, and also for the reliability of the 
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communication link. Usage of the single FPGA instead of the multichip solution 
seems to be viable. When printed circuit board is designed correctly, then noise 
leakage to analog side is not very dangerous, and is certainly less disturbing then 
noise impact from nearby DC-DC converters. When measuring impedances under 
kiloohm, and with microampere range currents, then active current sources have 
very little advantage over much simpler resistive current source. Problems with 
capacitive loading from cabling were evident as well, since the multiplexed active 
current sources were inside the device. Active shield driving, while useful, can be 
source of severe stability issues. 

Second device of interest is battery powered tissue monitor with Bluetooth inter-
face (Fig. 65). 

 

 

Fig. 65. Functional block diagram and picture of the tissue monitor unit.  
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Shortened square waves were utilized for measurement, 
current source (Fig. 41
microcontroller, sampling and signal processing with low power 
parallel channels had separate front end amplifiers, and were multiplexed to single 
analog to digital converter. It was deliberately slower than previously described 
devices, completing one measurement cycle in 100 ms time. Maximum frequency 
for measurement was limited to 100 kHz. It is possible to place the unit close to the 
electrodes due to the compact size, and cabling is effectively reduced to very short 
leads. Battery power and RF interface together allow full isolation from surroun
ing equipment. Therefore safety concerns are greatly reduced, and are focused only 
on input and output stage design of the unit. It is interesting to see the current 
consumption of this battery powered unit
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Shortened square waves were utilized for measurement, and simple four transistor 
41) used. Communication task was handle by Atmel AVR 

microcontroller, sampling and signal processing with low power FPGA. Four 
parallel channels had separate front end amplifiers, and were multiplexed to single 
analog to digital converter. It was deliberately slower than previously described 
devices, completing one measurement cycle in 100 ms time. Maximum frequency 

measurement was limited to 100 kHz. It is possible to place the unit close to the 
electrodes due to the compact size, and cabling is effectively reduced to very short 
leads. Battery power and RF interface together allow full isolation from surroun

ipment. Therefore safety concerns are greatly reduced, and are focused only 
on input and output stage design of the unit. It is interesting to see the current 
consumption of this battery powered unit (Fig. 66). 
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count for roughly 10 mA, and only approximately 30 mA can be contributed to 
signal processing. It suggests that, even when sampling at higher frequency, 
parallel signal processing in FPGA circuit can be made reasonably efficient. 

 

3.3 Revisions and directions for future development 
 

All in all following shortcomings need addressing in consequent models: 

Signal processing capability of the used single digital signal processor should be 
enhanced, in order to utilize analog to digital converters capabilities. Among the 
possibilities is development of the dedicated signal processor based on the FPGA, 
currently in process (Ellervee, Annus, & Min, 2009). Also signal processing 
algorithm needs revisiting in this context. The numerical synchronous detection 
(NSD) based approach (Annus, Kuusik, Land, Märtens, & Ronk, 2006) needs more 
complicated sampling but less computation than the DFT based approach. It is 
important that NSD enables to obtain the desired results at every sample more 
easily. By applying averaging methods, also the averaged results with lower noise 
level can be achieved. The NSD based approach with its special sampling system 
can be easily applied in a system with M simultaneously working SISO (single 
input – single output) tissue impedance measurement channels and eliminates 
interference between these channels. It suits also for alternating (cyclic) measure-
ment of the responses to the excitations from M outputs at every input. NSD 
approach based parallel signal-processing channels of the MIMO (multiple input-
multiple output) system can be efficiently realized on the FPGA. Sampling based 
synchronous demodulation with shortened square wave is an interesting alternative. 
Simple sorting, occasional shifting and summing operations are fast, and can be 
also massively parallel in FPGA. 

At the highest possible sampling frequencies the noise suppression achieved by 
means of the discrete Fourier transformation was not excellent with the current 
sample rate. The noise was largely caused by DC-DC converters and masked the 
small (fraction of the %) modulations caused by the varying bioimpedance. It was 
improved by introduction of the first order analog low pass filters in front of the 
converters, and sufficiently low noise level was achieved at the output. As a result 
1% modulation of the 100-ohm base impedance has been clearly distinguished. 
Nevertheless it is not the best possible solution for the future. One possible way to 
reduce the problem is usage of accumulators instead of DC-DC converters. 
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Major drawback of the analyzer’s current realization is its high current consump-
tion (due to parallel multichannel and non optimized structure in the analog part 
and also due to power consumed by digital signal processing). The goal is to 
reduce the analyzer’s power consumption of at least 10 times, which makes it 
possible to supply it entirely from USB port of the connected PC or form small 
battery. Appealing solution is to reduce channel number in single device, and to 
make the design more modular, each module (channel) consuming less power, and 
also delivering less data. 

It is also quite clear that active probing has to be introduced. Adverse effects from 
cabling, including noise pickup, attenuation and phase errors at higher frequencies 
can be drastically reduced by placing at least the current source and voltage pickup 
amplifier in the close vicinity to the electrodes. Possibility to multiplex signals 
arbitrarily is lost by doing so, but increased performance and ease of operation 
overweight that manyfold. For testing purposes input module with crosspoint 
switches has been replaced with active probes near the electrodes. This implemen-
tation was tested with encouraging results. 

By using accumulators isolation barrier can be shifted outside the device. Highly 
appealing solution is usage of optical Ethernet instead of USB (Min, Parve, Annus, 
& Paavle, 2006). Ethernet is both more reliable and with overall higher sustained 
throughoutput. By moving to the Ethernet whole range of solid TCP IP based 
solutions becomes usable. Some advantages of the Ethernet include: UPnP, SNMP, 
DHCP, etc. enabled automatic discovery, addressing, asset management, and 
network management; serving up web pages, UI, manuals, and support; unlimited 
range, unlimited number of nodes; multiple media choices, from CAT5 cable to 
wireless to glass, giving integrators unprecedented connectivity and isolation 
options and more. Among them is also LAN eXtensions for Instrumentation (LXI). 
By introducing LXI protocol, and boundary clock system together with IEEE 1588 
Precision Timing Protocol (PTP), very good synchronization of many devices 
becomes possible, even worldwide if required (The LXI Consortium, 2009). Some 
performance data regarding maximum resolution of synchronization capabilities 
can be found in (Benetazzo, Narduzzi, & Stellini, 2007). Second viable solution is 
to use Bluetooth based RF link instead. It is already certified for usage in medical 
instruments, and suggested in Continua health alliance Version One Design 
Guidelines. Third possibility to be explored is usage of recently introduced USB 
3.0 standard. It is both much faster than previous counterparts, and allows much 
higher current to be drawn from the host device.  
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3.4 Modular bioimpedance spectroscopy device 
 

Based on previous experience following structure can be suggested for single 
channel multifrequency bioimpedance measurement unit (Fig. 67). On excitation 
side single four channel DDS chip AD9959 from Analog Devices is suggested. It 
allows simultaneous excitation at four frequencies, amplitude regulation, and 
allows experimentation with chirp pulses as well. It is followed by filter, signal 
conditioning, and resistive current source. On the input side signal is amplified by 
instrumentation amplifier and then synchronously sampled by AD764 from Analog 
Devices. It is 18-bit, 2 MSPS, charge redistribution SAR with fully differential 
input, and operates from a single 2.5 V power supply. Central to the unit is low 
phase noise clock generation and distribution unit in close vicinity to the DDS and 
AD converter. Parallel signal processing on eight frequencies simultaneously is 
handled by dedicated FPGA based structure (Ellervee, Annus, & Min, 2009). It can 
be encapsulated in small enclosure, battery powered, and used directly near the 
electrodes. To use many of these modules in parallel a common external 1 ms 
synchronization should be available. 
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Fig. 67. Functional block diagram of the suggested multifrequency unit. 
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future 

Research continues in several directions. First of all both time duration, and 
frequency band optimized signals are investigated. Starting with different chirps 

) up to more exotic custom designed waveforms. Signal processing can be 
based on of the correlation and FFT (Fig. 69), or ultimately also customized.

Different chirp signals (Min, Pliquett, Nacke, Barthel, Annus, & Land, 2008)

Simplified block diagram of the suggested chirp based measurement unit.

interesting approach is based on DASP technology 
Analog to Digital Event converter (DADEC), utilizing input signal 

comparison with sine waves, is very promising for distributed measurement 

Possible functional block diagram of the multichannel DADEC system. 
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3.6 Conclusions 
 

Methods for fast and efficient measurements have been investigated by author, and 
new solutions proposed, including specific waveforms. New methods and algo-
rithms have been investigated and proposed for synchronous sampling and signal 
processing. Efficient partition between analog and digital signal processing has 
been investigated, and solutions suggested. Many articles have been published 
internationally, including participation in writing of the article which received the 
best paper award of TUT in engineering in 2007 (Min, Parve, Ronk, Annus, & 
Paavle, Synchronous Sampling and Demodulation in an Instrument for 
Multifrequency Bioimpedance Measurement, 2007) 

Author has participated in design and development of the device for multisite, 
multifrequency intracardiac impedance spectroscopy. New methods have been 
successfully applied, and are partly waiting to be introduced in coming designs. 
Based on achieved results several international patent applications have been 
published, and one national patent has been granted. Author has introduced 
contemporary design solutions into the analog part of the measurement system, as 
well as into sampling and signal processing. The developed instrument suits well 
for research in laboratory conditions, and has been successfully applied in several 
high profile locations worldwide. 

Main contributions by the author: 

• New synchronous sampling patterns; 
• New waveforms for energy efficient synchronous signal processing; 
• Several tested current source designs; 
• Development of the frequency dependent current limitation circuitry; 
• Circuit for speedy DDS amplitude changes; 
• Design of the analog side circuitry for the described device. 

Considering acquired experience new solutions have been proposed and tested. 
Further development of the low-power versatile impedance spectroscopy devices 
continues. Design of an application specific integrated circuit (ASIC) based current 
source (Kasemaa & Annus, 2008) for efficient generation of the above described 
shortened square wave signals is currently in progress. 

Achieved results should ultimately advance the art of synchronous measurements, 
enhance medical diagnostics and lower the costs in healthcare sector.  
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