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Chapter 1

Introduction

Superconducting QUantum Interference Devices (SQUIDs) are known for the best magnetic sen-

sitivity and the ability to operate at cryogenic temperatures, making them one of the best devices

to measure low magnetic fields and flux. In addition, being the best magneto- and gradiometers,

SQUIDs can also be used as cryogenic current to voltage amplifiers (transimpedance amplifiers),

using magnetic coupling. In the past, SQUIDs have been used to measure gravitational waves

[1], bio-magnetic fields (brain scanners) [2] and in the readout chain to detect radiation [3]. Con-

ventionally, SQUIDs have found their application in the field, where the amplification of the small

currents is required. For example, a combination of transition-edge sensor (TES) and VTT pro-

vided direct current SQUID (DC SQUID) readout chain technique will be used in the Advanced

Telescope for High-Energy Astrophysics (ATHENA) space mission by European Space Agency

(ESA), to detect X-rays.

The performance of the SQUID is determined by the noise level and the gain factor (transresis-

tance/transimpedance). The gain shows how much voltage is generated across the SQUID per

amount of applied flux, through the superconducting loop of the SQUID. In the real-life applica-

tion, noise level is one important limiting factor in the SQUID performance, as it will have to be

considered for the gain. One of the reasons to use array of SQUIDs rather than a single SQUID

cell is the higher signal power. The basic performance of the SQUID can be analysed using IV-

and ΦV- characteristics, the last used especially to determine the gain factor. Unfortunately,

irregularities present in the IV- and ΦV- characteristic make the gain non-uniform and decrease

the general performance of the SQUID. SQUID is an active nonlinear device, the performance

is determined by the parameters, such as, shunt resistance of Jospehson Junctions (JJs), loop

inductance, JJ capacitance and the external electrical circuit loading (impedance). These param-

eters, if not well considered in the design or measurement setup, will cause distortion in the IV-

and ΦV- characteristics, leading to decrease in SQUID performance. In addition, understanding

the cause of these irregularities can provide valuable feedback about the SQUID fabrication and

bottlenecks of the fabrication process, thus improving the fabrication process and the yield.

The content of this thesis is split between seven main chapters. Chapter 2 gives an introduction

into the superconductivity and SQUIDs. Chapter 3 explains the dynamics of Josephson Junctions.

Chapter 4 gives more understanding about DC SQUIDs, main design parameters and explains IV-
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and ΦV- characteristics. Chapter 5 concentrates on the analysis of the actual measured devices,

observation of the degradatory mechanisms and introduces the model to simulate the critical cur-

rent distribution. Chapter 6 interprets the results achieved by the model introduced for the critical

current distribution, shows experimental data on the parasitic capacitance affect to SQUIDs and

includes the discussion about the possible improvements. Followed by a brief conclusion of the

work and suggestions for the further development in this field, Chapter 7.

In this thesis, irregularities in the response of the VTT DC SQUID arrays will be studied and

analysed. For the analysis, IV- and ΦV- characteristic plots are used. The main irregularities

discussed in this thesis are caused due to the critical current variation among the single SQUID

cells in the SQUID array and parasitic capacitance due to the external circuitry. VTT thin film,

niobium based DC SQUIDs are designed, fabricated and measured (full plots can be found in the

Appendices) in the liquid helium at VTT.

5



Chapter 2

Superconductivity and

Superconducting Quantum

Interference Devices

2.1 Superconductivity

Introduction of the low-temperature physics field was pioneered by Dutch physicist Heike Kamer-

lingh Onnes, who was the first to liquefy, store and transfer liquid helium in the smaller amounts,

in addition, to the previous work on liquid oxygen and hydrogen. The liquefaction of helium was

achieved by Onnes and his team on 10th of July 1908 [4], in his laboratory at Leiden University,

Netherlands. The following years were spent on the improvement of cryogenics hardware and

liquefaction process efficiency, which led to the discovery of a zero resistance phenomena, or as

we know it today superconductivity. In his first experiments, Onnes characterised materials, such

as platinum (used as thermometer), mercury, mercury-gold alloy, lead and tin at temperatures

reaching down to 1.5K. Since these early experiments, scientists have discovered new emergent

properties and categorized these superconductors along various classes, such as type I v.s. type

II, or as low-temperature v.s. high-temperature. Here we should explain superconductivity as a

property of the material to have zero electrical resistance and repel external electromagnetic fields

from the bulk of the material.

In 1935, London Model gave a microscopic description and explained screening of electromagnetic

fields from the interior of the a bulk superconductors, using Equation 2.1 (Eq. 2.1) and Eq. 2.2,

i.e. the First and the Second London equation [5, 6]

dJs

dt
=
nse

∗2E

m∗ (2.1)

where Js and ns stand for the current and the number densities of the quasi-particles, respectively

e∗ and m∗ being the charge and the mass of the quasi-particle in the applied electrical field E

∇2B =
1

λ2L
B (2.2)
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λ2L =

√
m∗

µ0nse∗
2 (2.3)

where B is the internal magnetic field and λL is so-called London penetration depth and µ0 mag-

netic permeability. The first London equation shows that any applied electrical field accelerates

quasi-particles, resulting in perfect conductivity. The second one explains so-called Meissner effect
1, that a magnetic field is exponentially screened from the interior of the bulk superconductor

within the penetration depth λL resulting in the perfect diamagnetism. However, λL is only valid

in an ideal theoretical limit T → T0, where T is temperature of the material and T0 absolute

zero. However, experiments have shown that actual penetration depths are larger. To solve that

one would use characteristic length ξ0, introduced by Alfred Brian Pippard

ξ0 = a
h̄vF
kTc

(2.4)

where a is a numerical constant of the order of unity, h̄ reduced Planck constant, vF - Fermi

velocity, k - Boltzmann constant and Tc - critical temperature of the superconducting material.

Compared to the penetration depth λL, characteristic length ξ0 considers the fact that the elec-

trical field E of the superconductor is nonuniform, thus there will be a nonuniform distribution of

the supercurrent, hence increasing superconducting penetration depths λ (always larger than λL)
2, following relation λ≪ ξ0.

After the superconductivity was explained using the London Model, there was an emerge of GL

(Ginzburg-Landau) Model and BCS (Bardeen-Cooper-Schrieffer) theory. GL Model was proposed

in 1950, 7 years before BCS and is described as a limited form of BCS theory [5]. The main

advantage of GL Model is the quantum-mechanical approach to the superconductivity, by intro-

duction of the pseudowavefunction ψ, to describe superconducting electrons or quasi-particles. It

allows to solve the nonlinear effects of strong electromagnetic fields and the spatial variation of

quasi-particle density, which was not handled by London Model. In addition, GL Model introduces

important GL parameter κ (Eq. 2.5), to distinguish type I from type II superconductors. Example

of the materials and GL parameter numerical values, will be introduced under the Flux trapping

section.

κ =
λ

ξ
3 (2.5)

As mentioned above, the GL Model is a limited form of BCS theory, explaining the same phenom-

ena, are approaching superconductivity phenomenologically, considering the laws of thermo-and

electrodynamics, while being compared to the empirical data available [6]. BCS theory, how-

ever, is so far the most comprehensive description of the superconductive phenomena. It uses

quantum mechanics to explain the formation of the Cooper pairs (electron pairs) which are the

charge carriers in the superconductor. The formation of the Cooper pairs is explained using the

electron-phonon coupling mechanism [6].

1 Meissner effect, demonstrated by W. Meissner and R. Ochesenfeld in 1933. It was shown that when lead

sample underwent a transition T > Tc (Tc,lead = 7.2K) while exposed to a weak magnetic field, instead of

trapping the magnetic flux inside the bulk, the field was expelled.
2 λL is defined at T = 0 and it will diverge at Tc as described by λ(T ) ≈ λ(0)[1− (T/Tc)

4]−1/2.
3 Here ξ is different from characteristic length ξ0 and is actually called temperature-dependent coherence length

or Ginzburg-Landau coherence length ξ = ξGL [7].
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2.2 Superconducting Quantum Interference Devices

SQUID is an active, nonlinear, device consisting of superconducting loop, including either one

(Radio Frequency or RF SQUID) or more Josephson Junctions (JJs), such as for DC SQUID (two

JJs) Figure 2.1 (Fig. 2.1), and superconducting coil(s).

Figure 2.1: On the left is the electrical symbol for DC SQUID and on the right for RF

SQUID. Crosses are JJs.

These devices have been mainly used as magneto-and gradiometers due to one of the best mag-

netic field noise and resolution characteristics. According to the literature, these devices can reach

fT/
√
Hz range in magnetic field noise and nT/Φ0 in magnetic field sensitivity [8]. Apart from

the direct use as magnetometer, SQUIDs can also be used as a current-voltage amplifier. For

instance, this type of technology is being realised to be used on board the Large-class (L-class)

mission by European Space Agency (ESA), called Advanced Telescope for High Energy Astro-

physics (ATHENA) [9].

ATHENA mission is an observatory with the main objective to perform spectroscopy of the incom-

ing X-rays, originating from e.g. black holes. To reach these objectives, the X-ray Integral Field

Unit (X-IFU) instrument on board the mission, will include a primary (detection) and secondary

(background noise) focal planes. Primary focal plane will use matrix of Transition Edge Sensors

(TES) pixels for incoming X-ray detection, followed by the first stage of multiplexing SQUIDs

and the second stage of SQUIDs, for the current to voltage amplification. Current produced by

X-rays hitting TESs is in µA region, with its noise floor being in the pA/
√
Hz region. Secondary

focal plane will be used for background noise detection, having similar design as primary plane,

but without multiplexing SQUIDs and TESs used are of different design. Using this type of,

edge-cutting, technology the energy resolution of 2.5 eV is set as a requirement for the X-ray

detection of the ATHENA observatory. This will be ten times smaller compared to a similar

existing observatory X-Ray Imaging and Spectroscopy Mission (XRISM). [9]

RF SQUID will not be handled in the context of this thesis, however, compared to DC SQUID,

their fabrication is easier and it was the reason why in the earlier SQUID history they were more

popular. The RF SQUID operation is based on the different operations modes, such as, hysteretic-

and nonhysteretic exists - for the readers interest, more discussion regarding RF SQUIDs can be

found in [10]. With the emerge of the thin-film based fabrication technology and lower noise

characteristics [11], DC SQUIDs became more attractive to the research and in development of

the new technologies.
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DC SQUID has two parallel JJs with similar critical currents, which may be slightly different due

to the fabrication for instance, connected via superconducting loop (SQUID loop). In practice, DC

SQUID is biased close to the JJs critical current, if both JJs are identical then the critical current of

the SQUID is equal to the sum of both JJ critical currents. If the biasing current of the SQUID is

further increased, above the critical value, SQUID will switch from superconducting state to finite

voltage state. If the external flux is applied, SQUID loop will generate so-called screening currents

to cancel out the applied flux thus introducing self-induced flux. This phenomena is caused due

to the quantization effect, as closed superconducting circuit can only contain a discrete number

of magnetic flux, known as fluxon Φ0 (sometimes referred to also as flux quantum/quanta), Eq.

2.6. More precisely, the magnetic field times the area of a closed superconducting loop must

always be a multiple of h/2e [12]. Another way to understand the quantization effect is based on

the fact that the superconducting wavefunction of the superconducting loop has to be coherent

and have integral number of wavefunction cycles around the loop. In other words, magnetically

induced screening currents of the superconducting loop, keep the coherence of the wavefunction.

Φ0 = h/2e = 2.07× 10−15 [Wb] (2.6)

These same magnetically induced screening currents will create in-balance between the currents

through the JJs - change in the phase difference of each JJs. As a matter, when the external

applied flux Φex value equals to half integer of the flux quantum Φex / Φ0 = n + 1/2, it is

energetically advantageous for the screening current to change direction, as seen in the Fig. 2.2.

When operating close to the critical current of the JJ, the screening currents drive one of the

JJs to the normal state. Considering the above explained basic operation of the DC SQUID, very

small currents can be measured, using DC SQUIDs as current to voltage amplifiers.

Figure 2.2: Screening current Is and applied magnetic flux Φex.

2.3 Cryogenic systems

Before proceeding onward with the more specific analysis of the DC SQUIDs, it would be im-

portant to get acquainted with the equipment needed to study not only SQUIDs but also other

devices/components, requiring low temperature environment. As mentioned in the beginning of

this chapter, an important start point for the low temperature physics was liquefaction of helium.

Although, liquid nitrogen was available 10 years before, discovered by James Dewar 4, the liquid

4 Dewar also invented a vacuum isolated flask (Dewar) to store cryogenic liquids.

9



helium [13]. It is clear that liquid nitrogen temperature is not low enough for the most of the

low temperature superconductors. Niobium (Tc ≈ 9.5 K) is nowadays one of the most used

superconducting materials, another material commonly used is aluminium (Tc ≈ 1.14 K) [14].

Another advantage of the low temperature measurements is the reduced thermal noise level 5.

Fig. 2.3 shows the phase diagrams of two stable helium isotopes, Helium-4 (He4) and Helium-3

(He3). Understanding of these phase diagrams allows to explain different cooling techniques to

reach sub-and millikelvin temperatures. Phase diagrams of the He4 and He3 isotopes shows that

pure He3 exists in the liquid state all the way down to the absolute zero, though at extremely low

temperature around 2 mK it turns into the superfluid 6 [16]. He4 however exists as a mixture

including also He3 component, thus it has two different phases so-called He I and He II with he

Tc = 2.17 K.

Figure 2.3: He4 phase diagram with He I and He II phases (left). He3 phase diagram

(right). Tahke, Vedel and Gaas, respectively meaning solid, liquid and gas states [16].

Cooling systems may be divided into the wet and dry systems/refrigerators. The easiest example

of the wet fridge is Dewar, filled with liquidHe4 providing 4.2 K cryogenic environment (operating

in the He I liquid phase). To reduce the temperature even more (down to 2.17 K) a pump has to

be used to increase the evaporation rate of the liquid helium. For Dewar measurements, sample

is attached on the dipsticks (Fig. 2.4) cold head and immersed into the liquid helium. Dipstick

is a tool used to immerse and keep the sample inside the Dewar. Setup of Dewar and dipstick is

shown in Appendix 1.

Figure 2.4: Dipstick for SQUID measurements in VTT. One the left is a plastic cold head

for attaching the sample and connecting it to the signal lines, going through the narrow tube

all the way to the right, through the feed through, to the room temperature electronics.

For the lower temperatures, such as mK range, one of the techniques is to use dilution refrigera-

5 Johnson–Nyquist noise power spectral density v̄2n = 4kBTR [15].
6 Superfluid is a state when a liquid has zero dynamic viscosity, which allows it to flow through any small

physical gap. Both He4 and He3 turn into Bose-Einstein condensate, creating superfluid.
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tors. Dilution refrigerators operate on the principle of the phase separation of the He4 and He3

helium isotopes mixture. As seen from the Fig. 2.5, the phase diagram of He4/He3 mixture has

a tricritical point. At temperatures below the tricritical point, mixture separates into He3 rich

phase and He4 rich phase (dilute phase, hence called dilution refrigeration). These two phases

have different densities, forcing the He3 rich phase to float above the dilute phase. The cooling

power of dilution refrigerators is achieved when He3 atoms are transferred from the He3 rich

phase to the dilute phase by pumping on the mixture [6]. An example of operation schematics

of the wet dilution refrigerator can be seen in the Appendix 2. Use of dilution refrigerator nowa-

days has become popular, for instance, it is one of the cooling systems chosen for the quantum

computers. In addition to the mK temperature range, at the lowest point of operation, dilution

refrigerators provide also stages where temperatures like ≈ 1 K and ≈ 4 K can be achieved,

which is favorable to understand how SQUID characteristics change at different temperatures.

Figure 2.5: Phase diagram of He4/He3 mixture [17].
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Chapter 3

Josephson Junctions

Josephson Junction (JJ) is an active device, where an insulator between two superconductors cre-

ates a weak link which allows Cooper pairs to pass from one superconductor to another, resulting

in supercurrent. Here the weak link is referred to the state, where a slight overlap of the electron

pair wavefunctions ψi of the two superconductors occurs. Even if there is no voltage or current

biasing applied across the JJ, with the small-enough separation between superconductors, and

with the quantum phase difference ϕ present, Cooper pair tunnelling will result in supercurrent.

Cooper pair tunnelling can only take place when energy associated with the coupling exceeds the

energy of the thermal fluctuations [7]. One way to generate the quantum phase difference in

experiments, is to apply magnetic field.

To begin with the dynamics of the JJs, it is important to explain Josephson relations. The first

relation (Eq. 3.1), shows that the current density J of the JJ has a maximum value of Jc, being

the critical current density and the current density will vary with the phase difference ϕ of the

two superconductors

J = Jc sinϕ (3.1)

By knowing the effective area A of a junction we can rewrite Eq. 3.1 in terms of the critical

current I = Ic sinϕ. If the current is increased above the critical current, I > Ic and finite

voltage is generated across the JJ, the phase difference ϕ would evolve according to

∂ϕ

∂t
=

2e

h̄
V (3.2)

where 2e represents the charge of the electron pair. When the finite voltage is generated across

JJ, the wavefunctions, describing electron pairs, will become uncoupled and begin to slip relative

to each other at a rate determined by Eq. 3.2 [7], known as Josephson frequency fJ (Eq. 3.4).

In addition to electron pair tunneling, at non-zero voltage, there is also quasiparticle current. Eq.

3.1 is known as DC effect of JJ and Eq. 3.2 describes the AC effect in the JJs.

3.1 Critical current

From the JJ relations Eq. 3.1 and Eq. 3.2, a few important critical parameters for the junction

characterisation can be derived and explained. The choice of these parameters will determine also
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the operation of the SQUID. Maximum zero-voltage current density can be described by Eq. 3.3,

so-called Ambegaokar-Baratoff relation [18]

Jctu = Gn

(
π∆(T )

2e

)
tanh

∆(T )

2kBT
(3.3)

where Gn is the tunnelling conductance 1 for V ≫ 2∆/e (relation Vg = 2∆/e is called gap

voltage) and ∆ is a gap parameter. Gap voltage describes the binding energy of the Cooper pairs,

thus when the potential difference of 2∆/e is reached, there is enough energy in the system to

start breaking the Cooper pairs 2. Tunnelling conductance Gn can also be interpreted as the

inverse of the JJs normal state resistance Rn. Critical current density, is the critical current

per unit area, and it is a property of the dielectric sheet, through which Cooper pairs tunnel,

and out of which the Josephson junctions are formed. Above the critical current, junction will

start experiencing finite voltage oscillations 3 expressed by the Josephson frequency fJ (angular

frequency ωJ) [7]

fJ =
wJ

2π
=

(
1

2π

)
2e

h̄
V (3.4)

The Josephson oscillations described by Eq. 3.4 are high frequency, reaching GHz bandwidth and

with the peak occurring at the applied DC voltage 2∆/e. The time average voltage response of

these oscillations is actually the finite state voltage response generated by the JJ in the normal

state. The gap parameter in the Ambegaokar-Baratoff relation (Eq. 3.3) is the energy needed

for the quasiparticles to move from ground state to the lowest level of the excitation states, in

addition, binding energy of each electron pair is 2∆ [7]. At T = 0 gap energy can be found using

∆ = 2h̄ωDe
−1/N(0)V (3.5)

where N(0) is density of the states at the Fermi surface, V is scattering amplitude and ωD is

Debye frequency. Eq. 3.6 shows the gap parameter temperature dependency, for both weak-and

strong-coupled (Fig. 3.1) superconductors.

Figure 3.1: Measured and calculated values of 2∆/kBTc. The errors indicate the necessary

corrections required to obtain the experimental result [19].

1 Tunnelling conductance Gn is normal metal to normal metal tunnelling conductance of the junction express

by the formula Gn = (2πe2A/h̄) | T |2 N1(0)Nr(0), where Nl and Nr represent density of excitation states

of the both electrodes forming the junction, so-called left and right electrode densities.
2 For V < Vg, only quasiparticle tunneling takes place, in the case of superconductor-insulator-superconductor

(SIS) junction [5].
3 More precisely, these are sinusoidal supercurrent oscillations, which in the presence of additional elements,

such as, shunt resistance, generate voltage oscillations.
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2∆ = 3.52kBTc
4 (3.6)

Generally speaking, for the metallic superconductors the value, before kB in Eq. 3.6, changes

within the limit of ±30%. For instance, at T = 0 aluminium has a gap energy of 0.34 meV

and niobium 3.05 meV [14] - values presented are calculated for 2∆. As the gap parameter is

temperature dependent, by changing the temperature, critical current density of the JJ changes

also. Fig. 3.2 shows the experimental data of the DC SQUID array (Nb/Al/AlOx/Nb trilayer JJ),

measured at 4.2 K and 800 mK. It was found by [20] that the gap voltage of Nb/Al/AlOx/Nb

trilayer JJ to be ∆ = (1.4± 0.1) mV at 4.2 K.

Figure 3.2: 4x40 SQUID array IV characteristics at 4.2 K and 800 mK.

From Fig. 3.2 the critical current for 4.2 K measurement is 92 µA and for 0.8 K, 110 µA.

Taking the ratio of the two critical currents we get 1.2. As a first order approximation, we could

compare the analytical values using Eq. 3.3, choosing the gap energy for 800 mK case to be

1.5 meV (theoretical value for niobium at T = 0) and for 4.2 K, 1.4 meV (Nb/Al/AlOx/Nb

trilayer). The according ratio of the two critical current densities is 1.1, which is quite close to

the ratio of the critical currents. However, that is just a simple example and for more accurate

answer one should use the gap energy of Nb/Al/AlOx/Nb trilayer, measured at 800 mK.

3.2 Shunt resistance and capacitance

To get a better picture of the JJ dynamics, there would be a need for a model, which would

include both the superconducting and the finite-voltage states of the JJ, as described by Eq.

3.1 and 3.2. One such model was suggested by D. E. McCumber [21] and W. C. Stewart [22],

4 This is normalized form of the general approximation of the gap parameter ∆(T ) ∼= 3.2kBTc(1 − T/Tc)
1/2

at T = 0 as the gap vanishes when temperature approaches Tc.
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so-called Resistively Capacitively Shunted Junction (RSCJ) model. RSCJ equivalent schematic is

shown in the Fig. 3.3 and the analytical model below

I = Ic sinϕ+
h̄

2e

1

R

dϕ

dt
+

h̄

2e
C
d2ϕ

dt2
+ In (3.7)

where R is the total JJ resistance consisting of quasiparticle and external shunt resistances (in

parallel), C is the capacitance across the JJ and In is the thermal noise current of the resistance

[10].

Figure 3.3: Schematics of the RSCJ model for one JJ. I is total current through the SQUID.

Eq. 3.7 is a nonlinear differential equation of the second order and one way to analyze it, is to

solve numerically, however, this is not part of this thesis. On the other hand, if we introduce

changes, such as, dimensionless time t∗ = (2πIcR/Φ0)t and parameter βc = 2πIcR
2C/Φ0 we

can rewrite Eq. 3.7 to a dimensionless form

βc
d2ϕ

dt∗2
+
dϕ

dt∗
= − d

dϕ
(−iϕ− cosϕ) + in(t

∗) (3.8)

which is similar to the equation of motion of a particle in the force field. Particle mass being βc,

external force field described by the potential energy −iϕ− cosϕ and the time dependent change

produced in this case by thermal fluctuations in(t
∗). It has been mentioned by [10], that if the

thermal fluctuations are neglected, the average voltage response of JJ is hysteretic when βc > 0.7

and nonhysteretic when βc < 0.7. We will come back to the analysis of the RSJ model in the

next Chapter.

3.3 Flux trapping

In the section 2.1 we introduced GL parameter κ, which draws a line between type I and type II

superconductors as follows

κ

< 1/
√
2, type I

> 1/
√
2, type II

(3.9)

To explain the flux trapping phenomena, it is first important to mention that type I supercon-

ductors allow no flux penetration deeper than the penetration depth λ, inside the sample. At

the critical external applied field Hc the transition from normal to the superconducting state is

sharp (Fig. 3.4) - Meissner effect. However, type II superconductors experience Meissner effect

until a certain lower magnetic field value, after which their superconductivity is defined as an

intermediate, inhomogeneous, state between lower Hc1 and upper critical field Hc2 and is referred
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to as mixed state (Fig. 3.4). In mixed state, material will experience a total flux expulsion until

the Hc1, then some of the flux will start penetrating the material, using vortices of supercurrent.

Figure 3.4: Graphical representation of the phase transitions between normal and

superconducting states. Transition 0 → Hc is Meissner effect and Hc1 → Hc2 mixed state.

In this thesis we are interested in type II superconductors, as the VTT DC SQUID arrays use thin

film niobium, as the main superconductor material. Firstly, few vortices start to form at lower

critical field Hc1, as it is energetically more favourable to have local exclusion of magnetic flux

than a total exclusion. The maximum current density, generating the vortices, is achieved not

in the centre of the superconductor, but at the value where radius equals to twice the ξGL. In

other words, superconducting currents are generated both on the vortex walls and on the surface

of the superconductor, whereas in type I currents are only generated on the surface of the super-

conductor. When the magnetic field is approaching upper critical field value of Hc2, the number

of vortices increases to the limit where material goes normal, as the magnetic flux penetrates the

bulk of material uniformly. Vortices are subjected to Lorentz force, which can exceed the pinning

force, which is excess force keeping vortices steady in one place due to chemical or physical defects

of the superconductor. As a result, vortices will start drifting around, generating resistance and

dissipating heat.

In reality design geometries or material inhomogeneities can affect SQUID performance by reducing

the ability to expel the magnetic field. Inhomogeneities cause type II superconductors to experience

flux penetration (pinning sites) near Tc [23], thus locally braking the Meissner effect. As described

by [24], defect sites present pinning force on the vortices leading to the hysteretic behaviour and

after Tc, this force prevents vortices from leaving the material - flux trapping. As later seen

from the experimental data, one way to get rid of flux trapping is to simply heat the SQUID

above the Tc and let it cool down again. However, if the environments magnetic field is above

the lower or higher critical values then that would require physical shielding, shielded room or

implementing design rules which can prevent flux pinning to certain value. For instance, 1 µm

wide superconducting stripe gives a flux tolerance of 2 mT [24], for comparison Earth’s magnetic

field strength ranges 25− 65 µT .
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3.4 Fabrication at VTT

Forming a weak link between two metallic superconductors e.g. niobium, can be done using

another metal (such as aluminium) or semiconductor links, grain boundaries or insulating tunnel

barriers (dielectrics such as aluminium or silicon oxides). Already mentioned in the section 3.1,

SQUIDs measured in the frame of this thesis are using Nb/Al/AlOx/Nb trilayer structure to

make the JJs. Two ways of fabricating JJs at VTT are pillar based, Fig. 3.5(a) and Sidewall-

Passivating Spacer Structure (SWAPS, Fig. 3.5(b)) based designs. The core of the JJ fabrication

is the realization of the trilayer, which sets the critical current Ic of the JJ. Trilayer is a design

structure consisting of dielectric tunnel barrier layer between two electrodes layer, forming a weak

link. For the pillar type JJ in Fig. 3.5(a), trilayer consists of the base electrode, tunnel barrier and

counter electrode - forming NB2 layer. For SWAPS type design, trilayer is the same as for pillar

type, but is called NB1 layer. For pillar type design, JJ size is defined with the remaining un-etched

part of counter electrode (Fig. 3.5(a) CER) and for SWAPS based design, JJ is formed at the area

of the crossing of NB1J and NB1 [25], Fig. 3.5(b). For the both fabrication technologies tunnel

barrier is done using aluminium whose surface is oxidized into aluminium oxide. The advantage

of SWAPS type design, for SQUID operation, is low parasitic capacitance [25]. In addition, from

the SQUID design perspective, SWAPS fabrication process enables smaller JJ size than pillar type

- denser chip layouts. For comparison, pillar type JJ with diameter of 3.2 µm [26] and SWAPS

type with 0.2 µm × 0.2 µm [25].

(a) (b)

(c) (d)

Figure 3.5: (a) and (c) pillar type JJ: NB2/3 niobium electrodes, INS2/3 SiO2 insulation,

CER (Counter Electrode Removal, the remaining un-etched part of NB3), ANOD sidewall

anodization, Tunnel barrier (aluminium with oxidized surface) [26]. (b) and (d) SWAPS

type JJ: NB1/1J niobium conductors, barrier (aluminium with oxidized surface) [27]. (c)

and (d) were dissected with focused ion beam etching to reveal (a) and (b) thin film stacks.
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Chapter 4

Direct Current Superconducting

Quantum Interference Devices

In the following chapters, the notation of SQUID will be used instead of DC SQUID, as only DC

SQUIDs will be analyzed. The latest development in field of SQUIDs has been thin-film based,

multi-turn coil(s), planar washer (also referred to as SQUID loop) integrated circuits, manufac-

tured on silicon wafers. The main materials for the low temperature devices being niobium or

aluminium and for the high temperature ones yttrium-barium-copper-oxide (YBCO). Independent

of the material choice, main SQUID components are superconducting loop (SQUID loop), two re-

sistive shunts and two JJs in parallel. So-called coupled (sometimes referred to as flux-transformer

coupling) and uncoupled (bare) designs exist - Fig. 4.1.

Figure 4.1: Simplified models of uncoupled SQUID (left) and one coil coupled SQUID

(right). Grey area, between biasing current end is SQUID loop/washer.

So-called coupled SQUID designs involve a coil on top of the SQUID loop, called the ‘input coil’.

The coil would generate the sensed flux, either directly from the coil current when the SQUID is

used as an ammeter, or as a part of the so-called flux-transformer circuit when the SQUID is used

as a magnetometer. A flux-transformer would also include the so-called pick-up loop. Uncoupled

or bare SQUID designs exist, too, but those can only be used as magnetometers, and are most

commonly implemented as high temperature superconductor SQUIDs where multilayer deposition

is technically challenging.
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Introduction of the superconducting coil facilitates the ammeter configuration, and in the magne-

tometer configuration the flux-transformer would lower the magnetic field noise, or equivalently

improves magnetic field resolution [8]. In the flux-transformer -based magnetometer configura-

tion, the effective SQUID loop inductance would reduce by 40− 50% relative to the geometrical

inductance, due to screening currents which flow in the input coil – pickup loop combination. For

the both variants, there is a possibility of a strong LC resonance [8], degrading the performance.

These resonance are worse for coupled SQUID. Even in the bare SQUID there exists the funda-

mental LC resonance of the washer and the junctions, but in a coupled SQUID the resonance

structure is more complicated due to the complex electromagnetic interplay between the SQUID

loop and the input coil. It is usually necessary to use resistive damping to lower Q-factor of

the resonances, even if this leads to injection of additional thermal noise to the SQUID circuit.

Finding the best balance between damping resonances and the injected thermal noise is bread and

butter of design of a coupled SQUID. In the simplest approximation, the complex interplay be-

tween the input coil and SQUID washer can be lumped into the concept of parasitic capacitance,

which would in the SQUID model appear across the SQUID loop inductance. The disadvantage

of a coupled SQUID variant is the need for complex multilayer fabrication, which in case of high

temperature superconductors may even be prohibitive. The coupled SQUID variant is however

the only practical way to construct ammeters, in other words current sensors.

A fundamental figure of merit for SQUID is the noise energy resolution [8]

ε = SΦ(f)/(2L) (4.1)

where L is the inductance of the SQUID, f frequency and SΦ(f) power spectral density as seen

below

SΦ(f) = SV (f)/(∂V/∂Φex)
2 (4.2)

where SV (f) is the voltage noise power spectral density and (∂V/∂Φex) flux-to-voltage transfer

function, sometimes referred to as the gain. Eq. 4.1 together with Eq. 4.2 give an insight into

the nonlinear dynamics of the SQUID, where a certain balance between design parameters should

be found. For instance, voltage noise power spectral density SV (f) is thermal noise, depending

on the temperature T of the environment and the resistance (mostly contributed by the shunt

resistors of the JJs). The transfer function, as will be analyzed later, depends on capacitance,

inductance and their parasitics. However, for a certain case 1, the optimal energy resolution for

the autonomous SQUID can be found from [10]

ε = SΦ(f)/(2L) ∼= 12kBT
√
LC (4.3)

where kB is Boltzmann’s constant.

1 This applies for the case where the modulation parameter βL and JJ damping parameter βc are related as

βL
∼= βc

∼= 1.
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4.1 Single and arrays

Previous section gave an insight in to the importance of choosing carefully SQUID design parame-

ters, to avoid the degradation in the performance. In addition to JJ design parameters, the SQUID

chip design includes coil(s) to generate flux, filters (such as RC filtering), impedance matching

structures and network of superconducting traces to connect all the parts (single SQUID cells),

which may have additional unidealities. All these parts of the microelectronics circuitry have to

be considered, as depending on the electrical circuit or even the operation environment, SQUID

performance may be limited. In perfect case, all the single SQUID cells, forming the array, would

be coherent. Meaning that each single SQUID cell is not affected by the other cells and parasitics,

resulting in the ”clean” contribution to the sum of the SQUID array. In addition, the total voltage

is a sum of the SQUID cells in series and the total current is the sum of the parallel SQUID cells

in series.

Figure 4.2: two-stage SQUID amplifier electrical circuit [27].

Fig. 4.2 shows a two-stage (so-called tandem) SQUID amplifier, consisting of the single cell

SQUID (Frontend) and the SQUID array (Booster). Main difference between single and array

designs is the number of SQUID cells included. Let us here define that one SQUID cell has

two parallel JJs, integrated inside the SQUID loop, accompanied with the flux generating coil(s).

Straight forward explained, SQUID arrays contains more than one SQUID cells, which can be in-

tegrated into the parallel and series SQUID arrays. When operating in the range of 0.05− 4.2 K

one must bear in mind the cooling budget available to keep devices in the superconducting mode.

According to [27], Frontend type SQUID may dissipate ≈ 1 nW and Booster ≈ 200 nW of heat.

When immersed in liquid helium, the cooling budget may not be an issue as it will only increase

the boil off due to the low latent heat of the liquid helium. However, for the dilution refrigerator

operation, one has to be careful, as different stages have a certain cooling budget and if exceeded,

one may not reach the desired operation temperature and even worse, cause the damage to the

expensive scientific equipment. For instance the BlueFors LD400 dry dilution refrigerator, can

provide 14 µW cooling power at T = 20 mK and almost 0.5 W at 2.5 K [28], huge numbers
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relative to the SQUID dissipation levels estimated above. Still, in multi-channel detector readout

systems the above dissipation numbers must be multiplied by the number of channels, so that

the total dissipation may in some cases become prohibitive. The situation is still worse in space

missions, where electrical power consumed by the refrigerator must be generated by solar panels,

and the refrigerator-generated heat must be radiated to space. The planned refrigerator for the

X-IFU instrument, for instance, provides the total cooling capability of 1 µW at 50 mK, only a

fraction of which is allocated for SQUID cooling [9].

One of the main advantage of the SQUID arrays is the gain. If the SQUID cells are arranged in

series or parallel, respectively the voltages sum up or stay the same, thus the gain is also dependent

on the arrangement of the single cells. However, even if the devices are superconducting then the

limiting factor may be the impedance and the noise level relative to the SQUID input, causing

the reduction in the energy resolution.

4.2 Electrical characteristics

In this chapter we should introduce an analytical model to study the electrical characteristics of

SQUID. Fig. 4.3 is a visual representation of the basic operation of the SQUID.

Figure 4.3: SQUID cell with two JJs (phase differences ϕ1 and ϕ1), changing induced

screening current Is and Φex is applied external flux.

Total current through the SQUID in Fig. 4.3 can be written as

I = I1 + I2 ± Is = Ic1 sinϕ1 + Ic2 sinϕ2 ± Is (4.4)

where I1 and I2 are respectively currents through the first JJ with phase difference ϕ1 and the

second JJ accordingly ϕ2. Both junctions have critical currents Ic1,c2, which we will assume to

be equal Ic1 = Ic2 = Ic. Fig. 2.2 shows the induced current changing the direction with the

periodicity of the external flux Φex = Φ0 (n+ 1/2). This sets also constraint regarding how the

phase differences of the two JJs can change, to keep the coherence of the wavefunction across the

superconducting loop. Relation, for the phase differences to keep the wavefunction coherence, is
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found by taking the line integral in the center of the superconducting loop, in the vector field A

ϕ2 − ϕ1 =
2e

h̄

∮
Adl = 2πΦ/Φ0 (4.5)

where Φ is the total flux. After rearranging Eq. 4.5 for ϕ1 as variable, replacing it into Eq. 4.4

and neglecting the screening current induced flux (Φ = Φex), we can maximize Eq. 4.4 in relation

to ϕ1. Result is a relation describing the total current through SQUID, depending on the applied

flux Φex

I(Φex) = 2Ic

∣∣∣∣cos(πΦex

Φ0

)∣∣∣∣ (4.6)

Eq. 4.6 gives us periodic, rectified sinusoidal response with the maximum value at full and

minimum value at half integer of the flux quanta - current modulation through the SQUID.

However, Eq. 4.6 is still missing the contribution to the total applied flux from the flux induced by

the screening current, so-called self-induced flux. Self-induced flux is caused due to the circulating

currents acting against applied field to keep the coherence of the wavefunction. Applied magnetic

flux Φex breaks the symmetry of the total currents through each of the SQUID loop halves

(I1 ̸= I2), however, the critical currents are still assumed to have similar value Ic1 = Ic2 = Ic.

As a result, total applied flux Φ is a sum of external magnetic field Φex and induced field Φs

Φs = LIs =
1

2
L(I2 − I1) =

1

2
LIc(sinϕ2 − sinϕ1) (4.7)

Φ = Φex +
1

2
LIc(sinϕ2 − sinϕ1) (4.8)

using Eq. 4.8 together with Eq. 4.5 we get

ϕ2 − ϕ1 = 2π/Φ0

[
Φex +

1

2
LIc(sinϕ2 − sinϕ1)

]
(4.9)

By introducing the component of induced screening the total applied flux may be hysteretic. To

avoid magnetic hysteresis, screening parameter βL is used

βL =
2LIc
Φ0

(4.10)

Screening parameter is also sometimes referred to as modulation parameter - it shows the mod-

ulation depth of the zero-voltage current as a function of applied total flux. As suggested by [8],

for βL ≫ 1 modulation depth is very much smaller than 2Ic, while for βL ≪ 1 it approaches the

maximum value of 2Ic. To avoid magnetic hysteresis βL ∼ 1, however, for the operation of the

SQUID we have to consider that the SQUID inductance and critical current have finite values and

finding an optimal selection for βL is part of the design work.

4.2.1 Resistively Capacitively Shunted Junction for Direct Current Super-

conducting Quantum Interference Devices

In previous section we collected the analytical forms concerning the total current through the

SQUID, total applied flux and received understanding on how the current modulation is achieved.

Second part of the SQUID operation is to understand the finite voltage state region, where the

SQUID leaves the superconducting stage described by the first Josephson relation Eq. 3.1 and
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enters finite voltage state described by the second Josephson relation Eq. 3.2 - AC effect.

To describe the AC effect of the SQUID we will use RCSJ model (introduced partly under the

section 3.2) as seen in the Fig. 4.4.

Figure 4.4: Equivalent circuit of the DC SQUID. JJs (phase differences ϕ1,2) have critical

current Ic1,c2, shunted by capacitance C1,2 and resistance R1,2. I is the total current, split

between I1,2 for each branch, L is the loop inductance of the SQUID. Is screening current

induced by applied flux Φex.

By using Kirchhoff’s current law we can write the total current through one SQUID branch to be

I

2
± Is = Ci

dVi
dt

+
Vi
Ri

+ Ici sinϕi (i = 1, 2) (4.11)

As the voltage across the junction is described by the second Josephson relation, Eq. 3.2 we can

replace the voltages in Eq. 4.11

I

2
± Is =

h̄

2e
Ci
d2ϕi
dt2

+
h̄

2eRi

dϕi
dt

+ Ici sinϕi (4.12)

Eq. 4.12 is still missing one variable which is not present in Fig. 4.4. As type II superconductors

are operating at low temperatures we need to consider the contribution from the thermal noise

Ini.
I

2
± Is =

h̄

2e
Ci
d2ϕi
dt2

+
h̄

2eR

dϕi
dt

+ Ici sinϕi + Ini (4.13)

For the simplification we will assume that JJs are identical thus the critical current, capacitance

and resistance are the same for both JJs. Eq. 4.14 shows the complete analytical model of the

DC SQUID where the junctions are assumed to be identical.

I

2
± Is =

h̄

2e
C
d2ϕi
dt2

+
h̄

2eR

dϕi
dt

+ Ic sinϕi + Ini (4.14)

To analyse the Eq. 4.14 one has to consider the total current to be I = I1 + I2, phase difference

as in Eq. 4.9 and use computer simulations or approximations. For this thesis we will use an

approximation, where junction capacitance is zero and βL ≪ 0. Before moving further let us
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also explain another parameter which was already introduced in the section 3.2. βc, so-called

Stewart-McCumber parameter (also called damping parameter)

βc =
2πIcR

2C

Φ0
(4.15)

The value of βc similarly to single JJ, sets the limit for the hysteretic (βc > 0.7) and nonhysteretic

(βc ≤ 0.7) IV characteristics of the SQUID. If the junction capacitance is βL ≪ 0, neglecting

thermal noise and using trigonometrical sum to product identity we rewrite Eq. 4.14

I = I1 + I2 =
h̄

2eR

(dϕ1 + dϕ2)

dt
+ 2Ic cos

(
ϕ1 − ϕ2

2

)
sin

(
ϕ1 + ϕ2

2

)
(4.16)

Eq. 4.9 due to the βL ≪ 0 reduces to the simpler form of ϕ2 = ϕ1 + 2πΦex/Φ0 and by defining

new phase ϕ = ϕ1 + πΦex/Φ0 (Φex - constant) we get

I =
h̄

eR

dϕ1
dt

+ 2Ic cos

(
πΦex

Φ0

)
sin

(
ϕ1 +

πΦex

Φ0

)
(4.17)

We see that the cos part is nothing else than Eq. 4.6 and taking the time derivative of ϕ =

ϕ1 + πΦex/Φ0 we can write

I =
h̄

eR

dϕ

dt
+ I(Φex) sinϕ (4.18)

Finally, we rearrange Eq. 4.18 and using again the second Josephson relation (Eq. 3.2) we get

V = R(I − I(Φex) sinϕ) (4.19)

Integrating V over the Josephson oscillation period τ gives the average voltage ⟨V ⟩ across the

SQUID

⟨V ⟩ ≈ RI

2

[
1−

(
2Ic
I

cos
πΦex

Φ0

)2
]1/2

(4.20)

By analysing Eq. 4.20 one can deduce few useful approximations for evaluation of SQUID char-

acteristics. Comparing the Eq. 4.20 to the 4.6 we can see that also SQUID averaged voltage

response at selected current value I is rectified sinusoid. For instance, if we assume operating

point at I = 2Ic (practical point of operation)

⟨V ⟩ ≈ RIc

[
1−

(
cos

πΦex

Φ0

)2
]1/2

(4.21)

this is also understood as flux response at selected biasing current (flux-voltage characteristics

- ΦV- characteristics). For the current-voltage characteristics (IV- characteristics) we lock the

applied flux Φex and change the current. Another important parameter is the gain of the SQUID

defined at the fixed current

(
dV

dΦex

)
I=2Ic

=
RIcπ

Φo

sin
(
πΦex
Φ0

)
cos

(
πΦex
Φ0

)
√

1− cos
(
πΦex
Φ0

)
 (4.22)

To find the maximum value of Φex we maximize the part of Eq. 4.22 which is inside the brackets

and the results are shown in the Fig. 4.5

24



Figure 4.5: x-axis represents the value of πΦex/Φ0 and the y-axis the result of the equation

part in the brackets for the Eq. 4.22.

We see in the Fig. 4.5 that this is a periodic function with the periodicity π. This means that

Φex = Φ0 for the gain to be (
dV

dΦex

)
I=2Ic

=
RIcπ

Φo
= π

∆V

Φ0
(4.23)

Eq. 4.23, where ∆V is voltage modulation, is the gain approximation for the rectified sinusoid

of the average voltage response in the case where the SQUID inductance is negligible βL ≪ 0

and JJ capacitance is zero. Before moving forward with the next subsections, describing the

characteristics of the real SQUID devices, let us have a small summary. As we have seen, βL

(Eq. 4.10) and βc (Eq. 4.15) will determine the design parameters such as critical current Ic and

shunt resistance R while knowing the JJ capacitance and the inductance of the SQUID. Once

these parameters are known one can estimate critical current density. In reality, both βL and βc

are never zero, thus as suggested by [8] the optimal energy resolution and nonhysteretic response

of the SQUID is achieved if βL ∼ 1 and βc ≤ 0.7. In addition, the gain in Eq. 4.23 is in reality

very dependent on βc choice and the gain has to be determined locally, preferably at the linear

part of the SQUID voltage response.

4.2.2 Current voltage characteristics

Fig. 4.6 represents IV characteristics of a SQUID array, with the magnetic flux being generated

by so-called setpoint coil, measured in liquid helium. IV plot is acquired by sweeping the bias

current of the SQUID, changing the DC current of the flux generating coil (coil) and the average

voltage is read out using differential low noise amplifier (LNA). This SQUID has 4 parallel array

chains, with 40 SQUID cells in series in each chain. Fig. 4.6 x-axis shows the bias current

through the SQUID and y-axis is the voltage response across the SQUID cell. By rough eyeball

estimate, we can see that the higher critical current value Ic,HIGH = 100 µA and lower one

Ic,LOW = 55 µA. Symmetrical shapes on both sides of y-axis indicate that both JJs critical

currents are similar among the SQUID cells, as dissimilar critical currents would lead to so-called

bias-to-flux coupling. Considering the 4x40 array, we can deduce the critical current of a single JJ.

Based on the general Ohms law, in parallel currents divide equally (if the resistance is similar) and

we would get 12.5 µA per JJ. For Ic,HIGH and Ic,LOW we get the critical current modulation of
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SQUID ∆Ic = 45 µA. This current modulation is the effect caused due to the screening currents

induced by the applied magnetic described by Eq. 4.9, being the highest at (n+1/2)Φ0 and zero

at nΦ0 (Fig. 2.2).

Figure 4.6: 4x40 SQUID array IV characteristics [see Appendix 3].

Another parameter to extract from the IV characteristics is dynamic resistance RD. RD becomes

important in the energy resolution of the SQUID, in case the energy resolution is limited by the

readout amplifier noise rather than by the SQUID itself. Shown by [10], when the optimal source

impedance of the preamplifier Ropt is equal to the SQUIDs RD, the preamplifiers contribution

to the energy resolution is minimized. In similar way as the Eq. 4.23 was derived, one can also

derive RD by taking the derivative of Eq. 4.20, but this time RD = dV/dI. The result is RD

approximation

RD =
R√
2

(4.24)

Ic,HIGH and Ic,LOW dynamic resistance can be estimated from the IV characteristic as RD ≈
∆V/∆I (Fig. 4.6), taken from the most linear part of the slope. Respectively, we get RD,HIGH =

500 Ω and RD,LOW = 250 Ω. Using the Eq. 4.24, we get resistances RHIGH ≈ 707Ω and

RLOW ≈ 354Ω. Now it is important to remember that we are analyzing the characteristics of

the SQUID, with 4x40 array. Using the Ohms law we could try deducing the single SQUID cell

shunt resistance. One can deduce the total resistance, for a single row of 40 SQUID in series

chain, to be Rrow = 2800Ω, thus single SQUID would have a resistance of 70Ω. This is just an

approximation and as the Eq. 4.24 is only a special case derived for the simplified RCSJ, where

βc ≈ 0, βL ≈ 0, I = 2Ic and Φex = Φ0/4. However, there is another way to estimate RD.

One relation, which yet has not been discussed is the difference between the shunt resistance,

normal state resistance and dynamic resistance. To understand the difference, lets analyze the IV

characteristics of another SQUID array (Fig. 4.7). In Fig. 4.7, line passing 0 point of the both

axis, shows the normal state resistance Rn of the SQUID. This in practise is the actual shunt

resistance of the JJ and also corresponds to normal state resistance.
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Figure 4.7: 4x40 SQUID array IV characteristics, with the black dashed line showing the

normal state resistance Rn [see Appendix 4].

To understand RD one has to remember that in the actual shunted JJ both shunt current and

Cooper pair tunneling coexists in parallel. On the other hand, in an unshunted JJ it is the Rn of

the quasiparticle branch that is seen at high bias currents.

Lastly, voltage modulation depth ∆V (Fig. 4.6) can be understood as a parameter to set the

dynamic operation range of the SQUID. In addition, the maximum modulation ∆Vmax is propor-

tional to the maximum gain dVmax/dΦex. Maximum modulation can be read directly from the

both IV- and ΦV- characteristics plots. For reading the maximum modulation from IV plot, one

has to find maximum difference between Ic,HIGH and Ic,LOW curves - ideally the starting point is

taken where Ic,HIGH curve is switching from superconducting mode to the finite voltage mode.

From Fig. 4.6, we find maximum modulation being ∆Vmax = 6 mV , at Ic,HIGH = 100 µA.

4.2.3 Flux voltage characteristics

Fig. 4.8 shows SQUID ΦV characteristics (also called flux response) plot of the same SQUID as

in Fig. 4.6. ΦV characteristics are acquired by sweeping the current to one of the flux-generating

coils and stepping DC for the SQUID bias current. Here x-axis shows the current injected into the

coil. As mentioned in the previous subsection, the maximum modulation was estimated from the

Ic,HIGH = ±100 µA, which corresponds to the dark blue curve of the positive and orange curve of

the negative side of the flux response plot. Both of the curves show the maximum modulation of

| ∆Vmax |≈ 5.8 mV , which is close to what we estimated from the IV characteristics. The small

difference is caused due to the small number of the steps chosen for stepping the SQUID biasing

current. The periodicity of rectified sinusoidal response along x-axis, is the periodic response of

flux quantum of 50 µA/Φ0 (also referred to as inverse mutual inductance M−1).
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Figure 4.8: ΦV characteristics of the same SQUID as in Fig. 4.6. Y-axis SQUID voltage

response in mV .

Let us analyse a bit more the SQUID flux response characteristics for the gain dV/dΦ. There is

at least two ways to estimate the gain of the SQUID. An easy one, is to use so-called triangular

approximation where the gain is equal to a slope of dV/dΦ ≈ 2∆V/Φ0. For Fig. 4.9 we would

estimate maximum gain as dVmax/dΦ ≈ 2∆Vmax/Φ0 = 2 ∗ 5.8 = 11.6 mV/Φ0.

Figure 4.9: ΦV characteristics of the same SQUID as in Fig. 4.6. Y-axis SQUID voltage

response in mV .

On the other side, we can also estimate the gain by choosing close to the linear slope of the

rectified sinusoidal, flux response signal, for instance, 1/10th or 1/20th of Φ0. By choosing

Φ0/10, being 5 µA on the x-axis we get ∆V ≈ 2.5 mV . That would result in the gain of

dVmax/dΦ ≈ 25 mV/Φ0, twice higher than in the triangular approximation. Here we have to

28



consider that SQUID flux response is non-linear and the gain found with the last method would

only count for the region of operation at the so-called sensitive operation point of Φ0/10. One

more way to find the gain is to use Eq. 4.23, derived for rectified sinusoid response of the average

voltage, dVmax/dΦ = π∆Vmax/Φ0 = π ∗ 5.8 = 18.2 mV/Φ0.

Finally, now when we have seen the gain, we can calculate trans-resistance by dividing the gain

with inverse mutual, resulting in the value describing relation between injected current into the

coil and resulting voltage response across the SQUID, with the units V/A. For the SQUID in Fig.

4.9, we consider M−1 = 50µA/Φ0 and the gain 18.2 mV/Φ0, which give the trans-resistance

RT = 364V/A. In addition, to the analytical analysis of the SQUID plots, one has to also pay

attention on the asymmetries and unusual shapes, such as, peaks, flat plateaus or excess ripple

present in the SQUID response.
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Chapter 5

Irregularities in electrical

characteristics

5.1 Changes in shunt resistance

Previously introduced two key parameters βc (Eq. 4.15) and modulation parameter βL (Eq. 4.10)

play an important role in the analysis of the SQUID characteristics. As a value, resistance should

be such that βc < 0.7 for nonhysteretic response of SQUID. One way to analyze this balance is

to compare the magnitudes of the values present in βc. For instance, Φ0 ≈ 2.07 · 10−15 Wb,

Ic = 10 µA per junction, JJ capacitance Cj = 75 fF and shunt resistors are nominally 17.5 Ω

- design values for SQUID cell. In addition, for the high quality SIS unshunted JJ, resistance is

approximately Rne
∆/kBT for V < Vg [5]. Thus, if we do not have a smaller resistance in parallel

with the junction own resistance then βc will go to infinity (underdamped junction βc > 0.7) and

SQUID will experience hysteresis 1. Fig. 5.1 shows IV response of the SQUID with the hysteresis

in the response.

Figure 5.1: 4x40 SQUID array IV characteristics showing hysteresis in the response

[see Appendix 5].

1 Another way of explaining βc is in the relation to so-called tilted washboard model. In that model capacitance

represents the mass of the particle in the washboard potential, whose tilt is change using the current I.
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Seen in the Fig. 5.1, at critical current, there is a sharp jump from superconducting to the finite

voltage state, this finite voltage shown as Vg is as symbol suggests nothing else than a gap voltage

of the JJ. JJ of the SQUID in Fig. 5.1 is Nb/Al/AlOx/Nb type, as discussed in the section 3.1,

the gap value for this type of JJ is 2∆ = 2.8mV . In addition, one can see that also the ∆I

exists thus flux coupling takes place. Once SQUID is in the finite voltage state the normal state

resistance at higher currents is the actual JJ normal state resistance. Once the current through

the SQUID is reduced, the switching back to the superconducting state does not occur at Ic, but

at so-called retrapping current Irt
2.

One has to be careful before stating exactly if the shunt resistor is missing or has broken connection.

For instance, Fig. 5.2(right) shows a response of a different device as in Fig. 5.2(left), but finite

voltage state can be seen. Even if the shunt is present, it should be considered that also too high

critical current or too high capacitance value may introduce hysteresis. For instance, if during

the fabrication JJ size gets accidentally enlarged, causing the critical current to increase, it can

cause also hysteretic response.

Figure 5.2: 1x2 SQUID array IV characteristics. Indicating at least one of the SQUID cells

with damaged JJ structures [see Appendix 6] and another one has different critical currents

among individual SQUID cells [see Appendix 7]

Fig. 5.2(left) is an example of a response where the shunt is present, linear slope would give an

estimate of ≈ 15 Ω per JJ (reasonable value to expect), but no superconducting state is seen in

the response. This indicates that one of the SQUIDs, in 1x2 SQUID array, has both JJs broken,

thus the resistive line. As a result, the characteristics of the second, functioning SQUID, are added

on top of the broken one. The same phenomena applies for the larger arrays, even if the rest of

the SQUID cells are superconducting, the higher voltage overrides the results. Fig. 5.2(right) may

be misleading as one may consider the ”sliced” IV-characteristics being an artifact of the dam-

aged shunt resistance, however, the issue may be different critical current among JJs or broken JJs.

2 Retrapping current is different than the critical current because of the quasiparticles having momentum

(compared to the inertia of the moving mass) and the energy of that momentum has to be dissipated.
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To end this section, let us still show the contribution of the SQUID resistance to the βc. Fig. 5.3

shows LTspice result of the simulations for different resistance values.

Figure 5.3: LTspice simulation for SQUID IV characteristics at different resistance values.

The model included under Appendix 8.

Simulation results in Fig. 5.3 indeed reflect the expected behaviour of the SQUID, with different

resistance values. One interesting result is that by changing the resistance 23 → 51 Ω, the

change is enough to have SQUID become hysteretic.

5.2 Capacitive loading

So far we have not considered the fact that due to the complex designs and geometries used to

fabricate SQUIDs, different parasitics have to be considered in the calculations of βc and βL. For

instance, JJ can have in addition to own junction capacitance also indirect capacitive coupling to

the flux generating coil(s) or connection to the external electronic circuit introducing capacitive

loading or capacitive feedback. It has been shown that high frequency oscillation is produced

by the flux generating coil resonance, in the case of the capacitive coupling between the flux

generating coil and SQUID loop [29]. One of the results is shown in the Fig. 5.4(right), where

the parasitic capacitance of 3 pF introduces distortions (so-called plateaus) in ΦV characteristics.

.

Figure 5.4: RCSJ model of the coupled SQUID taking into account the input coil resonance

and the parasitic capacitance (left) 3. Distortion of ΦV characteristics due to the input coil

resonance and the parasitic capacitance marked red (right). [29]
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In addition, to the applied DC flux of the coil (Φex), the feedback mechanism creates additional

AC flux through the resonating circuit formed by the parasitic capacitance Cp. This flux will add

on top of the, user-controlled flux Φex. Fig. 5.4(right) shows the splitting in the SQUIDs flux

response due to the resonance of the flux generated by the coil and the parasitic capacitance,

induced by the capacitive feedback between the coil and the SQUID loop (Fig. 5.4(left)). As

suggested by [29], the resonance frequency of the coil can be for instance ≈ fJ/10, but in general

the frequency depends on the detailed SQUID dimensioning.

For the better understanding of the instabilities present, where SQUID oscillates, thus producing

distortions in the ΦV- characteristics as in Fig. 5.4(right), one has to consider SQUID as an

amplifier with the gain dV/dΦex. Barkhausen stability criterion states that if amplifier circuit has

a positive feedback loop existing with the loop gain 1, circuit will sustain steady-state oscillations
4 [30]. Derived by [29], the instability condition for the circuit Fig. 5.4(left) is

Li

Ri
+
Li

Rp
+
α2Ls

2Rs
+ (πCp∆VMi/Φ0) sin 2πΦex/Φ0 < 0 (5.1)

where Rs is SQUID normal state resistance. Eq. 5.1 has many components to contribute to

the instability part, however, main contribution is set by the sign of the sine, thus giving the

region for the positive feedback Φ0/2 < Φex < Φ0, which is consistent according to the Fig. 5.4.

Something similar has been observed in the real SQUID characteristics (Fig. 5.5)

Figure 5.5: ΦV characteristics of 4x40 SQUID measured with the setup suspected to have

parasitic capacitance [see Appendix 9].

3 Resonance in the coil is achieved with coil inductance Li and capacitance Ci, Ri is coils RF loss. Parasitic

resistance and capacitance in the system are respectively Rp and Cp. Between SQUID loop (with inductance

of Ls) and resonating coil we have mutual inductance Mi with the coupling constant α. Both SQUID loop

and resonating coil circuits are bias with the current IB . I0 is the critical current of JJ and θ1 − θ2 is JJ

phase difference.
4 Oscillations will only occur at frequencies for which loop gain is 1 and phase-shift around loop 2π [30].
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where it has been suspected that the additional capacitance, introduced by the external electronics

circuit, has similar effect as in Fig. 5.4(right). To rule out the possibility of something being wrong

with the SQUID internally (Fig. 5.5), a similar type of device was measured with a different setup

and intentionally introduced a parasitic capacitance between SQUID loop and the coil - similar

way as in Fig. 5.4(left). Results are discussed in the chapter 6.

5.3 Distribution of critical currents

Another irregularity to analyse is seen in Fig. 5.6. There one can observe so-called rounding of the

IV characteristics, the switching from superconducting to finite-voltage state is not sharp. It was

previously mentioned that SQUID arrays can have different size and geometries when it comes to

the design and the layout on the chip and especially important being the SQUID loop and JJs.

For instance, SQUID array in Fig. 5.5 has been suspected to have a mechanism to cause some

sort of distribution of the critical currents in some single SQUID cells in the array, the resultant

can cause rounding of the IV characteristics, as mentioned.

Figure 5.6: 4x40 array SQUID IV characteristics with the rounded transition from the

superconducting to finite-voltage state [see Appendix 10].

One of the main disadvantages of the rounded IV characteristics can be the reduction in the

maximum modulation of the SQUID. Also, if the rounding forces to choose the biasing current

value close to the critical current value, which is already at finite voltage state, that may cause an

additional voltage noise, reducing the resolution of the SQUID. There may be many mechanisms

which can trigger this phenomenon. However, we should consider the knowledge acquired from

the theoretical part of this thesis, by knowing that the critical current Ic can be affected, for

instance, by temperature, external magnetic field, JJ size or the choice of βL parameter.
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Let us assume the rounding of the characteristics being caused due to the normal distribution

of the critical currents among the single SQUID cells in series. Introducing probability density

function f(x) for the normal distribution

f(x) =
1

σ
√
2π
e
−1

2

(
x− µ

σ

)2

(5.2)

Assigning x to be random value of critical current Ic,x found within the range of two standard

deviations 2σ of the mean value µ = Īc, we rewrite Eq. 5.2

f(x) =
1

σ
√
2π
e
−1

2

(
Ic,x − Īc

σ

)2

(5.3)

It is important to mention here that x seen in Ic,x represents the number of SQUID cells in the

SQUID array of n cells. To simulate the IV response of the SQUID we use simplified model for

average voltage response derived in Eq. 4.21, considering symmetrical SQUID loop with identical

JJ, βL ≪ 1 and βc ≈ 0. The current through the JJs is described by Eq. 4.18 and total flux in

Eq. 4.5.

⟨V ⟩ ≈ RI

2

[
1−

(
2Ic
I

cos
πΦa

Φ0

)2
]1/2

(5.4)

For the case, where the SQUID voltage response does not change in the applied flux, we can

rewrite Eq. 5.4

⟨V ⟩ ≈ RI

2

[
1−

(
2Ic,x
I

)2
]1/2

(5.5)

To generate normal distribution of critical current values Ic,x Matlab internal functions makedist

and random are used. Random function is using the mean and standard deviation values set

by the user to generate a random population of Ic,x values, following the rules of the normal

distribution. Results of this section will be presented in the next chapter.

5.4 Flux trapping

Before moving on to the last chapter, let us still briefly described one more irregularity discussed

in the section 3.3 and observed among the SQUID arrays. It was mentioned that type II su-

perconductors experience so-called mixed state, where the vortices generated on the surface of

the superconductor are repelling the applied magnetic field, thus allowing a resistless flow of the

transport current. Because niobium thin films are not well ordered, vortices will not form a regular

lattice, but get preferably trapped to so-called pinning sites. Such a vortex, or a flux trap, may

shift local flux seen by a randomly selected SQUID cell in the array, preventing its signal to sum

constructively. This sort of flux trapping may result in decrease of the SQUID performance such

as seen in the Fig. 5.7.

Fig. 5.7 shows the result of the measurement, where the SQUID was suspected to have trapped

flux. From the previous measurement of similar devices, the expected critical current modulation

was larger, thus a suspicion of a trapped flux was considered.
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Figure 5.7: 4x40 array SQUID IV- and ΦV- characteristics with suspected trapped flux

[see Appendix 11].

Fig. 5.8 shows the result after the SQUID was heated above the Tc and cooled down again to

4.2 K.

Figure 5.8: Same SQUID IV- and ΦV- characteristics, as in 5.7 after thermal cycling

[see Appendix 12].
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Chapter 6

Results and discussions

6.1 Simulation of the critical current distribution

Using the motivation in the section 5.3 regarding the distribution of the critical current, following

results were achieved. Fig. 6.1 shows the examples of the normal distribution of critical currents,

with mean value being Īc ≈ 10 µA, standard deviation σ = 1 µA.

Figure 6.1: Probability density of the critical current distribution for the n = 10 (left) and

for n = 40 (right). n is the number equivalent to the number of the single SQUID cells

arranged in series to form a SQUID array.

Using the similar type of distributions 1, seen in Fig. 6.1, together with the Eq. 5.4, we get

IV characteristics of the SQUID presented in Fig. 6.2. For the simulations, using Eq. 5.4,

shunt resistor is R = 30 Ω, SQUID bias current range I = ±40 µA and number of steps 101.

Comparing the results seen in Fig. 6.2 to the Fig. 5.6, the similar rounding occurs when we

introduce a distribution of the critical currents. The rounding becomes more aggressive with

increased standard deviation, which is intuitively reasonable as larger spectrum of different critical

current values is introduced. The average voltage ⟨V ⟩ is acquired by summing the calculated

1 Mentioned in the previous chapter Matlab’s random function generator random is used, causing the distri-

butions to be slightly different for each calculation round.
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individual voltage values at each bias current step. This is a reasonable approach also as we

assume single SQUID cells to be in series. In addition, one can spot that with higher n we get

higher voltage which is in line with the fact that higher number of single cells in the SQUID array

generate higher modulation. The smoothness of the rounding of the superconducting switching

region to finite voltage states is proportional to the number of different critical currents.

Figure 6.2: Simulated SQUID responses, with n = 10 (left) and n = 40 (right).

6.2 Measurements with the parasitic capacitance

Another motivation, introduced under the section 5.2 suggested the possibility of the instabilities

in the SQUID (Fig. 5.5). To replicate similar instabilities and rule out the possibility of the

suspected external circuitry capacitance, another (similar type as in Fig. 5.5) SQUID (sample)

was measured with a different setup and intentional parasitic capacitance [see Appendix 13].

More accurately, sample had additional capacitor connected in between coil and SQUID loop,

as schematics Fig. 5.4(left) suggests. Capacitor values of 10 pF and 100 pF were used in two

measurements as parasitic capacitance’s Cp and compared to the sample, when measured without

intentional parasitic capacitance. Results of these measurements are collected in the Fig. 6.3.

Analysing Fig. 6.3 one can notice the appearance of the similar ”plateaus”, between 10 → 25 µA

as seen in both Fig. 5.4(right) and Fig. 5.5. In addition, shift in the flux response peaks is present,

compared to the measurement where no parasitic capacitor was soldered and a small reduction in

the modulation is also seen. If the reader has not yet noticed, then for the measurements in Fig.

6.3 the excitation of the coil is happening from right to left, along the x-axis. [29] suggests that

instability condition Eq. 5.1 is especially satisfied in the flux response region 3Φ0/4, which is quite

close to the Fig. 6.3 instability region. We can deduce that indeed the sample is experiencing

instabilities caused by the positive feedback loop induced by the parasitic capacitance’s [31].

However, the nature of the instabilities observed is a bit different to one in Fig. 5.4(right).
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Figure 6.3: 4x40 array SQUID ΦV characteristics, measured using no parasitic capacitance

(solid line), 10 pF parasitic capacitance (dashes) and 100 pF parasitic capacitance (dots).

Excitation of the setpoint coil is happening from right to left, along the x-axis.

Let us write again the stability condition, suggested by [29]

Li

Ri
+
Li

Rp
+
α2Ls

2Rs
+ (πCp∆VMi/Φ0) sin 2πΦex/Φ0 < 0 (6.1)

In addition, to the parasitic capacitance Cp, another contribution to the instability is the voltage

modulation ∆V , which sets the gain. In Fig. 5.4(right), SQUID used is high temperature

superconductor, which uses SrTiO3 material as an insulator between coil and SQUID loop. SrTiO3

relative permittivity is ϵr ≈ 1800. Sample in Fig. 6.3 is type II, low temperature superconductor

and material used as insulator is SiO2, with a lower relative permittivity ϵr ≈ 3.9. Now if we

compare the voltage modulations of Fig. 6.3 and Fig. 5.4(right), the voltage modulation has

approximately difference of 10. Considering lower relative permittivity and higher ”negative” gain

for the SQUID array, we can indeed state that the sample (Fig. 6.3) is experiencing instabilities

caused by the parasitic capacitance.

6.3 Possible improvements

Irregularities described in the previous chapter still may be lacking complete explanations to un-

derstand the root cause of the distortions. For instance, the issues with the shunt resistance may

be verified by examining the SQUID using different techniques of microscopy such as focused

ion beam (FIB) technique together with scanning electron microscope (SEM). To study the flux

trapping phenomenon a more complex approach should be used. For instance, introduction of

external controlled flux and quantitatively analyse the critical values of the magnetic field needed

to induce flux trapping. In addition, one has to analyze the heat amount needed to allow sample
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heating above Tc, without causing permanent damages to the SQUID structures.

One of the main results as we saw was to be able to replicate the rounded IV characteristics

observed in the SQUID arrays. The approach used, was more of a direct way to explain the

rounding. However, SQUID is a nonlinear device and while modulation parameter βL can be

chosen carefully during the designing step, considering the relation between SQUID inductance and

critical current, the derivation of Eq. 4.21, neglected both βL and βc. For more accurate/realistic

results more complicated model should be used, which could at least include βL parameter,

thus introducing critical current modulation in the simulations. Another way to see the effect

of the critical current distribution among individual SQUID cell is to study in addition to IV

characteristics also ΦV- characteristics. For instance, it has been shown by [32] that asymmetric

JJ due to the variations in the critical current and shunt resistances can produce shifts and voltage

modulation decrease in ΦV- characteristics of parallel SQUID array. Fig. 6.4(a) shows that if

shunt resistances are all the same then due to the asymmetry in the critical currents the shifting

in the flux response happens and decrease in the modulation takes place - α = 0 means critical

currents are equal. Similar behaviour is observed when critical current is constant among SQUID

cells, but resistances vary (Fig. 6.4(b)), however, the effect is weaker then with the variation of

the critical currents.

Figure 6.4: Normalized voltage versus normalized applied flux of a 1D parallel SQUID array

with Np = 10 and asymmetric junctions. ν̄ is normalized time-averaged voltage, α is

normalized degree of asymmetry of the junction’s critical currents and ρ is normalized

degree of asymmetry of the junction’s shunt resistances [32].

6.3.1 Design features

Last but not least, one way to analyse and understand the effect of the changes in shunt resis-

tance, loop inductance or both parasitic inductance and capacitance, is to intentionally fabricate

devices with the known design ”flaws”. For instance, Fig. 5.2(right) already showed a potential

distribution of the critical current(s) in the small array of the series SQUID cells. Confirming these

intentional design errors by measuring smaller arrays or even single SQUID cells would ease up the

complexity needed to be considered for the large, SQUID arrays. However, study of large, SQUID
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arrays with the more sophisticated approach than in this thesis is needed to also understand the

coherence between the different SQUID cells and cell arrays. Coherence between single SQUID

cells in the array plays an important role in the voltage response of the whole array. For instance,

as suggested by [33] for a series array of 100 SQUIDs, due to the variations in critical currents and

trapped flux, localised gradient fields caused by the flux generating coils or some combinations of

these, SQUID array will have a different ΦV characteristics than for single SQUID, Fig. 6.5. In

addition, voltage modulation dropped by 20 % when the applied flux was increased to 10 Φ0. As

explained by [33] the change observed was attributed to small differences in the mutual inductance

among the individual SQUIDs, causing each SQUID to operate at different flux periodicity.

Figure 6.5: ΦV- characteristics of the single SQUID (right) and a series array of 100 (left)

of a similar design as in (left) [33].
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Chapter 7

Conclusion

Cryogenic detector systems require intermediate power amplifiers, with a large enough output sig-

nal to overcome thermal noise of T = 300 K ordinary electronics. Such intermediate amplifiers

are needed eg. in the X-ray detector array system targeted for the X-IFU instrument onboard the

ATHENA mission [9]. A DC SQUID is a cryogenic amplifier with many convenient properties,

but its typical signal level is proportional to the T = 3 K thermal noise, i.e. 100 times lower than

typical room-temperature signal levels. One way to increase SQUID signal levels is to arrange

many DC SQUIDs into an array where the individual SQUID signals add coherently.

Many mechanisms may spoil the coherence, including: (i) statistically distributed rather than

single-valued parameters of the constituent JJs, in particular their critical currents; (ii) at an

extreme case of the statistical distribution, a failed single junction, or a failed single SQUID cell,

where its both JJs fail; and (iii) flux trapping which may create local flux shifts that spoil the

coherence. Additionally (iv) large-gain, large-bandwidth amplifiers such as SQUID arrays may

become unstable due to parasitic feedback effects, whether internal in the SQUID chip or external

due to cryogenic wiring or other aspects of the experimental setup.

This thesis work regards observation of the above degradatory mechanisms, by features that can

be recognized in the measured IV- and ΦV- characteristics of particular SQUID array samples.

at liquid helium temperature. Recognition of the presence of a degratory mechanism on a par-

ticular sample is a basis on whether the sample can be delivered to a customer, or whether it

should be rejected. Additionally, occurrence frequency and severity of the observed non-idealities

provide valuable feedback about the SQUID fabrication and bottlenecks of the fabrication process.

42



Acknowledgements

This thesis has been written in collaboration with my current employer VTT, where I work as

a Research Assistant in the Quantum Sensors team and my home university Tallinn University

of Technology. The thesis work carried out has been financed by VTT and the European Space

Agency ESA. Mikko Kiviranta (Principal Scientist) has been an excellent supervisor with the abil-

ity to guide me towards the correct direction and always being ready to provide a precise answer

to any question asked. Under his guidance I have gotten valuable insight into the SQUIDs, the

general field of low temperature physics and how the research should be carried out. He has also

provided the LTspice model used for the simulations. Professor Mihhail Klopov has provided me

with the needed help from the university side, such as, proof-reading, following general guidelines,

commenting my work and he has been very efficient in providing me the feedback.

I want to thank D.Sc. Eija Tuominen, who provided support throughout the whole thesis writing

process. Her valuable time for proof-reading, commenting the written work and finding flexible

working conditions in parallel with thesis writing. I would like to thank Ph.D Erik Jellyman for the

proof-reading, commenting and his ideas on how to improve the structure of the thesis. I would

also like to thank the members of both VTT research teams, Quantum Sensors and Quantum

Hardware, to have shown their interest into my research and thesis.

Last but not least, I want to express my gratitude towards my family who have always supported

me and my studies. Also, to both of my cats, who have kept the paperwork in order.

43



References

[1] L. Gottardi et al. “Sensitivity of the spherical gravitational wave detector MiniGRAIL

operating at 5 K”. In: Phys. Rev. D 76.10 (2007).
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Summary

In this Master’s Thesis VTT DC SQUID arrays were measured and their IV- and ΦV- characteris-

tics were studied and analysed. Key findings of this thesis show that the correlation between the

theoretical and experimental data exists for all the irregularities analysed. In addition, the simu-

lations of the critical current distribution show a similar rounding effect of the IV characteristics,

when compared to the irregularity observed for the actual SQUID array device.

The data and results acquired by this thesis gives enough understanding of what the potential

causes of the seen irregularities are and lay a good base for the further research in this field. For

studying the effect of the changes in the shunt resistance, both single cell and array of SQUIDs,

with intentional errors could be fabricated and measured in the future. For the more complex

analysis of the critical current distribution and affect to the general coherence in the operation

of the DC SQUID arrays, more complex resistively-capacitively-shunted-junction (RCSJ) or any

other type of model could be used. That a model should consider the effect of changes in

Stewart-McCumber parameter βc and modulation parameter βL. In conclusion, for the further

development of the study of the irregularities seen in the IV- and ΦV- characteristics of DC SQUID

arrays, more work should be done and will be a part of further studies.
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Abstract

The basic performance of the direct current (DC) Superconducting QUantum Interference Devices

(SQUIDs) array can be determined by the analysis of the current-voltage (IV) and flux-voltage

(ΦV) characteristics. Main objectives of this thesis are to analyse and simulate few of the irreg-

ularities observed among the IV- and ΦV- characteristics of the DC SQUID arrays. Irregularities

induced by changes in shunt resistances and critical currents of Josephson Junctions (JJs), as

well as by parasitic capacitive feedback, are analysed and explained using the literature and ex-

perimental data. Separately, simplified resistively-capacitively-shunted-junction (RCSJ) model is

used to analyse, simulate and compare the phenomena of the critical current distribution amongst

the single cells in the DC SQUID array. Experimental data presented and analyzed in this thesis

is acquired from the thin film, niobium based, DC SQUIDs, which are designed, fabricated and

measured (4.2K) at VTT Technical Research Centre of Finland.

Key findings of the thesis and the experimental work show the correlation between the theoretical

and the experimental data for all the irregularities analysed. Especially, the simulations of the

critical current distribution show a similar rounding effect of the IV characteristics, when com-

pared to the irregularities observed for the real devices. In conclusion, the data and the results

acquired, give enough understanding on what are the potential causes of the observed irregulari-

ties. However, for a more accurate and complete understanding, more experimental work should

be done and a more comprehensive simulation model(s) should be used.
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Annotatsioon

Mitmelülilise alalisvoolu ülijuhist kvantinterferomeeteri töövõimet on võimalik määrata volt-amper

(IV) ja magnetvoo-volt (ΦV) karakteristikute põhjal. Peaeesmärkideks antud lõputöös on analüüsida

ja simuleerida mõningaid anomaaliad, mis on esinenud mitmelülilise alalisvoolu ülijuhist kvantin-

terferomeetrite IV- ja ΦV- karakteristikutes. Anomaaliad on tingitud takistuse ja kriitilise voolu-

tugevuse muutumisest Josephsoni siirdes (inglise keeles Josephson Junction), kui ka parasiitmah-

tuvusele põhineval, positiivsele tagasisidemele. Anomaaliate analüüsiks ja seletamiseks on ka-

sutatud kirjandust ja mõõtmistulemusi. Eraldi on kasutatud lihtsustatud resistively-capacitively-

shunted-junction (RCSJ) mudelit, et kirjeldada, simuleerida ja võrrelda kriitilise voolu jaotumist

mitmelülilise ülijuhist kvantinterferomeetri üksikutes rakkudes. Mõõtmistulemused antud töös

põhinevad alalisvoolu ülijuhist kvantinterferomeetritele, mis on töödeldud välja, mõõdetud (4.2K)

ja toodetud Soome tehniliste uuringute keskuses (VTT Technical Research Centre of Finland)

põhinedes õhukese tahkiskile tehnoloogiale, kus peamine ülijuhist metall on nioobium.

Lõputöö tulemused näitavad korrelatsiooni mõõtmistulemuste ja teoreetiliste andmete vahel, kõikide

anomaaliate korral, mis on selles töös uuritud. Eriti on täheldatud, et simulatsioonid kriitilise voolu

jaotumisest näitavad IV karakteristiku ümardumist, mis on väga sarnane mõõtmistulemustele.

Kokkuvõtteks võib öelda, et saavutatud tulemused ja mõõtmistulemuste andmed, annavad pi-

isava arusaama, mis põhjustab anomaaliate tekke. Teisalt selleks, et omada veelgi paremat ja

kompleksemat arusaama anomaaliate tekke põhjustest, tuleks läbi viia rohkem mõõtmisi ja kasu-

tada keerulisemat simulatsiooni mudelit.
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Appendices

Appendix 1

Figure 7.1: VTTs setup used for 4.2K measurements, where dipstick is inserted into the

Dewar filled with liquid helium. The top part of the dipstick is a cage where room

temperature electronics are situated. Signal lines are fed from the bottom of the dipstick all

the way to the room temperature electronics, inside the fiberglass tube.
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Appendix 2

Figure 7.2: He4/He3 wet type dilution refrigerator [17].
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Appendix 3

Figure 7.3: IV- (lowest plot) and ΦV- (highest plot) characteristics of 4x40 array VTT

SQUID.
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Appendix 4

Figure 7.4: IV- (lowest plot) and ΦV- (highest plot) characteristics of 4x40 array VTT

SQUID.
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Appendix 5

Figure 7.5: Hysteresis seen in the IV- (lowest plot) and ΦV- (highest plot) characteristics of

4x40 array VTT SQUID.
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Appendix 6

Figure 7.6: IV- (lowest plot) and ΦV- (highest plot) characteristics of 1x2 array VTT

SQUID. Indicating at least one of the SQUID cells with damaged JJ structures.
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Appendix 7

Figure 7.7: IV- (lowest plot) and ΦV- (highest plot) characteristics of 1x2 array VTT

SQUID. Different critical currents among individual SQUID cells.
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Appendix 8

Figure 7.8: LTspice model used to simulate βc changes induced by resistance change.
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Appendix 9

Figure 7.9: IV- (lowest plot) and ΦV- (highest plot) characteristics of 4x40 VTT SQUID

measured with the setup suspected to have parasitic capacitance.
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Appendix 10

Figure 7.10: IV- (lowest plot) and ΦV- (highest plot) characteristics of 4x40 VTT SQUID

with the rounded transition from the superconducting to finite-voltage state.
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Appendix 11

Figure 7.11: IV- (lowest plot) and ΦV- (highest plot) characteristics of 4x40 VTT SQUID

with the suspected trapped flux.
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Appendix 12

Figure 7.12: IV- (lowest plot) and ΦV- (highest plot) characteristics of 4x40 VTT SQUID

after the heat pulsing to get rid of the trapped flux, as seen in the Appendix [9].
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Appendix 13

Figure 7.13: (Left) A 4 x 40 SQUID array, fabricated with thin film technologies on a 4 x 4

mm chip in the VTT/Micronova clean room, of the type used in experiments in this thesis.

(Middle) A SQUID carrier board, with a SQUID array chip attached and wire bonded. The

attached chip is different construction from the 4 x 40 SQUID array. Also visible is an

external SMD capacitor, of a type tolerating T = 4.2 K temperature, soldered to connector

pins. A similar capacitor, soldered on different pins have been used as the feedback element

in the tests of the section 6.2 . (Right) The cold adapter board, with two SQUID carriers

plugged in. The board will be immersed in liquid helium by using a dipstick.

Figure 7.14: Schematic diagram of the experiment described in section 6.2.
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