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INTRODUCTION

The microgrid concept is becoming more important particularly for developing

and rural areas where connection to a traditional grid is not always available. In

these areas the microgrid has some advantages over traditional grid regarding

investment costs, scalability and environmental aspects [1]. A microgrid can be

defined as a small-scale low voltage distribution grid consisting of distributed

generation (DG) systems, energy storage systems (ESSs) and loads. The

microgrid can be operated either as a grid connected or as an autonomous

system (island mode) [2]. The intermittent nature and high penetration of

inverter-connected renewable energy sources (RESs) in low voltage microgrids

replacing the conventional generators and their rotating machinery have led to

a significant reduction in system inertia. Therefore the BESS is an essential

component in the islanded microgrid to ensure generation adequacy and to

increase the security and reliability of the microgrid [3]. The fast response

of BESS improves also microgrid transient stability for different types of

disturbances like fast changes of solar irradiation, loss of one DG and three phase

short circuit cases [4]. This means that having a BESS in a microgrid contributes

to avoid large deviations of voltage and frequency during such contingencies in

the microgrid. For these reasons an accurate model of the BESS that describes

both the state of energy (SOE) and the electrical dynamics is essential for

analyzing the microgrid transients and stability.

The feedback and coupling between the parallel connected DG’s can cause

stability issues when large disturbances are applied or control parameters are not

properly selected. Stability issues in microgrids are classified in detail in [5, 6].

This research work focuses also on the stability analysis of a microgrid in island

operation for small disturbances, whereas the control structure and parameters of

each DG play an important role for defining stability margins of the microgrid.

The standard control structure that uses two cascaded synchronous controllers

working in dq reference frame is extensively analyzed in literature [2, 7–12].

However, in industrial applications, a different control structure is used and will

therefore be discussed in this thesis.
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Main objectives and activities of research

The main objectives of the thesis research are:

• To develop a mathematical model of Li-Ion battery for dynamic analysis

of BESS in a microgrid. The battery model should take into account the

dependency on SOC, temperature and the state of health (SOH).

• To develop an aging algorithm for the prediction of the service life of a

lithium-ion battery (LIB) based on experimental tests.

• To develop a detailed model of the BESS including dc and ac dynamics

for short time transient analysis and a simplified model to reduce the

complexity of the detailed model for microgrid simulations.

• To develop a new procedure for small signal stability analysis which allows

to determine stability margins depending on droop parameters, smoothing

time constant and load parameters. This is not not possible by applying

the classical method.

Main hypothesis of research

• Electrical dynamics of a Li-Ion cell are a function of its SOC, temperature,

SOH and current rate during charging and discharging.

• Aging of a Li-Ion cell can be divided into calendrical aging and aging due

to cycling.

• The electrical dynamics of the BESS in the grid forming (GF) mode

are influenced by droop control parameters, smoothing time constants

and serial impedances between parallel connected inverters and point of

common coupling (PCC).

• Stability margins of the BESS in GF mode depends on both electrical and

control parameters.

Novelty

The following novel approaches are proposed and presented in the thesis:

• A new approach for identification of the ohmic resistance of the Li-Ion

battery based on time domain measurements.

• A new approach to identify and verify the low frequency model parameters

of a Li-Ion cell based on time domain measurements.

• A new approach to extend the low frequency model with a high frequency

part in order to describe cell’s electrical dynamics in high frequency range.
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• Design and implementation of an algorithm for service life prediction of a

Li-Ion battery using laboratory tests.

• Development of the detailed and simplified models of the BESS for

evaluating the electrical dynamics of the BESS in fast resp. slow transients.

• A new procedure for the stability analysis of the BESS in a microgrid for

ohmic load case based on dynamic phasor modeling (DPM) approach.

Contribution of the thesis and dissemination

This research can be recommended for reading especially for BESS developers

who wish to optimize their system based on a specific microgrid application.

It is also valuable for researchers who are interested in improving SOC, SOH

and state of function (SOF) estimation algorithms. The results of the thesis are

internationally introduced. Author’s research is disseminated in 6 international

conferences and 5 doctoral schools in the form of oral and poster presentations.

Total number of author’s papers published in this field is 13, including 10

published in conference proceedings and 3 in peer-reviewed journals.
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1 ELECTRICAL ENERGY STORAGE SYSTEMS

The share of renewable energies in the energy sector of the European countries

has noticeably increased as shown in Figure 1.1 since the European Union

issued ”DIRECTIVE 2009/28/EC OF THE EUROPEAN PARLIAMENT AND

OF THE COUNCIL of 23 April 2009”. It is an ambitious policy towards

environmentally compatible and sustainable energy. The target is to increase the

share of the renewable energy sources in gross final energy consumption for each

European country by 2020 [13]. Following that directive Germany reoriented

its policy and initiated the energy transition (Energiewende) in 2011 [14]. The

Energiewende aims to shut down all the nuclear power plants in Germany by the

year 2022 and to increase the share of the renewable energies up to 35% in the

gross electricity consumption and up to 18% in the final energy consumption by

the year 2020.

This step shifts the power system from centralized and fossil-based generation

towards regenerative and distributed generation which is accompanied with

several challenges. The ESSs can be installed at different levels in the electrical

power system to overcome these challenges; at generation level they can be used

for energy arbitrage and for frequency regulation. At transmission level, they

can be used for voltage control and at the distribution level, for peak shaving and

for supporting grid capacity.

6,
2 6,
6 7,
7

7,
6 9,

3 10
,2 11
,6 14

,2

15
,1 16
,3

17

20
,3 23

,5 25
,1 27

,3 31
,5

31
,7

0

10

20

30

40

Sh
ar

e 
[%

]

Figure 1.1 Development of renewable energy share of gross electricity consumption in

Germany [15].
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The next section covers the classification of different electrical energy storage

technologies based on [16–22].

1.1 Electrical energy storage technologies

Electrical energy can be stored in one of the following forms:

1.1.1 Mechanical energy

1. Pumped hydro storage (PHS): it consists of two interconnected water

reservoirs located at different heights (hd = hupper −hlower). During the charging

process water is pumped up from the lower reservoir to the upper reservoir

using an electric pump, and during discharging the falling water rotates a turbine

that drives the electrical generator. The energy Ephs in a PHS depends mainly

on the water volume (Vw) and height difference (hd) between the reservoirs as

expressed by Eq. (1.1):

Ephs = ρgVwhd (1.1)

2. Compressed air energy storage (CAES): the electrical energy is stored in

the form of compressed air in underground caverns. During charging the air is

compressed by a compressor driven by an electric motor, the emerged heat due

to compression is dissipated in non-adiabatic CAES using a radiator. During

discharging a turbine fed with the compressed air rotates an electrical generator.

The required heat during discharging is generated by burning fuel or gas in

none-adiabatic CAES. The largest CAES systems worldwide are in Germany

and US with 320MW and 110MW respectively.

3. Flywheel energy storage (FES): it is made up of a rotating cylinder driven

by an electric motor, which functions as a motor during charging and as a

generator during discharging. The electrical energy Efes is stored in the form

of kinetic energy depending on the moment of inertia of the rotating part (Im)

and its angular velocity ωf according to Eq. (1.2). The frictional effects are

minimized by using vacuum and magnetic bearings.

Efes = 1
2Imω2

f (1.2)

1.1.2 Electrical energy

1. Supercapacitor: it consists of two electrodes, electrolyte and a separator

which allows the ions to move between the electrodes during charging and

discharging. The stored electrical energy Ecap in a capacitor depends on

its capacitance (Ccap) and voltage (Vcap), as expressed in Eq. (1.3). The

supercapacitor has a very high cycle lifetime and high power density with low
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energy density. Therefore it is suitable for applications which require high power

for a short term.

Ecap = 1
2CcapV 2

cap (1.3)

2. Super-conducting magnetic energy storage (SMES): the electrical energy

is stored using a superconducting coil cooled down below −260 ◦C with helium.

During charging the coil is fed with a direct current (Ismes) and during discharging

the coil is connected to a load by a switching system. The stored energy Esmes

is given in Eq. (1.4) where (Lsmes) is the inductance of the coil. The SMES is

considered as a short term energy storage system.

Esmes = 1
2LsmesI

2
smes (1.4)

1.1.3 Thermal energy

Thermal energy storage systems are classified into high and low temperature

energy storage systems.

1. High temperature thermal energy storage system: the heat is stored

during charging in a thermal storage like magnesium oxide bricks or molten salt

at the temperature of about 500 ◦C. During discharging the heat in the thermal
storage is used to heat up water to produce steam. The steam drives a turbine

and an electric generator.

2. Low temperature thermal energy storage system: it uses materials that

can be kept at low temperature insulated containments. The temperature range is

below −18 ◦C for industrial cooling and 0 − 12 ◦C for building cooling.

1.1.4 Chemical energy

the electrical energy is stored as chemical energy in one of the various battery

technologies:

1. Lithium-ion battery: The Li-Ion cell consists of a positive electrode

(cathode) made of lithiated metal oxide such as lithium cobalt oxide (LCO),

lithium iron phosphate (LFP), lithium nickel cobalt manganese oxide (NCM),

lithium nickel cobalt aluminum oxide (NCA) or lithium titanium oxide (LTO).

The negative electrode (anode) is composed of layered graphite, coke, hard

carbon or lithium titanate. The electrolyte consists of lithium salts dissolved in

organic carbonates [28]. During charging the lithium-ions move from cathode to

the anode where they are intercalated in the carbon layers. At the anode lithium

ions are oxidized according to Eq. (1.5).

LixC6 ↔ Li+ + e− + C6 (1.5)
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where 0 ≤ x ≤ 1 is a fractional measure of amount of lithium stored withing

the electrode, normalized by the saturation (maximum) value, and is refered to

as degree of lithiation. During discharging the lithium-ions move back to the

cathode where they are intercalated into the crystal structure. At the cathode

lithium ions are reduced and they gain more electrons through the chemical

reaction in Eq. (1.6).

Li+ + e− + M ↔ LiyM (1.6)

where y has a similar definition like x but refers to the cathode. M refers

generally to metal oxide or phosphate compounds [29–31]. The sturcture of a

Li-Ion cell including charging and discharging processes is depicted in Figure

1.2. Lithium-ion batteries can be used for medium-term and short-term energy

storage, therefore they are widely used in the area of portable applications (e.g.

laptop, cell phone, etc.), in electric vehicles and in stationary applications.

2. Flow battery: The electrolyte of a flow battery is stored in tanks in fluid

state. During charging and discharging the electrolyte is pumped through the

a cell stack where a current is applied or delivered. The energy capacity is

determined by the size of the tanks and the power rating is determined by the

area of the cell stack. The main advantage of this battery type is the independent

power and energy scaling. The available types of flow battery are the vanadium

redox-flow battery (VRB) and Zinc-bromine batteries [26].

3. Lead-acid battery: one of the oldest and most widely used battery

technologies. It consists of a positive electrode made of lead dioxide (PbO2),
a negative electrode built of sponge lead (pb) and an electrolyte composed of

sulfuric acid (H2SO4) [23].

4. High temperature battery (ZEBRA battery): it uses a solid state

electrolyte melted at high temperature in the range of 270 − 350 ◦C.
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4.4.2 Chemical storage systems with internal storage 

4.4.2.1 Lithium-ion (Li-ion) Battery 

 

Figure 14: Principle of the discharge and charge process in a Lithium-Ion cell based on a 
LiMeO2 cathode material and a carbon-based anode. 

A state-of-the-art lithium-ion battery consists of a positive electrode made of lithiated metal 

oxide, and a negative electrode composed of layered graphitic carbon. The electrolyte is 

made of salts of lithium that have been dissolved in organic carbonates. During the charging 

process lithium-ions move from the positive to the negative electrode and are intercalated 

into the graphite layers. During discharge the lithium-ions move to the positive electrode, 

where they are intercalated into the crystal structure.  

Lithium-ion batteries are mainly used as medium-term energy storage, but can also be used 

as short-term storage. They have become the most important storage technology in the area 

of portable applications (e.g. laptop, cell phone) during the last years. Also, in electric 

vehicles, mainly lithium-ion batteries are used. In stationary applications, they can be an 

interesting option too. Several demonstration projects with lithium-ion battery containers exist 

in Europe, while in the US lithium-ion battery storage containers are already used in weak 

grid areas.  

In lithium-ion batteries a large number of electrolytes and combinations of electrodes 

materials, which lead to different characteristics, can be used. With the large number of 

possible material combinations, there are still high development activities and until today it is 

not clear, which concept will have the best combination of characteristics for the application 

in large storage systems, as well as in the area of electric traction. 

The main challenge with lithium-ion batteries is to reach a significant cost reduction 

combined with acceptable lifetime and safety.  

  

Figure 1.2 Basic structure of a Li-Ion cell showing the charge discharge process based

on LiMeO2 cathode material and a carbon-based anode [22].

26



The commercial ZEBRA batteries are classified into two types based on their

chemicals:

• Sodium-sulphur battery (NaS): it is composed of molten sodium for

the anode and liquid sulphur for the cathode separated by a beta-alumina

ceramic electrolyte. During charging the positive sodium ions (Na+)
pass through the electrolyte and combine with sulphur to form a sodium

polysulphide (Na2S4) according to Eq. (1.7). The inverse reaction happens
during discharging [24].

2Na + 4S ↔ Na2S4 (1.7)

• Sodium-nickel-chloride battery (NaNiCl): it uses nickel powder and

plain salt for electrode material, the electrolyte and separator is a beta-

alumina ceramic which is conductive for Na+ ions but an insulator for

electrons. During charging NaCl reacts with Ni resulting in NiCl2
and molten Na (Eq. 1.8). The chemical reaction is reversed during

discharging [25].

2NaCl + Ni ↔ NiCl2 + 2Na (1.8)

5. Hydrogen fuel cell: it produces electrical power by combining hydrogen

and oxygen in the fuel cell stack without the emission of any environmentally

damaging pollutants such as CO2. Furthermore the exothermic nature of the

electrochemical reaction makes fuel cells ideal candidates for combined heat

and power (CHP) applications. During charging the hydrogen is produced from

water using an electrolyzer. During discharging the hydrogen is used as fuel and

oxygen as an oxidant to produce electricity and water [27].

1.2 Evaluation parameters

Round-trip efficiency η[%]: is the ratio of output energy to input energy.

Energy density Ev[Wh/l]: it expresses the amount of energy that can be stored
per unit volume.

Specific energy Em[Wh/kg]: it is the amount of energy that can be stored per
unit mass.

Power density Pv[W/l]: it is the ratio between the available power of a system
and it’s volume.

Cycle lifetime Ncyc[cycles]: the maximum number of full cycles that can be

achieved by a storage system before it fails (end of lifetime according to a

specific criterion).
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Calendar lifetime Lca[y]: the lifetime of unused storage system until it fails

according to a specific criterion.

Self discharge Sd[%/time unit]: it represents the energy loss due to an internal
process in the energy storage system.

Power installation cost Cp[e/kW ]: the costs of installing certain amount of

output power.

Energy installation cost Ce[e/kWh]: the costs of installing a certain amount
of energy capacity.

Response time τ [time unit]: the time required to reach the full power of the

system since it was requested.

1.3 Main applications

Frequency control : system frequency is maintained at its set-point (50Hz
in the European electricity grid) by controlling the demand and supply of an

electrical energy. If the energy demand is higher than the supply, the frequency

drops and in the opposite case it rises. Therefore, energy storage systems can help

to balance between energy demand and supply by charging or discharging. The

frequency control is divided as shown in Figure 1.3 into three types according to

the response time:

• primary: it is activated in response to the frequency deviation from the

set-point. It allows balancing between generation and demand at a system

frequency close to the set-point.

• secondary: it is activated to restore the system frequency to its set-point

value replacing the primary control.

• tertiary: it needs a request from the transmission system operator (TSO) to

the energy supplier to change in the set-points of generators or loads. The

tertiary control replaces the secondary control.

4 Technology Overview Electricity Storage

 

 

supply and demand of electricity. The frequency rises if generation is higher than demand 

and the frequency drops if demand is higher than generation. By charging energy storage 

systems, the demand of electricity can be increased and by discharging the storage systems 

generation can be increased. Therefore energy storage systems can balance generation and 

demand and by this supply frequency control. Different kinds of frequency control are 

distinguished:  

Primary Frequency Control: 

Primary control is the automatic response to frequency fluctuations which is activated some 

seconds after a frequency deviation from 50 Hz. This service is delivered by conventional 

power plants up to now. These power plants operate at slightly lower power output than rated 

maximum power to be able to ramp power up and down. In the future with high shares of 

renewables, primary control might be delivered by energy storage systems like batteries as it 

is not economic to operate conventional power plants exclusively for delivering primary 

frequency control. 

Secondary Frequency Control: 

Primary control is automatically replaced by secondary control after a certain time. This 

timeframe is different in different countries. Secondary control can also be supplied by 

energy storage systems like batteries. 

Tertiary control (Minute Reserve): 

Tertiary control, also called Minute Reserve, is additional to primary and secondary 

frequency control. The Transmission System Operators (TSO) must request it from the 

supplier. For this control, typically hydro pumped storage systems or gas power plants are 

used, as the delivery time is longer than for primary and secondary frequency control.  

 

 

Figure 1: Time scale of frequency control (activating times are examples for Germany) 

2.1.2 Voltage Control 

The voltage on transmission and distribution lines has to be sustained within certain limits. 

Due to losses and other effects the voltage limits can be violated. One measure to control the 

voltage is the injection or absorption of reactive power. This can be supplied by systems 

Time30 sec 15 min > 60 min

Primary Control

Secondary Control

Tertiary Control

Figure 1.3 Time scale of frequency control ( activating times are for Germany) [22].
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Voltage control : it is activated to keep the voltage on the transmission and

distribution lines within certain limits. Energy storage systems support the

voltage control by injecting or absorbing the reactive power.

Peak shaving : the capability of an energy storage system to contribute to the

reduction of the peaks under generation and demand.

Island Grids : there is no connection to a stiff grid, therefore the energy storage

system should be able to react quickly to any strongly varying energy supply or

demand in order to regulate the system frequency.

Electromobility : the energy storage system should be suitable to be installed

on an electric vehicle.

1.4 Classification of energy storage technologies

Figure 1.4 shows an overview of the different storage technologies classified

according to their energy and power density. More detailed classification is

depicted in Tables 1.1 and 1.2, where a comparison between the different

energy storage technologies based on the evaluation parameters in section 1.2

and according to application areas in section 1.3 is carried out. Based on this

classification, Li-Ion battery is the only energy storage technology, which fulfill

system requirements regarding cycle and calendar lifetime, efficiency, response

time, energy and power density for smart grids and electric mobility. The major

challenges facing Li-Ion is the battery cost. A recent scientific study by Institut

für Stromrichtertechnik und ElektrischeAntriebe RWTH (ISEA) for solar storage

systems show that the end customer system price of a PV storage system with

Li-Ion battery has more than 45 % decreased since the mid of 2013 through the

subsidy program of KfW bank. At the moment many Li-Ion battery storage

systems are available with end customer system price less than 1000e/kWh. In
comparison to lead acid storage systems, where the prices are decreased of about

16 % over the same period. The actual average end customer system price of PV

storage systems with lead acid batter is about 700e/kWh [32].

1.5 Conclusion

The most common electrical energy storage technologies were reviewed in this

chapter. They were classified based on the evaluation parameters and according

to application areas. Among these technologies, the Li-Ion is a promising

solution to assure the flexibility and security of power supply in microgrid and

electric mobility applications.
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2 MODELINGOFA LI-ION BATTERY

Li-Ion cells are very complex electrochemical systems due to the coupling

between their electrical, thermal and aging dynamical behavior. These dynamics

are determined by the state variables of the cell: SOC, temperature (Tcell) and

SOH. In order to analyze and optimize systems with Li-Ion batteries, such

as microgrids with BESSs or electrical vehicles, it is necessary to have a

mathematical model that can accurately represent the complete dynamics of the

cell. Availability of battery models that can fulfill all the previous requirements,

will enable storage system designers to predict and optimize system performance

under different conditions just by simulation. As a result they can reduce the

experimental efforts and time. However this process is not easy because of the

following reasons:

• Li-Ion batteries are not stationary systems due to SOC variation, diffusion

phenomenon and several aging effects [33–35].

• They are highly nonlinear systems regarding to current density, SOC,

temperature and aging [36, 37].

The complete model structure of a Li-Ion cell is shown in Figure 2.1. The model

inputs are the cell actual current Icell, ambient temperature Ta (it is assumed

that the cell’s initial temperature is equal to Tambient), the initial relative state

of charge SOCr0 (SOCr0 = 0 when the cell is empty; SOCr0 = 1 when the

cell is full) and the initial state of health SOH0 (SOH0 = 1 for an unused cell;

SOH0 = 0.8 defines the cell’s end of lifetime). The model outputs are the cell’s
terminal voltage Vcell, SOC, temperature and SOH.

The complete model of a Li-Ion cell consists mainly of three sub models for

modeling the electrical, thermal and aging behavior. The three models are

discussed in detail in sections 2.1, 2.2 and 2.3 respectively. The central block

is for adapting the electrical model parameters depending on the cell’s state

variables using trilinear interpolation [38].

2.1 Electrical model

As shown in Figure 2.1, the electrical model of a Li-Ion cell should generate

accurately the following main outputs under different operation conditions over

the whole service life of the cell:
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Figure 2.1 Complete model block diagram of a Li-Ion cell.

1. Prediction of the output voltage (Vcell): the complexity of the model

structure defines the accuracy of the output voltage calculation. Therefore

in [PAPER- III], some of the common model structures are reviewed

and the ECM is selected to describe the relationship between the current

and the output voltage of the cell. The ECMs are considered to be a

compromise between mathematical complexity and accuracy and they are

explained in [PAPER- I] in detail and used for the rest of the thesis as

the standard structure for the electrical model. Electrochemical models

are not used in this work since the determining parameters of the cell’s

chemistry and its detailed internal structure usually are unknown and kept

as a business secret by the cell manufactures.

2. Detection of the SOC: the application of the ECMs and extended Kalman

filter (EKF) for estimating the SOC of a Li-Ion cell is explained in detail

in [PAPER- II].

3. Estimation of power losses (Ploss): since that the electrical model

parameters have no physical representation of the Li-Ion cell. Accurate

estimation of the power losses based only on the electrical model parameters

is very challenging. Therefore a further research is required to develop an

additional model for power losses.
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2.1.1 Equivalent circuit model (ECM)

The ECMs use linear elements to describe the relationship between Icell and

Vcell. It is composed of four parts, as shown in Figure 2.2.

• Ohmic resistance (Ro): it is the frequency independent part of cell’s

electrochemical impedance, which is equal to the real part of the

electrochemical impedance at the frequency fro, at which the imaginary

part is zero.

• Capacitive part: it represents the electrical dynamics of the Li-Ion cell

in the low frequency (LF) range 0 ≤ f < fro and it consists of a series

connection of (R ‖ C) networks. The number of (R ‖ C) networks defines
the model’s complexity e.g. the one time constant (OTC) and the two time

constants (TTC) models are explained in detail in [PAPER- I].

• Inductive part: it extends the representation of the electrical dynamics

of the cell to the HF range (f > fro) and it is necessary to analyze the

harmonic content of the cell’s current. It consists of a series connection of

(R ‖ L) networks [39].

• Open circuit voltage: it is modeled using an ideal voltage source to

represent the cell’s no-load output voltage in steady state.

In the author’s paper [PAPER- IV] the impact of ECM’s complexity on the

dynamic behavior of the stationary BESS is analyzed. It was found that at least

two time constants are required to represent the electrical dynamics in the LF

range and one time constant for the HF range in order to analyze the electrical

dynamics of a BESS accurately. Based on these conclusions the three time

constants (DTC) model combined with the 1RL model form, as shown in Figure

2.7, the complete structure of the electrical model to be used for the rest of the

thesis.

2.1.2 Identification of equivalent circuit model parameters

The electrical model parameters are the values of the R, C, L and VOC in the

ECM and they are functions of SOC, temperature, and SOH.

Ro Icell

VcellVOC

ZLF ZHF

Rn

Cn

R1

C1

R

L

Figure 2.2 ECM structure of a Li-Ion cell for slow (low freq.) and fast (high freq.)

dynamical operation.
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Ohmic resistance

The ohmic resistance (Ro) is one of the important physical properties of a

Li-Ion cell. It can be identified using measurements either in the frequency

domain or in the time domain. In the frequency domain it can be identified

by measuring the electrochemical impedance at frequency fro [40, 41]. The

impedance measurement is an accurate and simple method but it requires an

expensive and complex device such as an impedance spectrum analyzer which

is normally restricted for low voltage applications (V < 10V ) under laboratory

conditions. Hence it is not suitable for real applications where high battery

voltage is expected.

In order to overcome the previous issues, the voltage and current measurements

in the time domain are used to identify the ohmic resistance using two different

approaches. The first approach is based on measuring the voltage drop caused by

a current impulse and using Ohm’s law to calculate the ohmic resistance [42–45].

This approach is explained later in detail in this section. The second approach

is to estimate the value of the ohmic resistance as a parameter of the ECM.

The estimation can be done either off-line using curve fitting methods like least

squares (LS) [46] or on-line using recursive LS or Kalman filter [47, 48]. The

second approach implies that the value of Ro does not represent anymore the

ohmic resistance in the ECM, but an equivalent resistance, which might include

other real parts of the electrochemical impedance that are frequency dependent.

In this case the accuracy of identifying Ro is influenced by model complexity,

the weights used for the curve fitting and by sampling frequency.

Back to the voltage drop approach, a dc current pulse is applied on the cell and

the output voltage Vcell and the current Icell are simultaneously measured. The

voltage and current difference ∆V resp. ∆I at the switching moment ts as

shown in Figure 2.3, are needed to apply Ohm’s law in Eq. (2.1) to calculate the

ohmic resistance:

Ro =
∣∣∣∣∆V

∆I

∣∣∣∣ =
∣∣∣∣Vcell(tk+1) − Vcell(tk)
Icell(tk+1) − Icell(tk)

∣∣∣∣ (2.1)

In real application, ∆V and ∆I can not be accurately measured due to the

following reasons:

1. Detection of the switching moment ts is not normally possible because

the measurement device is not synchronized with the power supply or

electronic load. That leads to a random time delay between ts and tk+1.

2. Current oscillations caused by the resonance frequency of the RLC circuit

composed of the output capacitor of the power supply and electronic load

on the one side, and the inductance of the connection cables on the other

side.

A novel approach developed to overcome the previous issues is based on

applying a sequence of current pulses instead of one pulse in order to increase
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∆V

∆I

∆Vm

∆Im

ideal real meausred

Figure 2.3 Voltage and current signals of Li-Ion cell during applying a current pulse

for identifying the ohmic resistance.

the number of switching moments. The sequence is applied before and after

each modeling pulse in order to evaluate the ohmic resistance change due to the

temperature increase caused by the losses during applying modeling pulse. The

modeling pulse together with the pulse sequences are shown in Figure 2.4 (d)

and (e). The pulse sequence applied before the modeling pulse is zoomed in and

cell’s voltage Vcell and current Icell are plotted in Figure 2.5 (a) and (b). The

cell’s output voltage and current are shown at the first switching moment of the

pulse sequence in Figure 2.5 (e) and (f). The first step in the new approach is

to calculate the voltage and current difference ∆Vm resp. ∆Im for each pulse

sequence as depicted in Figure 2.5 (d) and (e).

The second step is to apply Ohm’s law in Eq. (2.1) on the measured signals

∆Vm and ∆Im and to express them as a linear relationship with the measured

ohmic resistance Rom as a linear coefficient in Eq. (2.2).

|∆Vm| = Rom |∆Im| (2.2)

The value of Rom is calculated in order to obtain the best correlation between

∆Vm and ∆Im, as it is mathematically described in Eq. (2.3).

Rom = cov(dVm, dIm)
var(dIm) (2.3)

where:

var(dVm) = 1
n

∑
dV 2

m − (dVm)2 : dVm = 1
n

∑
dVm

var(dIm) = 1
n

∑
dI2

m − (dIm)2 : dIm = 1
n

∑
dIm

cov(dVm, dIm) = 1
n

∑
dIm ∗ dVm − dVm ∗ dIm

(2.4)
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The quality of the fitting (Pearson’s correlation coefficient) 0 ≤ r ≤ 1 is

calculated using Eq. (2.5). This coefficient represents how linear the relationship

between ∆Vm and ∆Im is. So for low values of r the value of Rom can not be

trusted anymore to represent the ohmic resistance:

r = cov(dVm, dIm)√
var(dVm) ∗ var(dIm)

(2.5)

The matching results between ∆Vm and Rom∆Im are shown in Figure 2.5 (g)

for the first switching moment in the current sequence.

Electrical model parameters in low frequency range

The parameters of the capacitive part (Rdtci and Cdtci for i = 1 . . . 3) are

identified using voltage and current measurements in the time domain. After

applying each modeling pulse, the cell output voltage is measured for one hour,

as shown in Figure 2.6 (b). The open circuit voltage (OCV) VOC is firstly

identified at the end of the exponential decay (2.6 (b)), then it is subtracted from

the output voltage resulting in Vd the dynamic voltage part shown in Figure 2.6

(a).

The information about the dynamical characteristics of a Li-Ion cell is hidden in

Vd, which can be mathematically described in Eq. (2.6) as a sum of exponential

functions with real positive time constants τi and coefficients Ai.

S(t) =
M∑

i=1
Aie

− t
τi Ai, τi > 0 and 0 < t < ∞ (2.6)

Determination of the time constants and the amplitudes of the exponential

decays from experimental data is a common task in many research fields like:

• semiconductor physic (deep level transient spectroscopy)

0
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V
d
[m

V
]

a

V d
cell V d

DTC

13.8 14 14.2 14.4 14.6
2.182

2.187

2.192

T ime(h)

V
[V

]

b

Vcell VDTC VOC

Figure 2.6 Comparison between the cell and the DTC model for: dynamic voltage Vd

(a); output voltage (b).
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• biophysics (fluorescence decay analysis)

• nuclear physics and chemistry (reaction kinetics)

• medical imaging

• chemistry and electrochemistry

In addition, it is always combined with the following challenges:

• The major problem with the analysis of this class of signals is their strong

nonorthogonal property

• If we attempt to determine the unknown parameters Ai, τi and M from a

finite time samples of the signal Vd, the distribution function of the decay

rates will not be unique.

• We are dealing with a series of nonlinear functions

• System theoretical model is not known then the number of the exponential

functions M is not known.

• Signal to noise ratio (SNR) limits the maximum number of exponential

functions that can be determined

This problem has been tackled by many researchers and several methods have

been developed. The methods can be classified under the following categories:

• Parametric methods: they can be used to directly identify the parameters

of the multi-exponential functions for predefined number of the exponential

functions.

– Algebraic methods: early methods that apply an analytical procedure

for the parameter identification. The advantage of these methods

is that they need no guess point to start the search for parameters.

These methods require measurements with a high signal to noise

ratio (SNR) in order to achieve a good accuracy for parameter

identification. Prony’s method for an example is considered to be

one of the first methods that devised an algebric scheme which can

separate a small number of exponentials with similar amplitudes but

with substantially different time constants [49].

– Numerical integration methods: They differentiate the sum of

exponential functions in order to convert the problem into a differential

equation and they use the numerical integration to solve the problem

and identify the parameters. For these methods the initial guess is

not required. The methods are more noise resistant than the algebraic

method. One of these methods is the Foss’ Method and is explained

in detail in [50–52].
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– Nonlinear least squares (NLS) methods: These are general

optimization methods that search for an optimum solution which

minimizes chi-squared error (goodness-of-fit). Their pros are that

they are standard methods in Matlab, whereas it is possible to bound

the parameter range, and they can afford good accuracy even for

measurements with low SNR. The only disadvantage is that the

solution depends on the initial guess; this might lead to a solution

that converges to a local minima which differs from the global

one. The well known methods are Levenberg-Marquardt (LM)

method, Gradient Descent Method, The Gauss-Newton Method and

Nelder-Mead simplex method (NMS).

• Nonparametric methods: these methods remove the nonorthognality by

converting the signal in Eq. (2.6) into a convolution model.

– Gardner transformation(GT): it applies a nonlinear change of

variables to convert the original signal in Eq. (2.6) into a convolution

integral which can be deconvolved by using Fourier transform

technique [53–57].

Table 2.1 shows a comparison between the different methods. Based on this

comparison the Foss’ method is selected as a compromise between accuracy and

complexity and above all, it is independent of the initial guess. The parameters of

the DTC model shown in Figure 2.7 are identified and the comparison between

the DTC model and the cell is plotted in 2.6 (a) and (b) for both dynamic voltage

and output voltage respectively. The accuracy of the parameter identification

is evaluated using the verification pulses. Figure 2.8 (a) shows the comparison

between the cell’s and DTC model’s output voltage during the verification pulses

and Figure 2.8 (b) shows the relative error in percentage, which is always less

than 1%. The parameters of the DTC model are identified for SOC range:

0 − 100%, Temperature range: 10 − 40 ◦C, SOH: 1 − 0.8. The parameters are
displayed in 3D plots for charging and discharging in Figure 2.9 and Figure 2.10.

Rdtc1 Rdtc2 Rdtc3

Cdtc1 Cdtc2 Cdtc3

Ro icell

vcell

+  vdtc3   -+  vdtc2   -+  vdtc1   -
Voc

idtc1 idtc2 idtc3

R1

L1

+  vL1   -

iL1

Figure 2.7 Equivalent circuit model of a Li-Ion cell with three time constants (DTC) for

the low frequency model and one time constant for the high frequency model.
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Table 2.1 Evaluation of different identification methods of multi exponential function.

method Initial guess Model order Complexity Accuracy

Prony not required required simple low

Foss not required required simple good

NLS-NMS required required complex good

NLS-LM required required complex good

GT not required not required very complex very good

Electrical model parameters in the high frequency range

Due to the usage of the pulse widthmodulation (PWM) technique with a switching

frequency of fsw = 7.95kHz for the inverters in the BESS, a high frequency

voltage and current harmonics have emerged. Therefore, the evaluation of the

dc-side signals in the BESS requires knowledge of the battery dynamics in the

HF range. For this reason, the behavior of the cell within the HF range was

investigated.

The impact of the HF model’s complexity on the dynamic analysis of the

BESS has been investigated in [PAPER- IV]. The electrochemical impedance

spectroscopy (EIS) measurement technique is used to inspect the cell’s

dynamic characteristics within the [2kHz, 50kHz] frequency range, though

several impedance measurements have been performed for different operation

conditions describing the dependency of the cell’s dynamics on the SOC, the

temperature and the SOH. The 1RL-model is adapted to the complex impedance

measurements using the Levenberg-Marquardt complex nonlinear least squares

(CNLS) algorithm.
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Figure 2.8 Evaluation of the DTC model: comparison between the output voltage of the

cell and the DTC model (a); relative error in percentage (b).
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Figure 2.9 Parameters of the DTC model in low frequency range for the tested Li-Ion

cell plotted for different SOC, temperatures and SOH (part1).

44



0
40

15

30

30

10020 5010 0

Charging
R

d
tc

2
[m
+

]

0
40

15

30

30

10020 5010 0

Discharging

SOH=1 SOH=0.8

0
40

250

30

500

10020 5010 0

C
d
tc

2
[k

F
]

0
40

250

30

500

10020 5010 0

0
40

10

30

20

10020 5010 0

R
d
tc

3
[m
+

]

0
40

10

30

20

10020 5010 0

0
40

2.5

30

5

10020 5010 0
SOCr[%

]
T [ /C ]

C
d
tc

3
[M

F
]

0
40

2.5

30

5

10020 5010 0
SOCr[%

]T [ /C ]

Figure 2.10 Parameters of the DTC model in low frequency range for the tested Li-Ion

cell plotted for different SOC, temperatures and SOH (part2).
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Figure 2.11 Parameters of the 1RL-model model in high frequency range for the tested

Li-Ion cell plotted for different SOC, temperatures and SOH.

2.1.3 Test plan

The test plan describes the sequence of the stages of the modeling test and the

parameters of each stage. The modeling test consists of two main stages as

shown in Figure 2.12:

• Capacity measurement: a full charge followed by a full discharge with

one C rate are performed in order to measure the cell’s capacity.

• Characteristic measurements: in this stage, the measurements are

generated to be used later for the parameter identification, and they can be

divided into two types depending on the measured signals:

Time domain measurements

A current profile is designed to stimulate the cell and generate the desired voltage

response to identify and verify the ECM parameters. The profile is built by

repeating a pattern ten times, in each time a ∆SOCr of 10% is achieved so that

the parameters of the ECM are identified at ten equal SOCr steps. The pattern

consists of three parts as it is shown in Figure 2.4 (a,b and c):

• Pulse sequence for the identification of the ohmic resistance: it consists

of three consecutive pulses with a 5 sec on and off periods, as shown in

Figure 2.5 (b).
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This sequence is applied before and after each modeling pulse in order

to evaluate the change of ohmic resistant due to the temperature increase

during the modeling pulse. During this sequence, the voltage and

current signals are acquired using a high sampling rate (HSR) with

fs = 1.666 kHz.

• Modeling pulse: it is used to excite the cell so that the voltage response

after the modeling pulse can be used for identifying the parameters of

the ECM in the LF range. The modeling pulse duration is controlled in

order to achieve ∆SOCr = 5 %. The amplitude of the modeling pulse is

constant and equals 1Crate/4 = 7.5 A. This value of the pulse amplitude
is selected based on experimental results shown in Figure 2.13 where three

modeling tests are applied on an unused Li-Ion cell for three different

current amplitudes 1Crate, Crate/2 and rate/4. All tests were performed

at Ta = 10 ◦C during charging and discharging. The parameters of the

DTC model are identified and the DTC model output is evaluated for

each current amplitude by comparing it with the cell’s output voltage.

The absolute value of the relative error which indicates the accuracy of

the model is displayed in Figure 2.13 for charging and discharging. The

error results confirm that the best accuracy can be achieved at the current

amplitude of Crate/4.
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Figure 2.13 Evaluation of different current rates for modeling of a Li-Ion cell.
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During the modeling pulse, the voltage and current signals are acquired

using a low sampling rate (LSR) with fs = 1 Hz.

• Verification pulses: These pulses are applied for two purposes: the first

goal is to verify the ECM parameters using data set different from the

one used for the parameter identification. The second goal is to measure

the maximum power that can be applied on the cell at each operation

point, in other words, to identify the state of power (SOP) under different

operation conditions. The verification pulses are five pulses with following

amplitudes: I1 = C/4, I2 = C/2, I3 = 1C, I4 = 3.5C and I5 = 2C. The
maximum current amplitude is chosen according to the maximum current

in the real BESS when the maximum active power of P = 55 kW is

applied for each of both parallel connected inverters. The voltage and

current signals of the verification pulses are acquired using a LSR with

fs = 1 Hz.

Frequency domain measurements

A profile similar to that used for time domain measurement is used. The pattern

consists only of the modeling pulse with a constant amplitude that causes each

time ∆SOC = 10 %. The EIS technique is employed after a waiting period of

one hour to measure the complex impedance of the cell over the frequency range

of [2 kHz, 50 kHz]. The measured impedance is fed to a parameter identification
algorithm to obtain the HF model parameters.

2.1.4 Experimental setup

The experiments for identifying the parameters of the electrical model were

performed under the best possible laboratory conditions. The experimental setup

for the modeling tests in the time and frequency domains is shown in Figure

2.14. It consists of the following equipment:

Computer

During the modeling test the following tasks were run by the computer:

1. Control and monitoring of the ambient temperature in temperature chamber

during the modeling test.

2. Control of programmable power supply and electronic load in order to

apply the predefined current profile on the Li-Ion cell.

3. Configuration of the measurement devices.

4. Real time acquisition and storage of measured data by the measurement

devices.
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3 Implementation Platform and

Tools

Contents

3.1 Experimental Set-Up . . . . . . . . . . . . . . . . . . . . 14

3.2 Implementation Platform of the DSP . . . . . . . . . . 16

3.1 Experimental Set-Up

Experiments are performed under laboratory conditions, with best possible condition

(low-ohmic electrical connections). The experimental set-up, shown in figure 3.1, is

controlled remotely with a computer-program a). To guarantee a constant ambient

d)

a)

f)

h)
c)

b)

e)

g)

Figure 3.1: Experimental Set-Up consisting of: a) Computer, b) Laboratory Power
Supply, c) Electronic Load, d) Measurement Device and A/D-Converter, e) Impedance
Spectrum Analyser, f) Temperature Chamber, g) Device Under Test (Lithium-Ion Bat-
tery) and a Coupling with a low thermal conductivity h).

Figure 2.14 Experimental setup consisting of: a) computer; b) programmable power

supply; c) programmable electronic load; d) measurement device; e) impedance

spectrum analyzer; f) temperature chamber; g) device under test (Li-Ion battery); h)

cable hole with low thermal conductivity.

5. Control and configuration of the EIS meter.

6. Real time acquisition and storage of measured data by the EIS meter.

Programmable power supply and electronic load

The power supplies and the electronic loads are modular units manufactured by

the company Elektro-Automatik. They can be connected in series or parallel

when higher voltage or current is required respectively. LabView VI is developed

and implemented in order to configure and control these devices and to acquire

and store their measured data in real time.

Measurement devices

The cell’s output voltage and current were measured simultaneously using the

NI 9215 measurement module. The NI 9215 offers a low voltage range of

±10 V , a high accuracy of 16 Bit and a high sampling rate of 100 kS/s/ch
simultaneously. The NI 9215 module is plugged in one of the 4 slots of the

Ethernet NI CompactDAQ chassis NI cDAQ-9184.

Impedance SpectrumAnalyzer

The TrueData-EIS impedance analyzer is a diagnostic tool designed by FuelCon

for measuring the electrochemical impedance spectrum of Li-Ion batteries and

fuel cells during operation under different load conditions. It is based on the

single-sine-method and have the following specifications:
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• Impedance range: 5 µΩ to 15 Ω

• Impedance accuracy: Up to 0.1m Ω

• Frequency, voltage, current accuracy: ±1 %

• Frequency range: from 200 µHz up to 100 kHz

• Maximum dc current of 100 A and maximum ac modulation current of 5 A

• Maximum dc voltage of 10 V

The TrueData-EIS is combined with the electronic load modules TrueData-Load

and is controlled using TestWork environment.

Temperature chamber

Li-Ion cells are always tested under controlled ambient temperature according to

the predefined test specifications. The temperature chamber manufactured by

firm Binder was used to keep the required ambient temperature constant in the

range from −25 ◦C up to +60 ◦C. The temperature chamber is controlled by

APT − COMT M 3 Data Control System software over RS422 interface.

Device under test

The laboratory experiments were applied on the cells similar to those used for

building the BESS. The cell specifications are given in Table 2.2.

2.2 Thermal characteristics of a Li-Ion cell

This section describes the process used for the thermal characterization of a

Li-Ion cell including the experimental set-up and the procedure for accurate

measurement of the heat capacity.

Table 2.2 LecCell 30Ah High Energy specifications.

Nominal capacity 30 Ah

Nominal voltage 2.3 V

Cathode Lithium nickel cobalt oxide (NCO)

Anode Lithium Titanate oxide (LTO)

Max. charge voltage 2.7 V

End of discharge voltage 1.7 V

Max. charge current 120 A(4C)
Max. discharge current 120 A(4C)
Max. temperature range −20 ◦C to +55 ◦C

Dimensions (L × W × T ) 287 × 178.5 × 12 mm
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The heat capacity of a Li-Ion cell is an important part of the thermal model

which is independent of module structure or system conditions. Therefore a

measurement device is built for measuring the heat capacity of a Li-Ion cell

in order to be used later in future research projects for developing a complete

thermal model based on a specific battery module design and cooling system

specifications.

2.2.1 Calorimeter

A laboratory prototype of a calorimeter was built from a thermally insulating

compound known as extruded polystyrene foam (XPS) with the dimensions

shown in Figure 2.15, including the walls of a thickness of 5 cm and the room

inside with dimensions of 30 x 30 x 6 cm able to hold 5.4 liters. The thermal

specifications of the insulation material are shown in Table 2.3.

2.2.2 Measurement of heat capacity

The heat capacity Cp of a substance is defined by the amount of energy needed

to rise the temperature of one gram of it by one degree at constant pressure. The

heat capacity is an important parameter in the thermal characteristics because the

temperature of the object will develop according to its initial temperature, heat

caused by the power applied on the object and the heat capacity of the object, as

expressed in Eq. (2.7).

T (t) = T (t0) + 1
Cp

∫ t

t0

P (t)dt (2.7)

Table 2.3 Specifications of the insulation material.

Heat conductivity Specific heat capacity Density

[W/mK] [Jkg−1K−1] [kg/m3]
0.065 1200 33
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of Kempten the task to build a basic calorimeter was set; the final resulting de-

vice can be seen in figure 2.1 it uses PT100 elements and thermocouples for the

temperature measurement.

Figure 2.1: Calorimeter

The calorimeter is built from a thermally insulating compound known as extruded

polystyrene foam (XPS), dimensions can be seen in figure 2.2 the walls have a

thickness of 5 cm and the room inside has a dimension of 30 x 30 x 6 cm able to

hold 5.4 liters. an additional insulation layer was built to cover the battery for the

heat dissipation experiments (Chapter 4); in this way all heat from the battery will

be transferred to this insulating layer by conduction and further to the calorimeter

also mostly by conduction, this in an effort to avoid heat transference by convection

inside the calorimeter and to further increase the overall thermal resistance to the

ambient.

Figure 2.2: Calorimeter dimensions

This device enables to perform a range of experiments including some that are able

to give information or characterize the calorimeter itself, this is very important

Figure 2.15 Structure of the calorimeter [38].
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In order to measure the heat capacity of an object, the calorimeter is filled

with a specific amount of water with known thermal characteristics at ambient

temperature Ta. Then the object is heated in the temperature chamber to a

certain temperature Tobj > Ta. After that the object is immersed in the water

and the water temperature starts to increase due to heat transfer from the heated

object until reaching a balance point Ta < Tw = Tobj . The heat capacity can

be calculated when knowing the water temperature at the balance point. Due

to the fact that the calorimeter is not an adiabatic system, the heat transfer

to the ambient during the immersion of the heated object in water cannot be

neglected and can cause a major error in the calculation of the heat capacity.

Therefore, the calorimeter is modeled as a first order system, and the model

parameters are identified by applying experiments using objects of materials with

known specific heat capacity like copper and aluminum. The parameters of the

calorimeter listed in Table 2.4 are identified using the common temperature of

object and water after balancing, as depicted in stage 2 in Figure 2.16. The model

of the calorimeter was used to compensate the error in water temperature caused

by the heat transfer to the ambient and to estimate the equilibrium temperature

at the immersion moment as shown in stage 1 in Figure 2.16. The equilibrium

temperature is used to calculate the heat capacity of the object using Eq. (2.8).

Table 2.4 Specifications of the insulation material.

Parameter Value Unit

Total heat capacity of calorimeter+water+ object 9305 Ws/K
Time constant 40900 s

Equivalent thermal resistance to the ambient 4.4 K/W

Chapter 2. Thermal Characterization of the Cell 18

Figure 2.5: Tracing back equilibrium temperature

continuous way.

Figure 2.6: Segment of temperature cooling and quantization

Furthermore to test if the cooling of both object really followed an exponential

decaying an experiment was set, using two liters of water and the copper object

(both had known heat capacities) they were heated and let to cool down inside

the calorimeter. If modeled as a lumped capacitance system the resulting circuit

will be a RC system with a charged capacitor, the rate of decay of temperature

can be expressed by equation 2.6.

T (t) = (To − T
amb

) · e−t/τ + T
amb

(2.6)

Figure 2.16 Estimation of the equilibrium point based on the thermal model of the

calorimeter [38].
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Cobj = Cw(Teq − Tw)(timmersion)
(Tobj − Teq)(timmersion) (2.8)

The heat capacity of several test objects was measured according to this

procedure with the maximum relative error of 5%. Then the heat capacity of

the Li-Ion cell of the same type used to build the BESS is measured using the

calorimeter and a specific heat capacity of 948Jkg−1K−1 is measured.

2.3 Aging model

Battery lifetime prognosis under real operation conditions is a key issue for

a reliable integration of Li-Ion batteries into electric vehicle and stationary

applications. The accurate prediction of the residual capacity for a Li-Ion battery

is very important for determining the available energy and power of the battery

system. This information is a prerequisite for precise estimation of the driving

range for electrical vehicles and for setting the warranty conditions of a battery

system [58–61]. This chapter explains the aging effects of a Li-Ion battery and

proposes an algorithm for the prediction of the lifetime of a Li-Ion battery based

on laboratory tests.

2.3.1 Aging algorithm

The goal of the aging algorithm is to predict the lifetime of a Li-Ion cell as

precise as possible by taking into account the individual stress of the past (”stress

biography“). Dependencies include: temperature, SOC, number of cycles, depth

of discharge (DOD). The lifetime is defined by the time span starting after

manufacturing the cell and ending when SOH = 0.8. The algorithm calculates

iteratively the reduction in SOH during the service life of the cell. The parameters

of the algorithm are identified based on the laboratory tests. The SOH of a Li-Ion

cell at the time instant t is denoted by Eq. (2.9).

SOH(t) = SOH(t0) − ∆SOH(t0 : t)
∆SOH(t0 : t) = ∆SOHca(t0 : t) + ∆SOHcy(t0 : t)

(2.9)

where (t0 : t) = {t0, t1, t2, . . . , tN = t : ti = t0 + i ∗ ∆t, i = 0 . . . N} is the time
span between t0 and t.
The calculation of reductions in SOH due to calendrical and cyclic aging

∆SOHca resp. ∆SOHcy is explained in subsections 2.3.2 and 2.3.3 respectively.

2.3.2 SOH reduction due to calendrical aging

The calendrical aging of a Li-Ion cell is caused by many reasons like

decomposition of electrolyte and parasitic chemical reactions between almost

all components. In order to quantify the reduction of SOH caused by

54



calendrical aging, the time span (t0 : t) is divided into N equal time slices

{t0 : t1, t1 : t2, . . . , tN−1 : tN } with a time duration of ∆t, which is small

enough to ensure that the temperature Tcell(ti−1 : ti) and SOCr(ti−1 : ti) are

constant during each time slice. The ∆SOHca(t0 : t) over the whole time span
is calculated as the sum of reductions during each slice using Eq. (2.10):

∆SOHca(t0 : t) =
N−1∑
i=0

∆SOHca(ti : ti+1) (2.10)

The reduction of SOH during each time slice is calculated using the nonparametric

function fca. The fca describes the dependency of SOH reduction on the

converted time duration ∆tc at a reference temperature Tref and on SOCr,

as expressed in Eq. (2.11). The values of fca are identified based on the

experimental results of tests in Table 2.5. In each of these tests, a Li-Ion cell is

stored with a constant SOCr at a high temperature in order to accelerate the

degradation process based on the Arrhenius law. The capacity of each cell is

regularly measured according to the procedure in Figure 2.17 in order to evaluate

the degradation of its SOH which is mainly caused by calendrical aging.

∆SOHca(ti : ti+1) = fca(∆tc, SOCr(ti)) (2.11)

The actual time duration ∆t of each time slice at the cell temperature Tcell(ti) is
converted into time duration ∆tc at a reference temperature e.g. Tref = 25 ◦C
based on the Arrhenius law factor A using Eq. (2.12):

∆tc = A
∆T
10 ∆t : ∆T = Tcell(ti) − Tref (2.12)

The results of the calendrical aging test were plotted using the real test

time (no conversion is applied) in Figure 2.18 for the different SOCr and

temperatures. Figure 2.18 (a) show that the SOH = 0.8 is already reached for

some cells like L03 at 50 ◦C and L06 at 55 ◦C for SOCr = 100 %, but for the

other six cells, the SOH reduction is not yet enough to predict the future trend of

each of these cells accurately.

Table 2.5 Plan of calendrical aging tests.

Cell# Temperature[◦C] SOC [%]

L01 40 100

L02 40 30

L03 50 100

L04 50 60

L05 50 30

L06 60 100

L07 60 60

L08 60 30
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Cell is stored at 25°C for 3 hours

Capacity measurement at 25°C 

by applying 5 full cycles

Cell is stored again at high 

temperature for one month

Charging the cell to the 

required SOCr

If

SOH<0.8
yes

No

Stop

New Cell

Figure 2.17 Procedure of the calendrical aging test.
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Figure 2.18 Evaluation of SOH reduction for different temperatures and SOCs using

real test time.
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Figure 2.19 Evaluation of SOH for different temperatures and SOCs using converted

time with Arrhenius law factor of 2.

These tests are still running and in the next six months, new results can be

added to describe the SOH reduction for mid and low SOCr values. The time

of the experimental results in Figure 2.18 was converted using an Arrhenius law

factor of A = 2 resulting in new SOH curves shown in Figure 2.19.

The end of lifetime as it is predicted in Figure 2.19 for a fully charged cell at

Tref = 25 ◦C is about 8 years. This value is relatively high compared with other
Li-Ion cell types which were tested for other projects.

2.3.3 SOH reduction due to cycling

Cycling causes mechanical stress to the active material in the Li-Ion cell due

to stretching/contraction during the intercalation process. A cycle is defined by

one charge and one discharge sequence which leads to the return to the same

SOC level. In order to evaluate the reduction of SOH due to cycling, the cycle

lifetime of the cell is described based on laboratory tests. Then the reduction of

SOH during a specific time span (t0 : t) is evaluated.

Cycle lifetime of Li-Ion cell: The cycle lifetime of a Li-Ion cell is defined by

the maximum number of cycles which can be achieved using a certain DOD and

SOCavg until reaching 80 % of the initial capacity at the beginning of the test. It

can be identified according to the following steps:
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Figure 2.20 Cycle lifetime as a function of DOD value at a specific SOCavg .

• Identification of the maximum number of cycles Nmax(DOD, SOCavg)
as a function of cycle depth of discharge and the average SOC (operation

point) at a controlled ambient temperature, as shown in Figure 2.20.

• Compensation of the SOH reduction due to calendrical aging during each

cycling test.

The first step is achieved by running a set of cycling tests at the ambient

temperature of Ta = 25 ◦C with different DODr values and with constant

SOCavg, as listed in Table 2.6. The dependency on the SOCavg is neglected.

The cycling tests with a DODr < 100 % are called micro-cycling and they are

performed according to the procedure shown in Figure 2.21.

In order to ensure that the SOH reduction is mainly caused by micro-cycling,

a condition has to be set on the number of micro-cycles Nmc depending on the

number of full cycles used for the capacity measurement Ncm, number of drift

compensations Ndc and a ratio factor Rmc = 5 % which determines the amount

of SOH reduction caused by the capacity measurement and drift compensation

in relation to the whole SOH reduction during the cycling test.

Nmc ≥ Ncm × 100% + Ndc ∗ SOCavg

Rmc ∗ Ndc ∗ DODr

(2.13)

Table 2.6 Plan of cyclic aging tests.

Cell# DOD[%] SOCavg[%] Nmc Ndc Ncm

L15 100 50 - - -

L14 60 50 50 5 5

L13 30 50 100 5 5

L12 10 50 300 5 5

L11 5 50 600 5 5
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Capacity Measurement

k=k+1

Micro Cycling (SOCavg,DOD)

n=n+1

Drift Compensation (SOCavg,DOD)

m=m+1

n> Nmc

No

yes

m< Ndc

yes

Start

No

k ≥ Ncm

yes

No

k=0, m=0, n=0

Update Capacity

Figure 2.21 Procedure of the micro-cycling test.

Based on the experimental results of tests listed in Table 2.6, the SOH
reduction was calculated as a function of the number of cycles for each test. As

shown in Figure 2.22 the test with cell L15 reached the end of lifetime already

at about 1700 full cycles. But the micro-cycling tests have to be run for more

time in order to know the maximum number of cycles when the end of lifetime

is reached. The micro cycles were added linearly and the SOH reduction was

plotted again as a function of equivalent full cycles in Figure 2.23.
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Figure 2.22 Evaluation of SOH as a function of the number of cycles for cycling tests

with different DOD values.

It can be seen that equivalent full cycles with DODr < 100 % cause less

SOH reduction compared to the real full cycles of L15 cycling test.

The time duration of a cycling test with a specific DODr and SOCavg is

defined by tcy(DODr, SOCavg) at ambient temperature of Ta = Tref . The SOH
reduction due to calendrical aging during the cycling test can be calculated using

Eq. (2.14):

∆SOHcacy = fca(tcy(DODr, SOCavg), SOCavg) (2.14)
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Figure 2.23 Evaluation of SOH as a function of the number of equivalent full cycles for

cycling tests with different DOD values.
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The reduction of SOH due to calendrical aging ∆SOHcacy is converted into

the number of cycles using Eq. (2.15):

∆Ncy(DODr, SOCavg) = ∆SOHcacy ∗ Nmax(DODr, SOCavg)
0.2

(2.15)

The maximum number of cycles Nmax(DODr, SOCavg) is compensated by

adding ∆Ncy(DODr, SOCavg), as shown in Eq. (2.16):

N c
max(DODr, SOCavg) = Nmax(DODr, SOCavg) + ∆Ncy(DODr, SOCavg)

(2.16)

Determination of the actual number of cycles: The history of SOCr(t0 : t)
is used as an input to the rain flow counting (RFC) method which identifies

and counts the individual stress cycles. The output of the RFC method is a

table Ncy(DODi) containing the number of cycles for each DOD and their

corresponding average SOCr [62–64]. The total reduction of SOH due to cycling

can be calculated then using Eq. (2.17):

∆SOHcy = 0.2 ∗
M∑

i=1

Ncy(DODi)
N c

max(DODi, SOCavg)
(2.17)

where:

M : number of DOD ranges

DODi: DOD range with index i.

2.4 Conclusion

An accurate battery model has been developed for Li-Ion battery in order to

optimally integrate it in simulations of the BESSs. The tests setup and the

procedure on how to identify the model parameters of a Li-Ion were explained in

detail. New approaches for measuring the ohmic resistance and for identifying

the parameters of the LF model were introduced introduced in section 2.1. Then

the parameters of the electrical model were shown in Figures 2.9, 2.10 and

2.11 for LF and HF models respectively. The influence of the cell model on

the electrical dynamics of the BESS was evaluated in [PAPER- IV] and the

following results were made:

1. Battery ECM with one time constant (OTC) does not represent the fast

battery’s dynamics accurately mainly when the battery is aged. Therefore,

at least two time constants (TTC model) are needed in order to represent

the slow and fast dynamics of the battery over the whole service life of the

cell ([PAPER- IV] Figure 4).
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2. Temperature deviation within the range of 20 ◦C to 35 ◦C as well as aging

has a significant effect on the voltage drop at the dc-side and needs to be

taken into account.

3. The SOC, the aging and the temperature have no significant effect on the

total harmonic distortion (THD) on the grid side ([PAPER- IV] Table II).

4. In order to calculate correctly the harmonics of Ibat, it is required to extend

the usual ECM for low frequencies by an HF model with one time constant

(1RL-model).

5. The effects of SOC, cell temperature and aging on the harmonic content

of Idc and Ibat can be neglected.

The first step on developing a thermal model of Li-Ion cell was done in section

2.2 by measuring its heat capacity using a students made calorimeter.

Since that aging influences the electrical dynamics of Li-Ion cell significantly, an

aging algorithm for prediction of service life of Li-Ion battery using laboratory

tests was also introduced in section 2.3. Furthermore, the actual results of

calendar and cyclic aging results were shown in Figures 2.19 and 2.23 respectively.

It should be underlined that our results are only valid for the cells used in this

investigation. Other cells might have different behavior.
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3 MODELINGOFBATTERYENERGYSTORAGESYS-

TEM (BESS)

3.1 Introduction

In the frame of the research project IREN2 (Future Oriented Electricity Grids for

Integration of Renewable Energy Systems) a microgrid has been set up in the

village of Wildpoldsried in the south of Germany [65]. The microgrid consists

of renewable energy sources, a stationary 300kVA/170kWh battery system with

Lithium Nickel Cobalt Oxide (NCO) - Lithium Titanate cells, a 100kVA Genset

with vegetable oil fueling for secondary control, a 500kVA back to back station

between the 20kV and the 400V grid to emulate volatile photovoltaic generation

as well as a battery of infinite energy or to create real disturbances. Further, a 3x

50kW controllable unsymmetrical load bank is available. One of the important

goals of IREN2 is to develop a mathematical model of the BESS for the two

operation modes of a microgrid, i.e. the synchronous mode and the island mode.

In the synchronous mode BESS synchronizes itself to an external grid and tracks

given reference setpoints Pref and Qref , whereas fast responses are avoided

in order not to cause large disturbances to the grid. All the details about the

mathematical modeling of BESS in this operation mode are described in [66].

In the island operation mode, the droop control forms a decentralized

control method which is based on the communication between the different

DGs over frequency and voltage providing an expandable system without extra

communication requirements [67]. This approach implies that every DG runs in

the GF mode and regulates its active resp. reactive power output depending on

the frequency resp. voltage [68].

The next section 3.2 provides a description of the electrical and control

structure of the BESS. Section 3.3 deals with setting up a detailed mathematical

model which describes the electro dynamical behavior of the real system. Section

3.4 shows the verification of the detailed model by a comparison with the

measurement results of the real system. Since that the detailed model is very

complex and is causing very high computation time on a computer, section 3.5

focuses on simplification of the detailed model resulting in a simplified model

suitable for the simulation of the BESS as a subsystem in a microgrid consisting
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also of other power components. The simplified model is validated using

simulation results of the detailed model in Section 3.6. Section 3.7 concludes

this chapter.

3.2 Structure of the BESS

During operation, some unexpected Li-Ion cell issues had to be solved by a

complete replacement of the battery modules. The new cells were available

with different geometry having the consequence that only three battery strings

with approximately the same total energy could be set up instead of six in the

original version. Therefore, every two inverters of the original system had to

be connected to one battery string, resulting in a much more complex electrical

structure because extra filters and isolating transformers were necessary. The

modified structure affects the dynamic behavior that is discussed later in section

3.4.

3.2.1 Electrical structure

As shown in Figure 3.1, the BESS consists of three Li-Ion batteries bat1, bat2

and bat3 which can be operated independently. Each battery is connected to

two 3-phase inverters through an electromagnetic interference (EMI) filter for

protecting the battery management system (BMS) from the electrical noise due

to the unsynchronized switching of the two parallel inverters. Every 3-phase

inverter has a rated power of 55 kV A and is followed by an LCL filter in order

to reduce the current harmonics injected into the grid. The first three inverters

inv1, inv2 and inv3 are connected to the first matching transformer (MT1) and
the next three inverters inv4, inv5 and inv6 are connected to the second matching

transformer (MT2). The three phase two-winding matching transformers are

used to adapt the inverters’ low output voltage to the grid voltage. Two isolating

transformers IT1, IT2 are used to avoid circulating currents in the circuit of inv1
and inv6, and of inv2 and inv5 which are connected to the same dc circuit.

3.2.2 Control structure

The input of the control structure are the 3-phase voltage and current measured at

the output of the LCL filter. Based on these measurements, the output active and

reactive power of the inverter are calculated and fed into the droop controller.

The droop controller is composed mainly of two parts. The first part adjusts

the inverter frequency based on the active power, the new frequency set-point f̃
is calculated based on the P/f droop formula as shown in Figure 3.2, then f̃
is smoothed using a low pass filter (LPF) with a time constant Tc, resulting in

the inverter actual frequency f , which is integrated to obtain the actual angle θ.
The second part of the droop controller regulates the amplitude of the inverter

voltage depending on the inverter output reactive power. The new set-point of
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the voltage amplitude Ṽ is calculated using the Q/V droop formula as shown in

Figure 3.2. The voltage Ṽ is smoothed using a similar LPF filter as it is the case

in the first part. The filtered voltage amplitude V̂ is used as reference for the

proportional-integral (PI) controller which regulates the actual inverter voltage

amplitude Vact to match the reference voltage V̂ .
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Figure 3.1 Block diagram of the BESS electrical structure
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3.3 Detailed model of the BESS

The detailed model considers the dynamics of dc and ac sides and the switching

operation of the IGBTs; thus it is appropriate to analyze short time transients and

harmonic content. Starting from the dc side, the battery model is implemented

by upscaling the Li-Ion cell’s model described in section 2.1. The LCL and EMI

filters are modeled using their equivalent circuits shown in Figure 3.3 (a) and

(b) respectively. The parameters are given in Table 3.1. The IGBTs are modeled

using a two-state resistive switches. The transformers are modeled using the

standard 3-phase 2-winding transformer model in PSCAD. The specifications of

both matching and isolating transformers are given in Table 3.2.

The modular structure of the BESS enables dividing the BESS into three

independent units U1(bat1, inv1, inv6 and IT1), U2(bat2, inv2, inv5 and IT2)

and U3(bat3, inv3 and inv4) shown in red, green and blue in Figure 3.1. U1 and

U2 have an identical structure and they differ from U3 by having an isolating

transformer in series to the output of inv1 and inv2 respectively. Therefore, two

detailed models are only needed for evaluating the electrical dynamics of the

BESS .

3.4 Validation of the detailed model

The detailed model was verified using real measurements of the BESS, where a

60 kW ohmic load step is applied on both U1 and U3 at the PCC.
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Figure 3.3 Equivalent circuit of: a) LCL filter and b) EMI filter.
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Table 3.1 Parameters of the LCL and EMI filter

LCL-Filter equivalent circuit parameters Value

Serial inductance LF 160 µH

Serial resistance RF 16.4 mΩ
Parallel capacitor CF 3.5 µF

EMI filter equivalent circuit parameters Value

Serial inductance LS 0.1 µH

Serial resistance RS 0.1 mΩ
Parallel capacitor CP 8 µF

Table 3.2 Specifications of the matching and the isolating transformers.

257V/400V ∆-Y Matching transformer Value

Rating [Sr,LV ] 165 kV A

uk 4.3%
Pcopper 0.008484 pu

Pno−load 0.002424 pu

260V/260V ∆-∆ Isolating transformer Value

Rating [Sr,MV ] 55 kV A

uk 3.73 %
Pcopper 0.021545 pu

Pno−load 0.0029091 pu

The experiments were made with relatively unused batteries at ambient

temperature of 25 ◦C and relative state of charge around 50 %. The voltages and

currents were measured at three different points in order to evaluate the goodness

of the detailed models of U1 and U3. The first evaluation point (EP) is the dc

side of each unit. At this point the dc voltages and currents are used directly for

the comparison. The second EP is at the inverter output and the third EP is at the

PCC. For the second and third EPs, the amplitude of voltage phasor, frequency,

active and reactive power were calculated and used for the evaluation. Active

and reactive power were calculated with respect to generator reference-arrow

system (GRS).

Figures 3.8, 3.6 and 3.4 show the comparison between detailed model’s

signals of U1 and corresponding measurements. These figures show a fluctuation

of the active and reactive power at the moment of switching the load on due

to the delay between the different phases of the ohmic load which results in a

asymmetrical loading of U1 that finally causes these fluctuations. After these

fluctuations as can be seen in Figure 3.6 (b,c) slow oscillations in active and

reactive power signals occurred due to the different serial impedances between

inv1, inv6 and the PCC.
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Figures 3.9, 3.7 and 3.5 show the comparison between detailed model signals

of U3 and measurements. These figures show only the fluctuations due to the

switching of the load but they show no slow oscillations because inv3 and inv4

have the same serial impedance to the PCC. The oscillations in active and reactive

power were analyzed mathematically in chapter 4. The numbers displayed on

the figures show the relative error values which are calculated according to Eq.

(3.1):

Erms(X1, X2)[%] = rms(X1 − X2)
max(X1, X2) .100 (3.1)

3.5 Simplified model of the BESS

Due to the complex structure of the BESS the detailed model is not suitable

for long time simulations when the BESS is integrated with other microgrid

components as it is the case in [PAPER- VIII]. Therefor a simplified model is

required which represents the fundamental dynamics of the original system and

reduces the complexity of the detailed model. The simplification procedure was

performed according to the following steps:

1. The dc side dynamics are ignored as it does not influence the ac side

dynamics as it is proofed in [PAPER- IV].

2. Each 3-phase inverter is modelled using an ideal 3-phase voltage source

connected to the serial impedance of the LCL filter.

3. All the transformers are replaced with their equivalent serial and parallel

impedances (ZMT
s andZIT 1

s ) resp. (ZMT
p , ZIT 1

p andZIT 2
p ), referred to the

high voltage side of matching transformers.

4. The control structure stays the same as for the simplified model.

The simplified electrical structures of U1 and U3 are shown in Figure 3.10

and Figure 3.11 respectively.
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Figure 3.10 Simplified model of Unit 1.
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Figure 3.11 Simplified model of Unit 3.

3.6 Validation of the simplified model

In this section, the simulation results of the simplified model are compared with

those of detailed model. The compared signals are plotted in Figure 3.14 and

Figure 3.12 for U1 at inverter output and at PCC respectively. The simplified

model shows also the oscillations in active and reactive power signals similar

to the detailed model. Figures 3.15 and 3.13 demonstrate the comparison

between the simplified and detailed model for U3 at inverter output and at PCC

respectively. The comparison results show a good coincidence between the

simplified and detailed model of U3.

3.7 Conclusion

The Li-Ion battery model was integrated with the other components in the BESS

like: EMI filter, IGBTs, LCL filter and transformers to establish a detailed model

that describes the electrical dynamics of the BESS accurately. The detailed

model was used to analyze the short time transients and to evaluate the harmonic

contents of dc and ac signals. Figures 3.4, 3.5, 3.6, 3.7, 3.8 and 3.9 show a

good coincidence with relative error less than 5 % between the measurements

and the simulation results for the detailed model of U1 and U3, respectively. The

high error values for dc currents, active power and reactive power are due to the

asymmetrical loading at the beginning of the load step.

The complexity of the detailed model is reduced by considering the fundamental

electrical dynamics of the BESS. The comparison between the simulation results

of the detailed and the simplified models in Figures 3.12, 3.13, 3.14 and

3.15 confirms that using the simplified model, the fundamental dynamics are

accurately represented for U1 resp. U3.
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4 STABILITY ANALYSIS OF THE BESS IN A MICRO-

GRID

4.1 Introduction

This chapter focuses on the theoretical and experimental analysis of small signal

stability of a microgrid consisting of one unit of a stationary BESS and an

3-phase ohmic load connected at PCC. The microgrid including electrical and

control structures is explained in detail in section 4.2. The small signal stability

of parallel inverters with a non-standard control structure is firstly analyzed using

the quasi steady state (QSS) approach in section 4.3. The real part of the system’s

eigenvalues calculated using the QSS approach shows no dependency on the

droop gains, i.e. no information about microgrid stability can be derived. Hence,

a new approach based on DPM is introduced in section 4.4, which enables us

to take the dynamic effects of the electrical elements into consideration without

having to go through the complex differential equations. A comparison between

the results of both approaches is shown in section 4.5 and an evaluation of

system stability dependency on control and load parameters is also discussed.

4.2 Microgrid structure

As shown in Figure 3.10, the microgrid consists of U1 and an 3x 50kW

unsymmetrical load bank connected at the PCC. The U1 is selected as it

represents the basic unit in the BESS, where the impedances between parallel

connected inverters and the PCC are unequal.

The simplified model of U1 has to be prepared before using it for the stability
analysis. In the first step the parallel impedances in the simplified model of

U1 are neglected. In the second step the serial impedances are added together

resulting in an equivalent impedance for every inverter. In the last step the

model structure is generalized by resetting the indexes of inverters inv1 and

inv6 to inv1 and inv2, respectively. The simplified electrical structure shown in

Figure 4.1 together with the control structure of each inverter shown in Figure

3.2 covers the whole microgrid dynamics required for the stability analysis.
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Figure 4.1 Single line diagram of the equivalent circuit model of U1 used for stability

analysis.

4.3 Quasi steady state approach

This approach is used traditionally to analyze the stability of a synchronous

machine connected to a stiff ac system. It was firstly used for stability analysis

of a single phase inverters connected to a stiff ac system in [69]. Later it has

been applied for the stability analysis of parallel connected 3-phase inverters [9].

The simplicity of this approach makes it the first choice for the stability analysis

of a microgrid; however, this approach shows some issues regarding stability

dependency on droop gains discussed in [70, 71]. In this section, the stability

analysis of two inverters connected in parallel to an ohmic load, as shown in

Figure 4.1, using the QSS approach is recalled. This approach implies that the

system should satisfy the following conditions:

1. Balanced 3-phase sinusoidal system

2. Fundamental frequency is only considered

3. Power change in the system is much slower than the fundamental frequency

4. No large changes in the voltage amplitude (V1 ≈ V2 ≈ V )

5. Droop parameters are the same for Inv1 and Inv2 (Extension of the solution

for different droop parameters is also possible)

The voltages at the output of inverters and PCC are defined by their space phasors

in Eq. (4.1), where V1, V2 and V are the time varying voltage amplitudes and

θ1, θ2 and θ are the phasor angles of inv1, inv2 resp. PCC. The angle differences
δ1 and δ2 defined in Eq. (4.2) play an important role for determining the power
flow in the system.

−→
V1 = V1ejθ1 ,

−→
V2 = V2ejθ2 and

−→
V = V ejθ (4.1)

δ1 = θ1 − θ and δ2 = θ2 − θ (4.2)
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The complex apparent power S1 at the output of inv1 in steady state is defined
according to Eq. (4.3) in two parts, the real part defines the active power and the

imaginary part defines the reactive power:

S1 = P1 + jQ1 = 3
2

−→
V1.

−→
I1

∗ = 3(V 2
1 − V1V ej(θ1−θ))Z1

2Z2
1

(4.3)

Using Eq. (4.2) and the fact that Z1 = R1 + jX1, the active and reactive

power can be then calculated in the quasi steady state using Eq. (4.4):

P1 = 3
2

R1V 2
1 − R1V1V cos(δ1) + X1V1V sin(δ1)

R2
1 + X2

1

Q1 = 3
2

X1V 2
1 − X1V1V cos(δ1) + R1V1V sin(δ1)

X2
1 + X2

1

(4.4)

Since δ1, δ2 << 1 for the whole power range of the system, the approximation
of cos(δ1) ≈ 1 and sin(δ1) ≈ δ1 is valid for δ1 resp. δ2. Based on the 4th

condition that (V1 ≈ V2 ≈ V ) leading to active and reactive power formulas in

Eq. (4.5) for inv1. Similar ones can be obtained for inv2.

P1 = 3
2

R1V 2
1 − R1V1V + X1V1V δ1

R2
1 + X2

1
= 3X1V 2

1 δ1

2Z2
1

Q1 = 3
2

X1V 2
1 − X1V1V + R1V1V δ1

X2
1 + X2

1
= −3R1V 2

1 δ1

2Z2
1

(4.5)

4.3.1 Frequency control

Based on the control diagram of the inverter frequency shown in Figure 3.2 the

differential equation of the frequency f1 at the output of the LPF can be written

in Eq. (4.6), by substituting P1 from Eq. (4.5) yields to Eq. (4.7) where f∗ is

the no-load frequency.

ḟ1 = −ωcf1 + ωcf̃1

ḟ1 = −ωcf1 + ωc(Kf P1 + f∗)
(4.6)

where Kf = − 1
Kp

and ωc = 2π
Tc
.

ḟ1 = −ωcf1 + 3ωcKf X1

2Z2
1

V 2
1 δ1 + ωcf

∗ (4.7)

The steady state frequency f is the average value of both f1 and f2 weighted
by their droop gains as it is given in Eq. (4.8):

f = Kp1f1 + Kp2f2

Kp1 + Kp2

∣∣∣∣
Kp1=Kp2

= f1 + f2

2 (4.8)
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The change of angles θ1, θ2 and θ is determined by their frequencies f1,
f2 and f respectively through the differential equations in Eq. (4.9), then the

change of the angle differences δ1 and δ2 can be obtained directly by calculating
the derivative of Eq. (4.2) with respect to time and using Eq. (4.9) leading to

Eq. (4.10).

θ̇1 = 2πf1, θ̇2 = 2πf2 and θ̇ = 2πf (4.9)

δ̇1 = 2π(f1 − f2)
2 = −δ̇2 (4.10)

4.3.2 Voltage control

The closed loop of the voltage control of inv1 consists mainly of three stages as

shown in Figure 3.2, In the first stage, the reactive power Q1 is used to calculate
the voltage amplitude Ṽ1, this output voltage is smoothed in the second stage

using first order LPF giving out V̂1, the reference value for the PI controller. In
the third stage, the output of PI V1 tracks the reference voltage V̂1. The output of
the PI V1 is used combined with angle θ1 from the frequency control to calculate

the output voltage phasor
−→
V1. The dynamics of LPF can be expressed in Eq.

(4.11), the value of the reactive power Q1 can be taken from Eq. (4.5) and be

substituted in Eq. (4.11), leading to Eq. (4.12). Since that the proportional gain

of the PI is zero, the dynamics of the PI can be described by Eq. (4.13) where Ti

is the integral time constant:

˙̂
V1 = −ωcV̂1 + ωcṼ1
˙̂
V1 = −ωcV̂1 + ωcKvQ1 + ωcV

∗
(4.11)

where Kv = − 1
Kq
.

˙̂
V1 = −ωcV̂1 − 3ωcKvR1

Z2
1

V 2
1 δ1 + ωcV

∗ (4.12)

V̇1 = 1
Ti

V̂1 − 1
Ti

V1 (4.13)

Differential equations Eq. (4.12) and (4.13) describe the dynamics of the

voltage closed loop for inv1. Similar differential equations can be also obtained

for inv2.

4.3.3 System linearization

The four differential equations in Eq. (4.7), Eq. (4.10), Eq. (4.12) and Eq. (4.13)

of inv1 are repeated for inv2 and grouped together in a vector form in Eq. (4.14)
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building a nonlinear state space model of the system.

ẊQSS = H(XQSS , u)
y = G(XQSS , u)

(4.14)

whereXQSS = [f1, δ1, V̂1, V1, f2, δ2, V̂2, V2]T is the state vector and u = [f∗, V ∗]T
is the input vector. The state vector QSS is chosen so that the system can be

easily extended to more than two inverters. The nonlinear system in Eq. (4.14)

is linearized for small perturbations ∆XQSS and ∆u at an equilibrium point

(X0
QSS , u0) which fulfills the condition Eq. (4.15), resulting in the linearized

system defined by Eq. (4.16) [72].

Ẋ0
QSS = H(X0

QSS , u0) = 0 (4.15)

Table 4.1 Electrical and control parameters of U1.

R1[Ω] X1[Ω] R2[Ω] X2[Ω] Tc[s] Ti[s]
0.112 0.253 0.048 0.163 0.15 0.5

where X0
QSS = [f10, δ10, V̂10, V10, f20, δ20, V̂20, V20]T and u0 = [f∗

0 , V ∗
0 ]T are

determined by solving the set of nonlinear equation in Eq. (4.15) numerically

for the system parameters given in Table 4.1, specific droop gains (Kp, Kq), and

specific total load active and reactive power P resp. Q, e.g., when P = 1kW ,

Q = 0kvar, Kp = 25kW/Hz and Kq = 2.5kvar/V this leads to X0
QSS given in

Table 4.2.

Table 4.2 The X0
QSS calculated for P = 1kW , Q = 0kvar, Kp = 25kW/Hz and

Kq = 2.5kvar/V .

i fi0[Hz] δi0[rad] V̂i0[V ] Vi0[V ]
1 49.98 0.00095 326.7 326.7

2 49.98 0.00055 326.7 326.7

∆ẊQSS = AQSS∆XQSS + BQSS∆u

∆yQSS = CQSS∆XQSS + DQSS∆u
(4.16)

According to Lyapunov’s first method, the stability of a nonlinear system

for small perturbations is determined by its eigenvalues. The system is said

to be asymptotically stable when its eigenvalues have negative real parts [72].

Therefore, the eigenvalues of the state matrix AQSS , which are the roots of the

characteristic equation Eq. (4.17), have to be calculated at each equilibrium

point (X0
QSS , u0).

det(AQSS − λQSSI) = 0 (4.17)
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The system stability is first evaluated for a small ohmic load case (P = 1kW
and Q = 0kvar). The dominant eigenvalues are plotted in Figures 4.2 and 4.3
for different values of droop gains Kp and Kq, respectively.

Figure 4.2 shows that the imaginary parts of the eigenvalues change according to

Kp value, but the real parts which determines system stability, remain constant,

i.e., the system stays stable independent of the Kp value which is in conflict

with the real system behavior. In Figure 4.3, both imaginary and real parts are

independent of Kq.

These results and other findings in literature in [70, 71] confirm that using

the QSS approach, the original system is oversimplified, so that the electrical

dynamics are completely ignored, which leads to a loss of the information about

the stability of the microgrid. A novel approach based on the DPM concept is

introduced in the next section in order to overcome these issues.

4.4 Dynamic phasor modeling approach

4.4.1 Dynamic phasors

The concept of DPM is based on the calculation of a time varying Fourier

coefficient of the fundamental frequency for a sinusoidal signal [70, 73, 74]. A

complex periodic signal x(τ) can be represented in the interval (t − T, t] using
the Fourier series of the form:

x(τ) =
∞∑

k=−∞
Xk(t)ejkωτ (4.18)

where ω = 2π
T .

Xk are the complex time varying Fourier coefficients referred to as dynamic

phasors. The kth dynamic phasor at time t is determined by:

Xk(t) = 1
T

∫ t+T

t
x(τ)e−jωτ dτ =< x >k (t) (4.19)

There are three important properties for dynamic phasors:

Differential Property: an important property for analyzing differential

equations of dynamic phasors. The derivative with respect to the time of the kth

dynamic phasor is given in Eq. (4.20).

<
dx

dt
>k= d < x >k

dt
+ jω < x >k (4.20)

Phasor Property of Product: the kth phasor of the product of the two time

domain signals, x1(t) and x2(t), is equal to the discrete time convolution of their
dynamic phasors, which is given by Eq. (4.21):

< x1x2 >k=
∞∑

i=−∞
< x1 >k−i< x2 >i (4.21)
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Property of Conjugation: in the case of complex signal x(t), the kth dynamic

phasor of the conjugated signal x∗(t) can be calculated using Eq. (4.22):

< x∗ >k=< x >∗
−k (4.22)

The dynamics of the electrical components in the power system shown in

Figure 4.1 for inv1 is given by the differential equation in Eq. (4.23):

L1
d
−→
I1

dt
+ R1

−→
I1 = −→

V1 −
−→
V (4.23)

4.4.2 Electrical system

By replacing the voltage and current signals in Eq. (4.23) with their dynamic

phasors based on the definition in Eq. (4.18) during time interval (t − T, t] and
considering only the first dynamic phasor (fundamental frequency) yields to Eq.

(4.24), the following is obtained:

L1 <
d
−→
I1

dt
>1 +R1 <

−→
I1 >1=<

−→
V1 >1 − <

−→
V >1 (4.24)

The derivative property of DPM is used to simplify the differential equation

in Eq. (4.24), resulting in Eq. (4.25):

L1
d <

−→
I1 >1

dt
+ jω <

−→
I1 >1 +R1 <

−→
I1 >1

=<
−→
V1 >1 − <

−→
V >1 (4.25)

The complex coefficients <
−→
I1 >1, <

−→
V1 >1, and <

−→
V >1 are then written using

there real and imaginary parts in Eq. (4.26).

<
−→
V1 >1 = (V d

1 + jV q
1 ) = V1ejδ1

<
−→
V >1 = (V d

1 + jV q
1 ) = V ejδ

<
−→
I1 >1 = (Id

1 + jIq
1)

(4.26)

By substituting voltage and current dynamic phasors in Eq. (4.25) using

their definitions in Eq. (4.26) and splitting the differential equation to real and

imaginary parts, Eq. (4.27) is expressed as follows:

İd
1 = −R1

L1
Id

1 + ω1Iq
1 + 1

L1
(V d

1 − V d)

İq
1 = −R1

L1
Iq

1 − ω1Id
1 + 1

L1
(V q

1 − V q)
(4.27)
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V d
1 = V1cos(δ1) and V q

1 = V1sin(δ1) real and imaginary parts of <
−→
V1 >1

can be replaced in Eq. (4.27) leading to Eq. (4.28):

İd
1 = −R1

L1
Id

1 + ω1Iq
1 + 1

L1
(V1cos(δ1) − V d)

İq
1 = −R1

L1
Iq

1 − ω1Id
1 + 1

L1
(V1sin(δ1 − V q)

(4.28)

Information about the load type is required at this point in order to define the

relationship between the voltage at PCC
−→
V and the output current

−→
I . In the

special case of an ohmic load, it can be written in Eq. (4.29):

−→
V = R

−→
I = R(−→I1 + −→

I2 ) (4.29)

Replacing signals in Eq. (4.29) with their dynamic phasors and considering only

the fundamental frequency results in Eq. (4.30).

<
−→
V >1 ejωt = R(< −→

I1 >1 ejωt+ <
−→
I2 >1 ejωt) (4.30)

Using definitions in Eq. (4.26) yields to:

V d + jV q = R[Id
1 + Id

2 + j(Iq
1 + Iq

2)] (4.31)

Dividing Eq. (4.31) into real and imaginary parts gives:

V d = R(Id
1 + Id

2 )
V q = R(Iq

1 + Iq
2)

(4.32)

Substituting V d and V q in Eq. (4.28) using Eq. (4.32) leads to the differential

equations in Eq. (4.33), which describe the electrical dynamics of inv1:

İd
1 = −(R1 + R)

L1
Id

1 + ωIq
1 − R

L1
Id

2 + V1

L1
cos(δ1)

İq
1 = −(R1 + R)

L1
Iq

1 − ωId
1 − R

L1
Iq

2 + V1

L1
sin(δ1)

(4.33)

Similarly, the differential equations Eq. (4.34) for inv2 can be obtained:

İd
2 = −(R2 + R)

L2
Id

2 + ωIq
2 − R

L2
Id

1 + V2

L1
cos(δ2)

İq
2 = −(R2 + R)

L2
Iq

2 − ωId
2 − R

L2
Iq

1 + V2

L1
sin(δ2)

(4.34)
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4.4.3 Calculation of active and reactive power

The definition of the apparent power in Eq. (4.3) can be extended to cover also

the system transient as follows:

S1 = 3
2

−→
V1.

−→
I1

∗ (4.35)

The zero order dynamic phasor which corresponds to the dc part of the apparent

power is only considered in Eq. (4.36).

< S1 >0 = 3
2 <

−→
V1.

−→
I1

∗ >0 (4.36)

Active and reactive power can be now defined as the real and imaginary parts of

the dc component of the apparent power, and the multiplication between voltage

and current phasors is converted into convolution product using the second

property leading to Eq. (4.37):

< S1 >0 = P1 + jQ1 = 3
2

∞∑
i=−∞

<
−→
V1 >0−i<

−→
I1

∗ >i (4.37)

The third property of conjugation is applied on Eq. (4.37) leading to Eq. (4.38).

The fundamental frequency is only considered for voltage and current phasors,

as shown in Eq. (4.39) and (4.40) for inv1. The infinite sum of Eq. (4.38) can

then be reduced to only one product between the first order dynamic phasors of

voltage and current given in Eq. (4.41).

< S1 >0 = P1 + jQ1 = 3
2

∞∑
i=−∞

<
−→
V1 >−i<

−→
I1 >∗

−i (4.38)

<
−→
V1 >k=

{
(V d

1 + jV q
1 ) if k = 1

0 elsewhere
(4.39)

<
−→
I1 >k=

{
(Id

1 + jIq
1) if k = 1

0 elsewhere
(4.40)

< S1 >0 = P1 + jQ1 = 3
2 <

−→
V1 >1<

−→
I1 >∗

1 (4.41)

Replacing <
−→
V1 >1 and <

−→
I1 >1 by their real and imaginary parts from Eq.

(4.26) leads to active and reactive power equations in Eq. (4.42) for inv1:

P1 = 3
2(V1cos(δ1)Id

1 + V1sin(δ1)Iq
1)

Q1 = 3
2(V1sin(δ1)Id

1 − V1cos(δ1)Iq
1)

(4.42)
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4.4.4 Frequency and voltage control

Differential equations similar to Eq. (4.7), Eq. (4.10), Eq. (4.12), and Eq.

(4.13) in the QSS approach can be developed based on the frequency and voltage

control diagrams in Figure 3.2. The new formulas of active and reactive power

were used, resulting in the new frequency and voltage differential equations Eq.

(4.43) for inv1:

İd
1 = −(R1 + R)

L1
Id

1 + (ω1 + ω2)
2 Iq

1 − R

L1
Id

2 + V1

L1
cos(δ1)

İq
1 = −(R1 + R)

L1
Iq

1 − (ω1 + ω2)
2 Id

1 − R

L1
Iq

2 + V1

L1
sin(δ1)

ω̇1 = −ωcω1 + 3πωcKf V1[Id
1 cos(δ1) + Iq

1sin(δ1)] + ωcω
∗

δ̇1 = ω1 − ω2

2
˙̂
V1 = −ωcV̂1 + 3

2ωcKvV1[Id
1 sin(δ1) − Iq

1cos(δ1)] + ωcV
∗

V̇1 = 1
Ti

V̂1 − 1
Ti

V1

(4.43)

4.4.5 System linearization

Differential equations similar to those in Eq. (4.43) are also obtained for inv2.

Then a nonlinear state space system is defined, where the state and input vectors

are defined in Eq. (4.44) similar to that in the QSS approach to be easily

extended.

XT = [Id
1 , Iq

1 , ω1, δ1, V̂1, V1, Id
2 , Iq

2 , ω2, δ2, V̂2, V2]
uT = [ω∗, V ∗]

(4.44)

The system is linearized at the equilibrium point given in Eq. (4.45). The

equilibrium point for the DPM approach is determined by the system parameters

given in Table 4.1, droop gains (Kp, Kq), and load resistance. The equilibrium

point is calculated by solving the system nonlinear equations similar to those

in Eq. (4.15) numerically, e.g. for Kp = 25 kW/Hz, Kq = 2.5 kvar/V ,

R = 160 Ω(P = 1 kW ) leads to XT
0 given in Table 4.3.

Table 4.3 Equilibrium point of the DPM for P = 1kW and Q = 0kvar.

i Id
i0[A] Iq

i0[A] ωi0[rad/s] δi0[rad] V̂i0[V ] Vi0[V ]
1 1.0 0.3 0.13 314.1 326.6 326.6

2 1.0 0.0 0.13 314.1 326.6 326.6
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Figure 4.2 Evaluation of eigenvalues dependency on P/f droop gain Kp for QSS and

DPM approaches.

XT
0 = [Id

10, Iq
10, ω10, δ10, V̂10, V10, Id

20, Iq
20, ω20, δ20, V̂20, V20]

uT
0 = [ω∗

0, V ∗
0 ]

(4.45)

The dominant eigenvalues of the linearized system at different equilibrium

points are then compared with those of the QSS approach in Figure 4.2 and

Figure 4.3 for different values of droop gains Kp and Kq respectively. It can be

clearly seen in Figure 4.2 that the real part of the eigenvalues shifts right when

reducing the droop gain Kp until it becomes positive, meaning that the system

becomes unstable.
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Figure 4.3 Evaluation of eigenvalues dependency on Q/V droop gain Kq for QSS and

DPM approaches.

85



In Figure 4.3 the real part of the eigenvalues shows less sensitivity to the

droop gain Kq compared to Kp, nevertheless when Kq is very small the system

becomes unstable. These results are totally consistent with the experimental

findings of the real system. The verification of the results using the DPM

approach and further evaluations are described in the next section.

4.5 Evaluation of microgrid stability

In this section the linearized system model developed using the DPM approach

is used to analyze the influence of different system parameters on the

stability margins. The linearized model is also verified using simulations and

measurements of the real system. The simulation setup is based on the simplified

model of U1 shown in Figure 3.10 implemented in PSCAD. The measurement

setup consists of only one unit of the BESS connected to the ohmic load bank at

PCC.

4.5.1 Dependency on droop gains

The dominant eigenvalues of the linearized system model are plotted in Figure

4.2 to evaluate the influence of droop gain Kp on stability margins for a

constant load. It can be clearly seen that the stability limit lies between

8 ≤ Kp ≤ 10kW/Hz. In order to verify these analytical results, a simulation

scenario was designed so that the simulation starts using a high value of the

droop gain Kp and then gradually decreasing its value until reaching the stability

limit as shown in Figure 4.4. During the simulation, the load remains constant

in order to avoid applying large disturbances on the system.
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Figure 4.4 Simulation results for the evaluation of the influence of droop gain Kp on

system stability.
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Figure 4.5 Measurement results for the evaluation of the influence of droop gain Kp on

system stability.

The active power at the output of both inverters P1 resp. P2 and their

deviations from the average power ∆P1 resp. ∆P2 together with droop gain Kp

are depicted. It can be clearly seen that ∆P1 resp. ∆P2 converge to zero for large
values of Kp up to Kp = 10 kW/Hz, meaning that the system is still stable,

after that when Kp = 9 kW/Hz, they start to diverge indicating that the system
is unstable. These simulation results comply totally with the analytical ones.

A similar scenario was applied on the real system by connecting a constant

ohmic load and decreasing the value of Kp until reaching the stability limit of the

real system. Experimental results plotted in Figure 4.5 show that the real system

stay stable until reaching Kp = 9 kW/Hz which confirms both analytical and

simulation results.

Since that the Q/V droop gain Kq does not have a significant influence on

the system stability for the typical values 1 ≤ Kq ≤ 10 kvar/V , it will not be

considered in the evaluation.

4.5.2 Dependency on load resistance

The load influence on the stability margin is only significant when the system

is close to the stability limit, i.e., for low values of P/f droop gain Kp, as

shown in Figure 4.6. The large, middle and small crosses represent the system

eigenvalues for the maximum active power (P = 100 kW ), P = 50 kW and

P = 1 kW , respectively. The different colors refer to Kp values. A comparison

between the analytical and the simulation results was carried out for two load

values when Kp = 10 kW/Hz. The first load value P = 1 kW shows a stable

operation in Figure 4.4 for Kp = 10 kW/Hz on the opposite to the second load

value P = 50 kW where the system becomes unstable for the same droop value,

as shown in Figure 4.7.
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different values of P/f droop gain Kp.
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Figure 4.7 Simulation results for the evaluation of the load influence (P = 50 kW ) on

the stability margin.

4.5.3 Dependency on smoothing time constant

The dominant eigenvalues of the linearized system are plotted in Figure 4.8

as a function of the smoothing time constant Tc for constant droop gain

Kp = 25 kW/Hz and constant load P = 1 kW .

Figure 4.8 shows that the absolute value of the real part of the eigenvalues

depends proportionally on the cut off frequency ωc.
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Figure 4.8 Evaluation of eigenvalues dependency on smoothing time constant Tc using

the DPM approach.

The reason behind this dependency is that the low values of Tc enable the

system to respond faster to disturbances resulting in a larger stability margin.

Similar results could be observed at the real system, as shown in Figure 4.9.

Where the system is operated close to the stability limit by reducing the droop

gain to Kp = 9 kW/Hz and then changing the smoothing time constant. The

experimental results in Figure 4.9 show that the system is more resistant to

disturbances when using a low value of Tc = 50ms, on the opposite the system
tends to go unstable when using a high value of Tc = 300 ms.
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Figure 4.9 Measurement results for the evaluation of the influence of smoothing time

constant Tc on system stability.
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4.6 Conclusion

Focus in this chapter was on the stability analysis of a microgrid consisting of

a BESS and an ohmic load carried out using QSS and DPM approaches. The

following conclusions are made base on the thesis research:

1. The system model developed using the traditional QSS approach shows a

limitation in determining the system stability.

2. A new mathematical model was developed using the DPM approach

considering the electrical dynamics of the system in order to identify the

stability limit accurately.

3. The stability limit of the system depends significantly on both P/f droop

gain Kp and smoothing time constant Tc.

4. The load resistance plays a significant role only for low values of the P/f
droop gain Kp.

5. The Q/V droop gain Kq has almost no influence on the system stability

for its typical range.

The comparisons between analytical, simulation and measurement results in

section 4.5 confirm that the system stability for small disturbances can be

accurately analyzed using the analytical model developed in section 4.4 using

the DPM approach.
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5 CONCLUSIONSAND FUTUREWORK

5.1 Conclusions

This Thesis has presented a classification of different electrical ESSs and their

possible role in microgrids with high share of RESs. This study indicates that

the Li-Ion battery properties regarding high power and energy density, high

efficiency, short response time and long service life make them appropriate

for short and medium term applications. An accurate battery model has been

developed for Li-Ion battery in order to optimally integrate it in simulations of

stationary and mobile BESSs. The influence of the cell model on the electrical

dynamics of the BESS was evaluated and the following results were made:

• Battery ECM with one time constant (OTC) does not represent the fast

battery’s dynamics accurately mainly when the battery is aged. Therefore,

at least two time constants (TTC model) are needed in order to represent

the slow and fast dynamics of the battery over the whole service life of the

cell ([PAPER- IV] Figure 4).

• Temperature deviation within the range of 20 ◦C to 35 ◦C as well as aging

has a significant effect on the voltage drop at the dc-side and needs to be

taken into account.

• The SOC, the aging and the temperature have no significant effect on the

THD on the grid side ([PAPER- IV] Table II).

• In order to calculate correctly the harmonics of Ibat, it is required to extend

the usual ECM for low frequencies by an HF model with one time constant

(1RL-model).

• The effects of SOC, cell temperature and aging on the harmonic content

of Idc and Ibat can be neglected.

It should be underlined that our results are only valid for the cells used in this

investigation. Other cells might have different behavior.

The Li-Ion battery model was integrated with the models of other components

in the BESS like: EMI filter, IGBTs, LCL filter and transformers to establish a

detailed model that describes the electrical dynamics of the BESS accurately.
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The detailed model is used to analyze the short time transients and to evaluate

the harmonic contents of dc and ac signals. Figures 3.4, 3.5, 3.6, 3.7, 3.8

and 3.9 show a good coincidence with a relative error lower than 5% between

measurements and simulation results for the detailed model of U1 and U3

respectively. The complexity of the detailed model is reduced by considering

the fundamental electrical dynamics of the BESS. The comparison between

the simulation results of the detailed and simplified models in Figures 3.12,

3.13, 3.14 and 3.15 confirms that using the simplified model, the fundamental

dynamics are accurately represented for U1 resp. U3.

The modular structure of the BESS composed of six parallel connected

inverters can cause stability issues when large disturbances are applied or control

parameters are not properly selected. Therefore, the stability analysis of a

microgrid consisting of the U1 and an ohmic load was carried out using the QSS

and DPM approaches. The following conclusions were made:

• System model developed using the traditional QSS approach shows a

limitation in determining the system stability.

• A new model was developed using the DPM approach considering the

electrical dynamics of the system in order to detect the stability limit

accurately.

• The stability limit of the system depends significantly on both P/f droop

gain Kp and smoothing time constant Tc.

• The Q/V droop gain Kq has almost no influence on the system stability

for its typical range.

The comparisons between analytical, simulation and measurement results in

section 4.5 confirm that the system stability for small disturbances can be

accurately analyzed using the analytical model developed in section 4.4 using

the DPM approach.

5.2 Future research

The author proposes the following topics for further research:

• Development of a thermal model for Li-Ion cell taking into account the

actual structure of battery modules and the cooling system.

• Evaluation of the SOH degradation of the Li-Ion cells in the BESS using

the proposed aging algorithm and the current aging tests results.

• Extending the stability analysis of the BESS in a microgrid to also consider

ohmic inductive loads.
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ABSTRACT

The share of the renewable energy sources (RESs) have recently rapidly increased

shifting the power system from centralized and fossil-based power generation

towards regenerative and distributed power generation. The intermittent nature

and high penetration of inverter-connected RESs in low voltage micro grids

replacing conventional generators and their rotating machinery led to a significant

reduction in system inertia.

This PhD thesis presents a classification of different electrical ESSs in Chapter

1 and their possible role in microgrids with high share of RESs. Chapter 1

indicates that battery energy storage systems (BESSs) can play a key role to

ensure generation adequacy and to increase the reliability and security of the

microgrid under the new conditions.

The procedure on how to develop a mathematical model of a Li-ion based BESS

for microgrid applications is introduced in Chapters 2 and 3. Focus in Chapter 2

is on the development of a mathematical model of a Li-Ion cell for the evaluation

of the electrical dynamics of the BESS. The cell model considers the effects

of the state of charge (SOC), cell temperature, and aging. An empirical aging

algorithm is introduced for the prediction of service life of the Li-Ion battery

based on laboratory tests in Chapter 2.

Chapter 3 covers the development of two mathematical models for the BESS

in grid forming (GF) mode. The first model is a detailed model that describes

accurately the electrical dynamics of the BESS including the switching operation

of the IGBTs, which makes it appropriate for the evaluation of short time

transients. For long time simulations of the BESS along with other microgrid

components a simplified model is also implemented, which represents only the

fundamental dynamics of the system. The verification of the detailed and the

simplified model was carried out using measurements of the real system. The

feedback and coupling between parallel connected inverters in GF mode can

cause stability issues when large disturbances are applied or control parameters

are not properly selected.

Therefore, Chapter 4 introduces a new approach for the stability analysis of

the BESS in a microgrid. The new approach is based on the dynamic phasor

modeling (DPM) concept. The comparison between the DPM approach and the

traditional quasi steady state (QSS) approach shows that the DPM approach is

capable to represent not only the slow dynamics of the control system but also

the fast dynamics of the electrical system. The validation of the QSS and the
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DPM was performed with real experiments considering the influence of droop

gains, smoothing time constant and load parameters on the stability margin of

the BESS.

This research is valuable for BESS developers who wish to optimize their system

based on specific microgrid application, and for researchers who are interested

in improving BESS diagnostics algorithms.
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KOKKUVÕTE

Taastuvate energiaallikate laialdane kasutuselevõtt on kiirendanud elektrisüs-

teemi üleminekut tsentraliseeritud ja fossiilkütusel põhinevalt elektritootmiselt

taastuvenergiaallikatel põhinevale hajatootmisele. Madalpinge mikrovõrkudes

traditsiooniliste pöörlevate masinatega generaatoreid asendavate muundurite

kaudu võrku ühendatud taastuvenergiaallikate suur hulk ja nende ilmast sõltuv

tootmine vähendab oluliselt süsteemi inertsi.

Doktoritöö esimene osa annab ülevaate energiasalvestite klassifikatsioonist ja

nende rollist suure osakaaluga taastuvenergiaallikatega mikrovõrkudes. Akudel

põhinevad energiasalvestussüsteemid on põhilahendused, mis aitavad ühtlustada

energiatootmise kõikumisi ja tagada uutes tingimustes elektrivõrgu töö- ja

varustuskindlus.

Järgmises kahes töö peatükis on kirjeldatud Li-Ion akudel põhineva mikrovõrgu

energiasalvesti matemaatilise mudeli väljatöötamist. Teise peatüki rõhk asetseb

täpsemalt Li-Ion elemendi matemaatilise mudeli väljatöötamisel, et hinnata selle

mõju energiasalvesti töö dünaamikale. Elemendi mudel võtab arvesse selle

laetust, temperatuuri ja vananemist. Lisaks kirjeldatakse ka uut laborikatsete

alusel väljatöötatud empiirilist energiasalvesti kasutusea hindamise algoritmi.

Töö kolmandas peatükis kirjeldatakse kahte aku-energiasalvesti matemaatilise

mudeli väljatöötamist võrku toetavatele (grid –forming, GF) muunduritele.

Esimene mudel kirjeldab detailselt energiasalvesti elektriosa dünaamikat sh

IGBT lülitusi, et uurida lühiajalisi transiente. Pikaajaliseks energiasalvesti

ja mikrovõrgu komponentide koostöö analüüsiks on välja töötatud teine ehk

lihtsustatud matemaatiline mudel, mis kirjeldab ainult süsteemi üldist ehk

põhidünaamikat. Mõlemad mudelid on valideeritud mõõtmistega reaalses

süsteemis. Tagasiside ja sidestus paralleelselt ühendatud muundurite vahel võib

võrku toetavas talitluses suurte häiringute või ebatäpsete juhtimisseadete korral

põhjustada stabiilsusprobleeme.

Töö neljandas peatükis kirjeldatakse uut aku-energiasalvestiga varustatud

mikrovõrgu stabiilsusanalüüsi meetodit. Uus meetod põhineb dünaamilisel

vektormodelleerimisel (dynamic phasor modeling, DPM ). Võrreldes dünaamilist

vektormodelleerimist traditsioonilise kvaasistabiilse (quasi steady state, QSS)

modelleerimisega, võimaldab see lisaks juhtimissüstemi aeglastele muutustele

analüüsida ka elektrisüsteemi kiireid muutusi. Mõlemaid modelleerimise tule-

musi katsetati reaalsetes tingimustes, võttes aku-energiasalvesti stabiilsusvaru

hindamisel arvesse statismi tegurit (droop gains), silumise ajakonstanti ja
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koormuse parameetreid.

Käesolev uurimistöö on oluline aku-energiasalvestite arendajatele, kes soovivad

optimeerida oma rakendusi mikrovõrkudes ja teadlastele, kelle eesmärk on

parendada energiasalvestite diagnostikaalgoritme.
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Modelling of Li-ion batteries using equivalent circuit diagrams 
 
 

Abstract. This paper presents the fundamentals of a method how to determine the state of charge (SOC) of lithium-ion batteries on the basis of two 
different equivalent circuit diagrams and an extended Kalman filter (EKF). It describes how to identify the parameters of these circuits by 
characteristic measurements. The comparison between measurement and computation results shows a good accordance. In the first step the 
dependency of these parameters on the temperature and on the battery age is neglected. 
 
Streszczenie. W artykule przedstawiono podstawy metody pozwalającej określić stan naładowania (SOC) akumulatorów litowo-jonowych na 
podstawie dwóch różnych schematów zastępczych i rozszerzonego filtru Kalmana (EKF). Opisano, jak zidentyfikować parametry akumulatorów na 
podstawie pomiarów ich charakterystyk. Porównanie wyników pomiarów z wynikami symulacji wykazuje zgodność. W pierwszym etapie pominięto 
zależność parametrów akumulatorów od temperatury i od czasu użytkowania.( Modelowanie akumulatorów litowo-jonowych z wykorzystaniem 
schematów zastępczych)  
 
Keywords: Li-ion battery, equivalent circuit diagrams, battery modelling, parameters identification. 
Słowa kluczowe: akumulator Li-Ion, schematy zastępcze, modelowanie baterii, identyfikacja parametrów. 
 
 
Introduction 

If a defined full charge of a battery takes place regularly 
it is possible to determine the state of charge (SOC) by the 
so-called Ampere-counting method. This method is basing 
on the charge that is transferred into the battery 
respectively taken out of the battery. In case where a 
defined full charge of the battery cannot happen regularly 
the error in the SOC estimation can become inacceptable 
high and a better method has to be found. The SOC is a 
function of the open circuit voltage (OCV) of a lithium-ion 
battery, SOC=f(VOC), but this method involves the problem 
of its dynamics as Figures 3 (c) and (d) demonstrate. The 
electrochemical processes which take place in a cell result 
in the fact that the OCV cannot be measured at the battery 
terminals. The dynamics needs to be modeled 
mathematically in a way that the OCV respectively SOC can 
be calculated by measuring only the battery voltage and 
current at the terminals of the battery. For this purpose an 
equivalent circuit diagram for the battery cell has to be 
used, and the parameters need to be identified by 
characteristic measurements. 

In this paper at first the internal resistance model (IR) is 
presented, then the one time constant model (OTC), and 
finally the two time constants model (TTC). Further, 
comparisons between the model-based simulation data and 
the measured data are carried out to evaluate the validity of 
the demonstrated models, which provide a foundation for 
the model based SOC estimation [4]. 

 
Equivalent Circuit models 

IR Model, the IR model as shown in Figure 1 (a), and 
described by Equation 1 implements an ideal voltage 
source VOC that represents the open-circuit voltage (OCV) 
of the battery, and an ohmic resistance in order to describe 
the internal resistance. Both, resistance and open-circuit 
voltage VOC are functions of SOC, state of health (SOH) 
and temperature. iBatt is the battery output current with a 
positive value when discharging, and a negative value when 
charging, vBatt is the battery terminal voltage [1]. 

(1)  Batt0OCBatt iRVv   

As the IR model does not represent the transient 
behavior of lithium-ion cells, it is not suitable for the 
accurate estimation of SOC during any dynamical operation 
(non-constant load). 

OTC Model, The OTC model adds a parallel RC 
network in series to the internal resistance R0 of the IR 
model, in order to approximate the dynamic behaviour of 

the lithium-ion battery. As shown in Figure 1 (b), it mainly 
consists of three parts including the voltage source VOC, the 
ohmic resistance R0, and ROTC,COTC to describe the battery 
transient response during charging or discharging. vOTC is 
the voltage across COTC; iOTC is the current that flows in 
COTC. The electric behaviour of the OTC model can be 
expressed by Equations 2 and 3 in continuous time [1]: 

(2)  Batt
OTC

OTC
OTCOTC
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1
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 ,

(3) Batt0OTCOCBatt iRvVv   

The description in discrete time is shown by Equations 4 
and 5. 
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(5)  k,Batt0k,OTCkOCk,Batt iRv)SOC(Vv   

where: TS  sampling period, OTC  OTC time constant. 

TTC Model, Basing on the observation of the battery 
output voltage when the battery output current is zero (no-
load) it has been found out that the battery shows a big 
difference between the short time and the long time 
transient behavior. That means the dynamic characteristics 
cannot be represented very accurately by the OTC model. 

To improve the flexibility of the OTC model an extra RC 
network is added in series to the OTC circuit to get the TTC 
circuit model. As shown in Figure 1 (c), the TTC circuit is 
composed of four parts: voltage source VOC, ohmic 
resistance R0, RTTC1 and CTTC1 to describe the short term 
characteristics, RTTC2 and CTTC2 to describe the long term 
characteristics. vTTC1 and vTTC2 are the voltages across CTTC1 
and CTTC2 respectively. iTTC1 and iTTC2 are the outflow 
currents of CTTC1 and CTTC2 respectively [1]. 

The electrical behavior of the TTC circuit can be 
expressed by Equations 6, 7 and 8 in continuous time: 
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(8)  Batt02TTC1TTCOCBatt iRvvVv  . 
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Fig.1. Battery equivalent circuit diagrams. (a) internal resistance 
model (IR), (b) one time constant model (OTC), (c) two time 
constants model (TTC). 

The description in discrete time is given by Equations 9, 
10 and 11: 
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(11) Batt0k,2TTCk,1TTCkOCk,Batt iRvv)SOC(Vv  . 

Estimation of Model Parameters 
In this section the procedure of estimating the model 

parameters basing on battery measurements is 
demonstrated. In a first approach temperature and aging 
effects are neglected. The experimental parameter 
identification of the battery has been performed at the 
constant temperature of 25C with relatively new and 
unused cells. The temperature and aging effects will be 
taken into account in a continuation of this work. 

Charging and Discharging Process, Figure 2, shows 
characteristic curves of the battery output voltage and 
current when charging and discharging. In the following the 
different subintervals of the curves are described: 
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Fig.
2. Characteristic waveforms for battery output voltage and current 
during charging and discharging of lithium-ion cells. 

 Subinterval S0(t < t0): In this subinterval the battery 
output current can be assumed to zero over a sufficient 
time, though the output voltage can reach the open circuit 
voltage value VOC(SOC0), and while the output current is 
zero the SOC value is constant. 
 Subinterval S1(t0 ≤ t ≤ t1): In this subinterval the battery 
is discharged with a constant current Idischarge > 0, first a 
steep decrease of the battery output voltage can be seen 
due to the internal resistance R0, and then it continues to 
decrease exponentially controlled by the OCV (as the SOC 
is decreasing). 
 Subinterval S2(t1 ≤t ≤ t2): In this subinterval the battery 
output current iBatt = 0, so the battery output voltage at first 
will have a steep increase due to R0, and then it shows an 
exponential increase until it reaches VOC(SOC1). 
 Subinterval S3(t2 ≤ t ≤ t3): In this subinterval the battery 
is charged with a constant current Icharge < 0; at first a steep 
increase of the battery output voltage can be seen due to 
internal resistance R0, and then it continues to increase 
exponentially controlled by the OCV (as the SOC is 
increasing). 
 Subinterval S4(t ≥ t3): In this time subinterval the battery 
output current iBatt = 0, so the battery output voltage at first 
will have a steep decrease due to R0, and then it has an 
exponential decrease until it reaches VOC(SOC2). 

Ohmic Resistance, The voltage drop across R0 at the 
first time instant when charging (V2) respectively 
discharging (V0) can be taken to calculate R0 [2], according 
to Equation 12: 
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Estimation of OTC Model Parameters, in this step 
battery output voltage measurements during the 
subintervals S2 and S4 are used, as in these subintervals 
OCV is constant, and the battery output voltage is just 
driven by the dynamic characteristics of the battery. The 
output voltage vBatt during S2 and S4 can be calculated 
according to the OTC model by setting iBatt to zero in 
Equations 2 and 3, then solving the differential equation as 
shown in Equation 13: 
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where: 

(14) OTCOTCOTC CR . 

The identification of OTC model parameters 
necessitates the estimation of the values VOC(SOC1), 
VOC(SOC2), vOTC(t1), vOTC(t3) and τOTC in Equations 13 and 14. 
In order to estimate these parameters a nonlinear least 
squares algorithm is applied (nonlinear data fitting) to 
search for the values which lead to the best fit between the 
given measurements and the nonlinear function (in this 
case an exponential function f(t)=A+Be-αt is used). 

The output of the nonlinear least squares algorithm is a 
vector of the coefficients A, B and α. These coefficients will 
be used to calculate the OTC model parameters through 
Equations 15 to 19: 
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Estimation of TTC Model Parameters, TTC model 
parameters can be estimated the same way as for the OTC 
model, by taking into consideration the two RC networks 
instead of one in the OTC model. The TTC model output 
voltage can be expressed during the subintervals S2 and S4 
by Equations 20 and 21: 
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Table 1. SLPB120216216 Cell Data 
Typical Capacity 53 Ah 
Nominal Voltage 3.7 V 

Charge 
Condition 

Max. Current 53A  
Voltage 4.2 ± 0.03 V 

Discharge 
Condition 

Continuous Current 159 A 
Peak Current 260 A 

Cut-off Voltage 3.0 V 

where: 

(21) 
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The identification of the TTC model requires to estimate 
the values VOC(SOC1), VOC(SOC2), vTTC1(t1), vTTC1(t3), vTTC2(t1), 
vTTC2(t3), τTTC1 and τTTC2 in Equations (20) and (21). In this 
case an exponential function with two time constants 
f(t)=A+Be-αt+Ce-βt  is used. 

The output of the nonlinear least squares algorithm is a 
vector of the coefficients A, B, C, α, and β. These 
coefficients will be used to calculate all TTC model 
parameters through Equations 22 to 27: 
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Experimental and Computational Results 

For the experimental tests and modeling lithium polymer 
battery cells from the manufacturer Kokam have been used. 
Some important cell data are depicted in Table 1. To 
identify the model parameters, a battery test bench was set 
up. In this test bench a current signal with rectangular 
shape has to be applied to the battery with short and long 
interrupts. At the same time the battery output voltage has 
to be measured. The ohmic resistance R0 of the battery can 
be calculated during short interrupts of the current signal, 
while OTC and TTC model parameters need to be 
estimated during long interrupts. 
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Fig. 3. (a), (b): ohmic resistance R0 as a function of SOC during charging and discharging processes respectively; (c), (d): output voltage 
measurement and computational results during charging and discharging processes respectively; (e), (f): dynamic resistance values as a 
function of SOC during charging and discharging processes respectively; (g), (h): dynamic capacitance values as a function of SOC during 
charging and discharging processes respectively. 
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Fig. 4. Battery open circuit voltage as a function of SOC. 

Experimental and Computational Results 
For the experimental tests and modeling lithium polymer 

battery cells from the manufacturer Kokam have been used. 
Some important cell data are depicted in Table 1. To identify 
the model parameters, a battery test bench was set up. In 
this test bench a current signal with rectangular shape has 
to be applied to the battery with short and long interrupts. At 
the same time the battery output voltage has to be 
measured. The ohmic resistance R0 of the battery can be 
calculated during short interrupts of the current signal, while 
OTC and TTC model parameters need to be estimated 
during long interrupts. 

Ohmic Resistance Results: Ohmic resistance R0 results 
are shown in Figures 3 (a) and (b) for charging and 
discharging processes respectively. It can be seen that R0 
increases at low SOC values in both, charging and 
discharging processes. 

Values of the RC-Network Elements: Figures 3 (c) and 
(d). depict the battery output voltage measurement with the 
OTC and TTC model values for one long interrupt during 
charging and discharging processes respectively at 25C. 
This processes are repeated over all long interrupts. From 
these two figures it can be seen that the TTC model has a 
better fit to the measurements than the OTC model, 
therefore the TTC model gives a better representation of the 
battery dynamics compared to the OTC model. 

Dynamic resistance values are shown in Figures 3 (e) 
and (f) in both, charging and discharging processes 
respectively. These two figures demonstrate that there is not 
such a big deviation in the dynamic resistance values as it is 
the case with the dynamic capacitances. Dynamic 
capacitance values are depicted in Figures 3 (g) and (h) 
during both, charging and discharging processes 
respectively. 

In these figures it can be seen that CTTC1 has a value 
being about 10 times greater than CTTC2, that leads to a 
greater time constant τTTC1 which is responsible for the long 

term effects in the battery. Figure 4 shows the battery open 
circuit voltage in dependence of SOC. 
Conclusion 

This paper presents three different equivalent circuit 
diagrams for lithium-ion batteries. The IR model is a very 
simple model, but it does not represent at all the dynamics 
of the battery and therefore it is not suitable for an accurate 
SOC determination during any dynamical operation. The 
OTC model describes the dynamic characteristics of the 
battery approximately (Figures 3 (c) and (d)). By adding a 
second RC network the dynamics of the lithium-ion battery 
can be approximated very accurately (Figures 3 (c) and (d)), 
thus a good estimation of SOC can be expected. 

This paper demonstrates how to identify the parameters 
of the equivalent circuit diagrams of lithium-ion cells from 
characteristic measurements. The next step of this research 
consists of the application of an Extended Kalman Filter to 
obtain the optimum estimation of SOC. A comparison of the 
results with the Ampere-counting method will be shown. 
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Abstract-- Batteries play an essential role in electric vehicles 

(EV), and obtain more and more importance also in smart 
grids due to the non-constant power generation of renewable 
energy sources. In order to achieve an optimum operation of 
systems with batteries it is necessary to develop accurate 
mathematical models for the calculation of the state of charge 
(SOC), taking into account the individual operation by the 
user. This paper presents the fundamentals of a method how to 
determine SOC of lithium-ion batteries on the basis of two 
different equivalent circuit diagrams and an Extended Kalman 
Filter (EKF). The comparison between measurement and 
computation results shows a good accordance. The accurate 
determination of SOC of a battery in an EV is of high 
importance for the prediction of the distance that can be 
driven. In the first step the dependency of these parameters on 
the temperature and on the battery age is neglected. 

 
Index Terms--Batteries, Kalman filters, battery management 

system, state estimation, equivalent circuits. 

I.  INTRODUCTION 
TATE of charge (SOC) detection is one of the main 
tasks of every battery management system (BMS). This 

task can be achieved easily by using the Ampere-counting 
method which is considered to be the most accurate method, 
but on the other hand it requires some conditions such as an 
initial SOC value, and a regular full-charge or a regular full-
discharge. In some applications these conditions are not 
always fulfilled (full-charge or full-discharge), therefore 
SOC computation directly from the current measurements is 
not possible due to the measurement error accumulation. For 
such applications the SOC can be estimated by using a 
mathematical model to represent the dynamic characteristics 
of the battery, and an estimator which observes the battery 
output measurements and generates an estimation value of 
the SOC which minimizes the error between battery and 
model outputs [1]. 

This paper is a continuation of a previous work, where 
two models were presented basing on the equivalent circuit 
diagrams. These two models will be used together with a 
Kalman filter in order to estimate the SOC [2]. 

A Kalman filter is essentially a set of recursive 
mathematical equations implementing a predictor-corrector 
type estimator.  It generates an  optimal  estimation of the 
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system state based on the input control and output measure-
ments, therefore it is used mainly when the system state 
cannot be measured directly, and it needs to be estimated 
optimally from the output measurements [3]. 

In this paper at first the discrete Kalman filter for linear 
systems is presented, then the extended Kalman filter (EKF) 
for non-linear systems is explained, and finally a state space 
model for the Li-Ion battery is setup. Further, comparisons 
between SOC values computed by Ampere-counting and 
SOC values estimated by EKF are carried out to evaluate the 
validity of the demonstrated method. 

II.  THE DISCRETE KALMAN FILTER 
This section describes the basic structure of a Kalman 

filter where the measurements are taken and the system state 
is estimated at discrete time values [3]–[4]. 

A.  The Process Model 
The discrete Kalman filter handles the problem of estimat-

ing the state vector xk � Rn of a discrete time controlled 
process which is governed by the linear difference stochastic 
equation (1). 

 kkkkk1k wuBxAx ����  (1) 
where the measurement vector yk � Rm is given by (2). 
 kkkkkk vuDxCy ���  (2) 
Equation (1) is called "state equation" or "process equa-

tion". This equation describes the system dynamics, system 
stability, controllability and sensitivity to disturbance. The 
control input to the system is uk � Rp, and wk � Rn is a 
random variable that represents the "process noise". Equa-
tion (2) is called the "output equation". This equation defines 
how the system output depends on the state vector xk and 
control input uk plus vk � Rm, which models the measure-
ment noise. 

The matrix Ak � Rn�n describes the system dynamics and 
relates the state at the previous time step k�1 to the state at 
the current time step k when the control input uk is zero. The 
matrix Bk � Rn�p relates the control input uk to the state xk. 
The matrices Ck � Rm�n and Dk � Rm�p relate the measure-
ment yk to the state xk and control input uk. All these matri-
ces can be time varying. 

The Kalman filter method can give the optimum estima-
tion of the unmeasured state value xk for a given system 
model (by knowing all the system matrices), a known 
control input uk and the measurement yk under certain 
assumptions. First, both wk and vk are assumed to be 
mutually uncorrelated white Gaussian random processes 
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with zero mean and covariance matrices with known values 
as shown in (3) and (4). 

 )Q,0(N~)w(P  (3) 
 )R,0(N~)v(P  (4) 
Process noise covariance Q and measurement noise 

covariance R might change with each time step, but here we 
assume that they are constants. 

Second, the system must be "Observable" that means it is 
possible to estimate the state from the output. The system 
which we work on meets this requirement. 

B.  The Discrete Kalman Filter Algorithm 
The discrete Kalman filter algorithm uses the entire 

observed data {u0, u1,......, uk} and {y0, y1,......, yk} to find the 
minimum mean square error estimation kx̂  of the true state 
xk taking into consideration the assumptions on wk and vk, 
and the system model as shown in (1) and (2). 

The algorithm consists mainly of two stages: "time 
update" and "measurement update". In the time update stage 
the first estimation of the state �

kx̂  and error covariance �
kP  

are calculated basing on the system model and a prior 
estimation �

�1kx̂  and �
�1kP  from the previous time step as 

shown in (5) and (6). Both (5) and (6) are computed before 
any new measurements are made. 

 1k1k1k1kk uBx̂Ax̂ ��
�
��

� ��  (5) 

 QAPAP T
1k1k1kk �� �

�
��

�  (6) 

If the system is stable then T
1k1k1k APA �

�
��  is contractive. 

This will reduce the uncertainty of the state estimation over 
the time. The process noise term Q always increases the 
uncertainty because wk cannot be measured. The second 
estimated �

kx̂  tunes up the first estimated �
kx̂  after measur-

ing the system output yk. The state and error covariance �
kx̂  

and �
kP  are now more accurate than �

kx̂  and �
kP  as they 

involve the information from the measurement yk. The new 
measurement adds a new information through a correction 
factor which is equal to the measured system output yk 
minus the predicted system output kkkkk uDx̂Cŷ �� � . The 
new state estimation �

kx̂  is equal to the predicted state 
estimation plus a weighted correction factor as shown in (7). 

 � 	
 �kkkkkkkk uDx̂CyKx̂x̂ ���� ���  (7) 
The term kK  in (7) is a gain matrix which is called 

Kalman gain and given by (8). 

 � 	 1T
kkk

T
kkk RCPCCPK

��� ��  (8) 

If the current state estimation �
kx̂  is very uncertain, then 

�
kP tends to be "large" which leads to a large Kalman gain, 

which means a large update for the state estimation �
kx̂ . If 

the current sate estimation is certain, the Kalman gain tends 
to be small which means a small update to the state 
estimation. Also if the measurement noise is large through a 
high R value, this will lead to a small Kalman gain and the 
update is small. The Kalman  gain also balances the signal 
to noise ratio (SNR) of the sensor. When the sensor has a 
high SNR value Kalman gain is small and the Kalman filter 
converges faster. 

The error covariance is also corrected through (9). In this 
formula the Kalman gain is also used and the state uncer-
tainty is decreased due to the new information provided by 
the measurement. 

 � 	 �� �� kkkk PCKIP  (9) 

The Kalman filter is initialized with the best available 
information on the state and error covariance as shown in 
(10). 

 
 � � 	� 	 �
�

��
� ���� ���� T

0000000 x̂xx̂xP,xx̂ ��  (10) 

Often, these quantities are not precisely known, but this is 
not a problem as the Kalman filter is known to be very 
robust to poor initialization, and will quickly converge to the 
true values as it runs. 

III.  EXTENDED KALMAN FILTER 
The Kalman filter is the optimum state estimator for a 

linear system with the assumptions as described. If the 
system is nonlinear, then we may use a linearization process 
at every time step to approximate the nonlinear system with 
a linear time varying (LTV) system. This LTV system is 
then used in the Kalman filter, resulting in an extended 
Kalman filter (EKF) on the true nonlinear system. The 
nonlinear system is presented in (11), (12) [3]–[5]. 

 kkk1k w)u,x(fx ���  (11) 
 kkk1k v)u,x(gy ���  (12) 

As before, wk and vk are assumed to be mutually 
uncorrelated white Gaussian random processes, with zero 
mean and covariance matrices Q and R respectively. Now, 

(.,.)f  is a nonlinear state transition function and (.,.)g  is a 
nonlinear measurement function. 

At each time step, )u,x(f kk  and ( , )k kg x u  are linear-
ized by a first-order Taylor-series expansion. We assume 
that (.,.)f  and (.,.)g  are differentiable at all operating points 
� 	kk u,x  as shown in (13) and (14). 

� 	kk

Âasdefined

kkk

kk
kkkk x̂x

x̂xx
)u,x(f)u,x̂(f)u,x(f

k

�
��

�
��

��� ���� ��

 (13) 

� 	kk

Ĉasdefined

kkk

kk
kkkk x̂x

x̂xx
)u,x(g)u,x̂(g)u,x(g

k

�
��

�
��

��� ���� ��

 (14) 

By combining equations (11) and (12) with (13) and (14) 
we get the linearized equations (15) and (16) describing the 
nonlinear system. 

 k
xoffunctionanot

kkkkkk1k wx̂Â)u,x̂(fxÂx

k

����� ��� ���� ��
 (15) 

 k
xoffunctionanot

kkkkkkk vx̂Ĉ)u,x̂(gxĈy

k

����
��� ���� ��

 (16) 

By using these approximations, the EKF algorithm is 
developed in a way similar to the discrete Kalman filter. The 
terms labeled “not a function of xk” replace the k kB u  and 

kkuD in the discrete Kalman filter. 



IV.  BATTERY STATE SPACE MODEL 
A.  Battery Models 

In a previous work two battery models were investigated. 
These two models were set up basing on equivalent circuit 
diagrams [2]. The first model is called "one time constant 
model (OTC)", as shown in Fig. 1a. It consists of three parts 
including the voltage source VOC, the ohmic resistance R0, 
and ROTC, COTC to describe the battery transient response 
during charging or discharging. vOTC is the voltage across 
COTC; iOTC is the current that flows in COTC. The electric 
behavior of the OTC model can be expressed by (17) and 
(18) in discrete time: 

k,BattOTCOTCSOTC

OTCOTCSk,OTC1k,OTC

i*)]}C*R/(Texp[1{*R
)]C*R/(Texp[*vv

��

���� , (17) 

 k,Batt0k,OTCkOCk,Batt i*Rv)SOC(Vv ��� , (18) 
The second model is called "two time constants model 

(TTC)", as shown in Fig. 1b it is composed of four parts: 
voltage source VOC, ohmic resistance R0, RTTC1 and CTTC1 to 
describe the short term characteristics, RTTC2 and CTTC2 to 
describe the long term characteristics. vTTC1 and vTTC2 are the 
voltages across CTTC1 and CTTC2 respectively. iTTC1 and iTTC2 
are the outflow currents of CTTC1 and CTTC2 respectively. The 
electrical behavior of the TTC circuit can be expressed by 
(19), (20) and (21) in discrete time: 

k,Batt1TTC1TTCS1TTC

1TTC1TTCSk,1TTC1k,1TTC

i*)]}C*R/(Texp[1{*R
)]C*R/(Texp[*vv

��

���� , (19) 

k,Batt2TTC2TTCS2TTC

2TTC2TTCSk,2TTC1k,2TTC

i*)]}C*R/(Texp[1{*R
)]C*R/(Texp[*vv

��

���� , (20) 

Batt0k,2TTCk,1TTCkOCk,Batt i*Rvv)SOC(Vv ���� . (21) 

OTCR

OTCC

�� OTCv
OCV Battv

BattioR

OTCi

1TTCR

1TTCC

�� 1TTCv �� 2TTCv

OCV

Batti

Battv

oR

1TTCi

2TTCR

2TTCC
2TTCi

 
Fig. 1.  Battery equivalent circuit diagrams. (a): one time constant model 
(OTC); (b): two time constants model (TTC). 

B.  OTC Model State Space Form 
For finding the state space model for the OTC model, we 

define the state vector xk as shown in (22): 

 ��
�

�
��
�

�
�

k

k,OTC
k,OTC S

v
x , (22) 

where Sk is the abbreviation of SOC at the time step k, Sk is 
given by (23): 
 NSk,Batt1kk C/TiSS ��� � , (23) 

where TS is the sampling time, � is the coulombic efficiency, 

and CN is the nominal capacity of the battery. 
By using (17), (18), (22) and (23) OTC model matrices 

can be extracted as shown in (24). 
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 (24) 

And the discrete time state space form for the OTC 
model is shown in (25) and (26). 

 kk,Battk,OTCk,OTCk,OTC1k,OTC wiBxAx ����  (25) 

 kk,Battk,OTCk,OTCk,OTCk,Batt viDxCv ���  (26) 

C.  TTC Model State Space Form 
The state vector of this model consists of three state 

variables as shown in (27). 

 
�
�
�

�

�

�
�
�

�

�

�

k

k,2TTC

k,1TTC

k,TTC

S
v
v

x , (27) 

where the matrices A, B, C, D are given by (28). 
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 (28) 
The discrete time state space form for the TTC model is 

shown in (29) and (30). 
 kk,Battk,TTCk,TTCk,TTC1k,TTC wiBxAx ����  (29) 

 kk,Battk,TTCk,TTCk,TTCk,Batt viDxCv ���  (30) 

V.  EXPERIMENTAL AND COMPUTATIONAL RESULTS 
A.  SOC Estimation with Adaptive Model Parameters 

The SOC estimation is done by using an extended 
Kalman filter with adaptive model parameters. Parameter 
values are calculated in each time step during the estimation 
as a function of SOC. In order to do this calculation a linear 
interpolation is used. Fig. 2 shows SOC estimation results 



for both models OTC and TTC in comparison to Ampere 
counting results. This figure shows approximately identical 
curves for SOC. 

 
Fig. 2.  Battery SOC estimation values using EKF for OTC and TTC 
models compared to SOC calculated by the Ampere counting method. 

The percentage error between SOC values estimated by 
EKF for both OTC and TTC models and SOC values 
calculated by the Ampere counting method is depicted in 
Fig. 3. It shows that the SOC estimation using TTC model 
gives more accuracy than using the OTC model (see Fig. 3, 
after 8 hours). The TTC model achieves approximately 20% 
less absolute average error and approximately three times 
less absolute maximum error than the OTC error. This was 
expected because the TTC model represents the Li-Ion 
battery better than the OTC model.  

 
Fig. 3.  Battery SOC estimation percentage error for OTC and TTC models. 

B.  SOC Estimation at Different Initial Values 
An accurate SOC estimation depends on two aspects 

according the definition of SOC given by (23). The first is 
the initial SOC value, and the second is the calculation 
method. In order to investigate how the SOC estimation is 
affected by the initial value for SOC, a value of 90% is used 
for a fully charged battery, and the result is shown in Fig. 4. 
It shows very well that SOC estimation starts with wrong 
values and converges very quick towards the real SOC 
value. 

VI.  CONCLUSION 
This paper presents the application of an Extended 

Kalman filter on Li-Ion batteries to obtain the optimum 
estimation of SOC. For this purpose Kalman filter and 
extended Kalman filter methods are applied. 

A comparison between the Ampere-counting method and 
the SOC estimation by using EKF has been shown.  The TTC 

 
Fig. 4.  Battery SOC estimation values using EKF for OTC and TTC 
models at initial SOC value of 90% for a full battery. 

model results in a higher accuracy concerning SOC estima-
tion compared to the OTC model. Further, the effect of 
incorrect initial values on the SOC estimation has been 
demonstrated. In a continuation of this research the effect of 
temperature and aging will be taken into account. Finally the 
algorithm will be realized by hardware for an online SOC 
estimation. 
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Abstract – The rapid developments in the field of 

electrochemistry, enabled lithium-ion batteries to achieve a very 
good position among all the other types of energy storage devices. 
Therefore they became an essential component in most of the 
modern portable and stationary energy storage applications, 
where the specific energy and the life time play an important 
role. In order to analyze and optimize lithium-ion batteries an 
accurate battery model for the dynamic behavior is required. At 
the beginning of this paper four different categories of electrical 
models for li-ion cells are presented. In the next step a 
comparison between equivalent circuit diagrams and fractional 
rational functions with the complex variable s is shown for 
lithium-ion battery modeling. It is described how to identify the 
parameters of the models in the time domain and also in 
frequency domain. The validation of the different models is made 
for high and low dynamic current profiles. In the first step the 
dependency of all model parameters on the temperature and on 
the battery age is neglected. These effects will be taken into 
account in the continuation of this work. 

 
Keywords – Batteries, equivalent circuits, mathematical model, 

transfer functions. 

I.  INTRODUCTION 

In order to analyze and optimize systems with Li-ion 
batteries, such as smart grids with big energy storage devices, 
photovoltaic, and other systems, it is necessary to have 
accurate electrical models of all the components in the system. 
Regarding Li-ion cells the dynamic behavior depends on SOC, 
internal temperature and aging. Therefore all three effects 
should be taken into account. An accurate model must produce 
(over the whole life time) a precise prediction of the output 
voltage during different discharge/charge current rates, and 
ambient temperatures of the battery. Additional models are 
needed for the accurate estimation of other battery parameters 
such as state of charge (SOC), internal temperature and state 
of health (SOH). 

By having battery models that can fulfill all the previous 
requirements, storage system designers can predict and 
optimize system performance under different conditions just 
by simulation, and therefore they can reduce the experimental 
efforts and time [1], [2]. 

Modeling of Li-ion batteries is not an easy task due to the 
following reasons [3] – [6]: 
• Li-ion batteries are complex systems due to SOC variation, 
diffusion phenomenon and different aging effects. 
• They are highly nonlinear systems regarding SOC, 
temperature, and aging. 

In the way to develop an accurate model for Li-ion batteries 
both time and frequency domain behaviors of the model 
should be investigated thoroughly. For this purpose two 
groups of models have been investigated in this paper. The 
first group contains the equivalent circuit models with RLC 
elements which can be easily identified from the time domain 
measurements. The second group consists of fractional 
rational functions representing a good method to fit the battery 
impedance spectrum curves in frequency domain. 

This paper is structured as follows: Section II presents a 
brief state of art analysis of the different model architectures 
used to model Li-ion batteries; Section III explains the two 
types of the identification methods and how to be applied to 
the selected models. Section IV shows the experimental setup 
and experimental results used to validate the models, Section 
V concludes this paper. 

The research work which is published in the paper is a step 
forward on the way to simulate a big energy storage system in 
the research project “IRENE” (Integration of Renewable 
Energies and Electromobility). This energy storage system 
(300kW, 170kWh) includes also inverters, transformers, 
filters, and other power electronic devices [7]. 

II.  BATTERY MODELS 

The first step in the modeling process is always to choose 
the right model structure which is able to represent the 
physical phenomena which occur inside the battery. However 
the main difficulty in this process is always how to 
compromise between model accuracy and complexity. In other 
words the model must be accurate enough to fit the dynamic 
requirements of the application, and at the same time it should 
be as simple as possible. 

This compromise between accuracy and complexity has 
pushed the researchers to find out many model different 
structures. These structures can be categorized according to 
the following four aspects: 

A. Full Parametric Model 

It describes mathematically the whole behavior of the cell 
including the open circuit voltage (OCV) as a function of 
SOC, hysteresis and cell temperature. This kind of model is 
very suitable for parameter and state estimation purposes as 
shown in [8] – [10], where five mathematical state-space 
structures have been introduced as follows: 

 Combined model 
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 Simple model 
 Zero-State hysteresis model 
 One-State hysteresis model 
 Enhanced self-correcting (ESC) model 

The parameters of these models are identified by the use of 
Extended Kalman Filter (EKF), and then a comparison 
between the simulation and measurement results is made by 
calculating the average of the root mean value of the error 
(RMSE). Ref. [9] depicts that the simple model has the highest 
RMSE of 53.8mV over temperature range between 30 and 
45°C, the best model according to this study is the ESC model 
which can achieve a RMSE of 11,8mV over the same 
temperature range. Similar results can be also extracted from 
[10]. The main advantage of this type of models is the small 
number of parameters to model the cell. 

B. Equivalent Circuit Model with RLC Elements 

It uses a network of R, L and C elements to simulate the 
dynamic characteristics of the Li-ion cell, and a voltage source 
to model the OCV as shown in Fig.1, demonstrating one time 
constant (OTC) model and two time constants (TTC) model 
[11]. This type of models can afford a better accuracy 
compared to the full parametric models [12]. On the other 
hand they need larger memory size to store the model 
parameters and the OCV look up table. So they are 
compromising between the model accuracy and memory size. 

Ref. [12] introduces a comparative study between twelve 
model structures for li-ion batteries, the twelve model 
structures include the five structures which have been already 
introduced in the last paragraph, beside the equivalent circuit 
model structures with one, two, three time constants, and 
taking into account with or without hysteresis effect. The 
model parameters are identified in time domain using multi-
swarm particle swarm optimization (MPSO) method. 
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Fig.1. Battery equivalent circuit diagrams: (a) one time constant model 
(OTC), (b) two time constants model (TTC). 

Ref. [12] indicates that the equivalent circuit models with 
RC elements can afford a lower RMSE than the full 
parametric models for LiNMC and LiFePO4 cells. 

C. Equivalent Circuit Models with Zarc and Warburg 
Elements 

The idea behind this type of models is to simulate the 
behavior of the Li-ion cell in both time and frequency domains 
very precisely. To achieve this goal new elements have been 
introduced in the frequency domain such as the constant phase 
element (CPE), the Zarc element, and the Warburg element. 
These elements do not have a Laplace transformation, thus it 
is not possible to have a representation of them in time domain 
without approximations [13]. 

Ref. [13] shows also a comparison between an equivalent 
circuit model with RLC elements and an equivalent circuit 
model using Zarc and Warburg elements by applying different 
test profiles to the cell at different temperatures. Subsequently 
the measured output voltage is compared to the calculated 
output of both models. As a result of the comparison both 
models can produce a very satisfying agreement with the 
measured values. In opposite the equivalent circuit model with 
Zarc and Warburg elements is able to reproduce the 
impedance spectra more accurately than the equivalent circuit 
model with RLC elements at the cost of double of the 
computation time. 

D. Fractional Rational Functions 

This is our new approach to find out an optimum between 
model accuracy and complexity. This approach imposes that 
the battery model should match the time and frequency 
domain behavior of Li-ion battery as accurate as possible 
without using any complex structures. 

Fractional rational functions can be used as a general 
concept for modeling any linear system in the frequency 
domain. They have been used extensively in many 
applications [14]. Therefore one can get benefit from the high 
number of literature sources and applications in this field. The 
fractional rational function is defined as shown in (1), nb and 
na are numerator and denominator orders respectively (where 
a0≠0 and b0≠0), {b0,b1,… ,bnb} and {a0,a1,…,ana} are the 
numerator and denominator coefficients respectively. 
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The advantage of using fractional rational functions for 
modeling of Li-ion cells mainly is flexibility. Fractional 
rational functions do not need complex optimization methods 
to estimate model parameters. The model parameters can be 
identified in the frequency domain but also in the time domain 
where the state space representation is used and the same 
coefficients occur [15]. Above all the model accuracy can be 
improved by increasing the order of polynomials in the 
numerator and denominator. Hence the fractional rational 
functions are a good choice to model the frequency response 
of a battery and thus the dynamic behavior in the range where 
it can be treated as being linear. 
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III.  IDENTIFICATION METHODS 

Identification methods can be divided mainly into two 
branches as follows: 

A. Time Domain Identification Methods 

These methods consist of applying a current signal with a 
defined profile to the battery, and measuring the output 
voltage. The current profile can be a pulse with a high current 
value or it can be a pseudo random binary sequence. These 
methods have the advantage of the possibility to use high 
current values during modeling; on the other hand the 
frequency range might be limited by the sampling frequency 
and therefore the model at high frequencies cannot be 
identified accurately enough. 

B. Frequency Domain Identification Methods 

These methods employ the electrochemical impedance 
spectroscopy (EIS) technique to extract the complex 
impedance values over a certain frequency range. 
Subsequently the impedance curves are fitted to a variety of 
model structures by using the nonlinear complex least square 
(NCLS) optimization method. The EIS technique affords a 
precise impedance measurement in a wide band of frequencies 
but only for low current values [13], [16]. 

The next paragraphs show a description of two different 
model structures, and the identification methods which have 
been used to adapt the model parameters. 

C. Parameters Identification of the RC Elements of an 
Equivalent Circuit Model 

The identification of the model parameters is made by 
applying a current signal to the battery with rectangular shape 
with short and long interruptions. At the same time the battery 
output voltage is measured. The ohmic resistance Ro of the 
battery is calculated during short interruptions of the current 
signal, while OTC and TTC model parameters are estimated 
during long interruptions using nonlinear least squares 
algorithm [11]. 

D. Parameters Identification of Fractional Rational Function 

By applying the EIS technique to the battery, complex 
values of the impedance are obtained for discrete frequencies. 
These values form the battery frequency response. The 
adaptation of the model parameters is made by using the 
Matlab function “invfreqs”. This function finds the 
continuous-time transfer function H(s) corresponding to a 
given complex frequency response with n frequency pins. 
“invfreqs” uses the equation error in (2) to optimize the fitting 
in order to find the best model which fits the data. 
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where: {wk: k=1,2,…,n} are the weighting factors. After 
obtaining the transfer function coefficients, {b0,b1,…,bnb} and 
{a0,a1,…,ana} the continuous time transfer function H(s) is 
converted into discrete time transfer function H(z) by using of 
the Matlab function “c2d” with the sampling time Ts=100ms. 

Finally the discrete time transfer function H(z) is simulated by 
using Matlab function “lsim”. 

This identification process has been applied to the battery 
impedance measurements in order to calculate the parameters 
of a third order transfer function (TF3: nb = na = 3) and a sixth 
order transfer function (TF6: nb = na = 6). 

IV. VALIDATION OF THE MODELS 

For the validation experiment a lithium polymer battery cell 
has been used, the important cell data are depicted in Table I. 

The validation criterion consists of two stages. In first stage 
the EIS meter measurements respectively the current pulse is 
applied to the battery in order to identify the parameters of 
models concerning equivalent circuit diagrams respectively 
fractional rational functions. Fig.2 and Fig.3 show the 
measured Nyquist and bode plots of the battery impedance and 
the frequency responses of the models. The sixth order 
transfer function shows the best fit to the impedance curve. 
The third order transfer function comes in the second place; it 
shows a rough approximation of the battery. Both equivalent 
circuit diagrams OTC and TTC show an analogue behavior of 
the battery but only for low frequencies.  

The second stage includes applying a current profile with 
two phases (phase-I and phase-II) to the battery. During this 
time the output voltage is acquired with the same sampling 
time Ts. The first phase is dedicated to test the transient 
response of the different models for the high dynamic current 
profiles, and the second phase is dedicated to test the steady 
state error of the models. 

Phase-I of the current profile is a random pseudo sequence 
of current pulses with a mean value of zero. The maximum 
absolute value of the current pulses is 40A. Each current pulse 
has the duration of 1s, and the number of pulses is 120, which 
results in 120 seconds for the whole duration of phase-I. 

Phase-II consists of a current pulse with constant value of 
20A for duration of 10 minutes. This duration is chosen to be 
long enough to test the models error in the steady state and 
short enough to hold the deviation of SOC value within 
appropriate limits (otherwise the models require a SOC 
adaptation). Phase-I and Phase-II represent the high and low 
dynamical load with respect to the electrical behavior. 

TABLE I 

LFP CELL DATA 

Typical Capacity 40Ah 

Rated Voltage 3.2V 

Charge 

Condition 

Max. Current 120A  

Voltage 4.0V 

Discharge 

Condition 

Continuous Current 120A 

Peak Current 800A 

Cut-off Voltage 2.8V 
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Fig.2. Nyquist plot of the battery electrochemical impedance measurements 
and the frequency response of the TF6, TF3, OTC and TTC models. 
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Fig.3. Bode plot of the battery electrochemical impedance and the 
measurements frequency response of the TF6, TF3, OTC and TTC models. 
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Fig.4. Experimental results for battery model validation: (a) battery state of 
charge during the test, (b) impressed current profile which is applied to the 
battery, (c) measured battery output voltage, (d) and (e) - detailed battery 
current profile during phase-I and phase-II respectively, (f) and (g) - measured  
battery voltage and calculated model outputs in detail during phase-I and 
phase-II respectively, (h) and (i) - relative error in percentage calculated for 
all models during phase-I and phase-II respectively. 
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Fig.5. Comparison between the maximum absolute values of the relative error 
of the TF6, TF3, OTC and TTC models during phase-I and phase-II. 

 
Fig.6. Comparison between the average absolute values of the relative error of 
the TF6, TF3, OTC and TTC models during phase-I and phase-II. 

 
Phase-I and phase-II are repeated sequentially for several 

SOC values. Fig.4 demonstrates the experimental and 
calculation results around an SOC value of 80%. Fig.4(a) 
shows that the SOC value calculated during phase-I and 
phase-II is changing in the range of less than 5%. Thus it can 
be assumed to be more or less invariant. The current profile is 
shown in Fig.4(b), while Fig.4(d) and (e) show the impressed 
battery output current during phase-I and phase-II 
respectively. In Fig.4(c) one can see the measured output 
voltage of the battery and the calculated output voltage 
resulting from the different models. In Fig.4(f) and (g) the 
transient behavior during phase-I and phase-II respectively can 
be seen in detail. 

The absolute value of the relative error in Fig.4(h) and 4(i) 
during phase-I and phase-II respectively shows that the 
relative error during phase-I is less than 0.5%, and less than 
1.5% during phase-II. 

V. CONCLUSION 

This paper presents firstly a brief explanation about 
different types of model structures for Li-ion cells. Secondly a 
comparison between two different model structures has been 
carried out. The sixth order and third order transfer functions 
show a very good fit to the electrochemical impedance 
measurements of the battery which has resulted in very small 
relative error values during phase-I as shown in Fig.5 and 
Fig.6. During phase-II thermal effects grow up and affect the 

dynamical characteristics of the battery, hence the error 
increases for both TF6 and TF3. Equivalent circuit diagrams 
show a worse fit to the battery electrochemical impedance 
measurements of the battery, but they have a stable 
performance over phase-I and phase-II. This stability in 
performance is due to the fact that the identification process of 
the equivalent circuit diagrams is made under similar 
conditions concerning internal temperature and current value. 

In a continuation of this research the effect of current value, 
internal temperature and aging will be taken into account. 
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Abstract—This paper deals with the analysis and simulation
of a stationary battery system for microgrid application, where
the system structure including battery cells, inverters, filters,
transformers, control system and a simplified grid model is
described and modeled mathematically. For the simulation of
the whole system the software PSCADTM is used. In the first
part several equivalent circuit models for Lithium-Ion cells will
be compared in order to model the dynamic behavior of the
battery system. Particularly the evaluation of the effect of the
model’s complexity on the dynamics of the entire system will be
investigated.

In the second part, the dependency of state of charge (SOC),
temperature and aging effects of the Lithium-Ion cells on
electrical system quantities will be shown.

It is also investigated the fact that a high frequency battery
model has to be taken into account to describe the cells’ dynamics
if an inverter with Pulse Width Modulation is used.

Index Terms—Microgrid, Batteries Energy Storage, Lithium
Batteries and Power System Modeling

I. INTRODUCTION

The research project IREN2 (Future Oriented Electricity
Grids for Integration of Renewable Energy Systems) runs
from 2014 to 2017 and is executed in a cooperation be-
tween the German entities Siemens AG, the electricity sup-
plier Allgäuer Überlandwerk GmbH, ID.KOM, the Univer-
sity RWTH Aachen and the University of Applied Sciences
Kempten. The main goals are: the development of mathemat-
ical models to analyze the dynamic behavior of microgrids
including new control concepts on the one hand, and setting up
a real system in the village Wildpoldsried in the south of Ger-
many on the other hand. The microgrid consists of renewable
energy sources, a stationary 300kVA/170kWh battery system
with Lithium Nickel Cobalt Oxide (NCO) - Titanate cells,
an 100kVA Genset with vegetable oil fueling for secondary
control, a 500kVA back to back station between the 20kV and
the 400 V grid for test purposes and a 3x 50kW unsymmetrical
load bank.

The Energy Storage System (ESS) which is analyzed in
this paper is a modular system consisting of 6 independent

strings. Each string consist of a Lithium-Ion (li-ion) battery,
an inverter and a filter [1]–[3]. Three strings are connected
via a transformer to the grid. For this paper only one string is
examined. Fig. 1 shows the block diagram of the system.

II. EVALUATION OF THE EQUIVALENT CIRCUIT MODELS’
COMPLEXITY

In this section three different Equivalent Circuit Model
(ECM) are used in order to simulate the electrical dynamics
of the li-ion cells which are utilized in the ESS, the One
Time Constant (OTC) model, the Two Time Constants (TTC)
model and the Three Time Constants (DTC) model. As shown
in Fig. 2 the ECM models consist basically of an ideal
voltage source representing the cell’s Open Circuit Voltage
(Voc) and an impedance composed of parallel RC-elements
connected with an ohmic serial resistance. The number of
the RC-elements defines the order of the ECM and all the
model’s parameters are functions of State of Charge (SOC),
cell’s temperature and State of Health (SOH). The ECM’s
parameters are identified by applying a sequence of current
pulses on the cell then employing the voltage and current
measurements in time domain. For optimization using multiple
exponential functions, the identification procedure is shown
in details in [4], [5]. The identified ECM parameters of one
cell are stored in Lookup Tables (LuTs) to be accessed and
adapted during the simulation run depending on SOC, cell’s
temperature and SOH, then they are converted based on the
number of cells in parallel and series resulting in a battery
model of one string.

In order to choose the right battery’s model for the sim-
ulation of the ESS, the accuracy of the battery models in
estimating the battery’s output voltage is evaluated, hence a
simulation benchmark is designed, in which the OTC, TTC
and DTC models are simulated for an active power pulse of
Pset=50kW for 5 sec, the initial conditions of the simulation
are SOC=60%, T=20◦C and SOH=aged/new (new: no cycles,
aged: after approx. 640 full cycles). The active power pulse
(Pset), battery current (Ibat), battery output voltage (Vbat) and978-1-4673-8463-6/16/$31.00 c© 2016 European Union



Battery 
Model

DC Link 
Capacitor

Ibat Idc

Vdc

ia,inv

vab,inv

ia,filter

vab,filter

ia,grid

vab,grid
Cdclink

Inverter Filter Transformer Grid Model

B

C

A A

B

C

A

B

C

RL

AC#2 #1 A

B

C

A

B

C

Fig. 1. ESS Structure (for 1 string).

1TTCR

1TTCC

 1TTCv  2TTCv

OCV

Batti

Battv

oR

1TTCi

2TTCR

2TTCC
2TTCi

(b)

1DTCR

1DTCC

 1DTCv  2DTCv

OCV

Batti

Battv

oR

1DTCi

2DTCR

2DTCC
2DTCi

(c)

 3DTCv

3DTCR

3DTCC
3DTCi

OTCR

OTCC

 OTCv

OCV Battv

BattioR

OTCi

(a)

Fig. 2. Battery equivalent circuit diagrams. (a): one time constant model
(OTC); (b): two time constant model (TTC); (c): three time constants model
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the relative voltage difference (Vd) between (Vbat) and Voc are
plotted in Fig. 3.

The Vd diagram in Fig. 3 shows that the model order plays
a bigger roll as the battery ages, so in order to demonstrate
the variation between the different models regarding (Vbat)
calculation, the Vd at the end of the active power pulse is
displayed in Fig. 4 for a new and an aged cell. The Fig.
4 manifests that for a new cell, the difference between the
three models is about 5 %, but as the cell ages, the difference
between the OTC and the TTC models increases faster than
the difference between the TTC and DTC models. The reason
behind this behavior is that the OTC is very influenced by the
long time constants of the cell, thus the TTC and DTC models
which include short time constants, lead to bigger voltage drop
than the OTC model in the short time range. Based on these
evaluation results the DTC model is used for all of the next
simulations since it is a capable model to describe the cell
behavior for both short and long time ranges.
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III. STEADY STATE ANALYSIS

The steady state behavior of the complete system depending
on SOC, temperature and aging is analyzed in the following.
As described above, the DTC battery model is used for
simulation. A reference active power step of 25 kW controlled
at the filter output is applied to the system. For variation of
SOC, temperature and aging, 9 battery settings are defined and
compared (Tab. I). For aging it is distinguished between new
cells, aged cells and - to show the effect of dc link voltage
drop - an old cell with SOH ≈ 0.87.

A. Voltage Drop at DC Link

Due to the battery dynamics taken into account by the DTC
model, the decrease of the dc link voltage (Vdc) depends on:
SOC, aging and temperature (Fig. 5). It is illustrated that old
cells at the end of their lifetime (setting No. 7) have an early



TABLE I
BATTERY SETTINGS FOR SIMULATION

No. SOC (%) Temp. (◦C) Aging

1
30 20

new
2 aged

3
30 35

new
4 aged

5
70 20

new
6 aged

7
70 35

new
8 aged

9 30 20 old

limitation of the maximum power due to the under voltage
protection of the system (at Vdc = 450V ). Thus for further
analysis it is not taken into account anymore.
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Fig. 5. Battery Voltage Response for a 25kW Active Power Step.

The relative voltage drop at the dc link is investigated as
well as the corresponding battery current (rms value).

The relative voltage drop ∆vdc is defined as the difference
between open circuit voltage VOC and Vdc(30s) (1):

∆vdc = (VOC − Vdc(30s))/VOC ∗ 100% (1)

1) Dependency on SOC: For SOC dependency simulation,
the settings No. 1,2 are compared with the settings No. 5,6.
The temperature is kept at 20◦C while SOC and aging is
varied.

New cells show a relative voltage drop of approx. 6.6%
at SOC = 30% and approx. 4.7% at SOC = 70% when
applying the mentioned active power step. For aged cells,
the relative voltage drop is approx. 19.4% at SOC = 30%
respectively 12.8% at SOC = 70% (Fig. 6).
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For the cells used in our ESS it could be shown that
the influence of aging has a similar importance than SOC
concerning battery voltage dynamics.

Battery currents Ibat vary depending on SOC and aging
(Fig. 7). As the power at the filter output is controlled to
achieve a constant value, a lower dc voltage Vdc leads to a
higher battery current Idc.
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2) Dependency on Temperature: The cell temperature as an
influence to the system behavior is analyzed in this section.
The SOC is set to 30% while temperature (20◦C/35◦C) and
the aging (new/aged) are varied according settings 1-4 (Tab.
I). As a result, a higher temperature leads to a voltage drop
reduction. Nevertheless, aging effects play a more dominant
role than temperature (Fig. 8) in this range.
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B. Harmonics Dependency at the Grid Side

The influence of SOC, temperature and aging of Li-Ion cells
on the system’s power quality was investigated. Hence the
harmonic distortion of the grid current is analyzed. The Fast
Fourier Transform (FFT) shows dominant content at order N=1
(50Hz, grid frequency), at order 157 and 161 (7850Hz and
8050Hz, side-bands of switching frequency) as well as at order
317 and 319 (side-bands of the double of switching frequency
(15850Hz, 15950Hz). Hence, for current THD determination
only these dominant orders (N=157, N=161, N=317, N=319)
are taken into account (2):

THDI =

√
V 2
157 + V 2

161 + V 2
317 + V 2

319

V 2
1

(2)

In mains parallel operation, current harmonic distortion is
low and practically independent from the SOC, temperature
(20◦C . . . 35◦C and aging (Tab. II).

C. Steady State Conclusion

It is shown that due to the power control the ac behavior
of the battery storage system at the grid side is independent
of the SOC and the cell’s temperature. This applies as long as
the dc voltage does not fall below the under voltage limit. To
reach this minimum voltage depends mainly on the parameters
SOC, SOH and active power demand.



TABLE II
TOTAL HARMONICS DISTORTION (THD) OF GRID CURRENT

Case SOC (%) Temp. (◦C) Aging THDI (%)

1 30 20 new 0.80
2 30 20 aged 0.86
3 70 20 new 0.75
4 70 20 aged 0.78
5 30 35 new 0.80
6 30 35 aged 0.82

IV. EVALUATION OF THE ENEREGY STORAGE SYSTEM IN
THE HIGH FREQUENCY RANGE

The usage of the Pulse Width Modulation (PWM) technique
with a switching frequency of fs = 7.95kHz results, in
a high frequency voltage and current harmonics. Therefore,
the evaluation of the dc-side signals requires knowledge of
the battery dynamics within the High Frequency (HF) range.
For this reason the battery’s behavior within the HF range is
investigated in subsection IV-A, next the necessity of using a
HF model is explained in subsection IV-B, and finally the
influence of SOC, temperature and SOH on the battery’s
impact is presented in subsection IV-C.

A. High Frequency Battery Model

The Electrochemical Impedance Spectroscopy (EIS) mea-
surement technique is used to inspect the cell’s dynamic
characteristics within the [3kHz, 30kHz] frequency range,
though several impedance measurements have been done for
the operation conditions (1-8) mentioned in Table I describing
the dependency of the cell’s dynamics on the SOC, the
temperature and the SOH. At the first step a 1RL-model
is adapted to the complex impedance measurements using
the Levenberg-Marquardt Complex Nonlinear Least Squares
(CNLS) algorithm, the 1RL-model shown in Fig. 11 (a) forms
the equivalent circuit diagram of the cell in the HF range,
so it consists of an ideal voltage source representing the
cell’s Voc wired to an impedance consisting of one RL-
element and a serial resistance Ro connected in series. The
1RL-model’s impedance together with the cell’s measured
impedance are plotted in Fig. 12 in bode and nyquist diagrams
showing that the 1RL-model fits the measurements well, but
the error diagram in Fig. 12 shows that the relative error varies
within the [3kHz, 30kHz] range, having a local minimum less
than 5% around 7kHz then increasing in both directions to
about 13% at the range limits. In order to reduce the error
over the whole frequency range, one more RL-element is
connected in series to the 1RL-model resulting in the 2RL-
model shown in Fig. 11 (b). The 2RL-model’s impedance in
Fig. 13 shows clearly with a relative error less than 3% over
the whole frequency range that 2RL-model guarantees a very
good accuracy.

The 1RL-model resp. 2RL-model parameters are depicted
in Fig. 14 and Fig. 15 for the different operation conditions,
it can be seen that both models’ parameters are influenced

mainly by aging. Both models are implemented in PSCAD by
extending the Low Frequency (LF) part in the battery’s model
(consisting of RC-elements) with the HF part (consisting of
RL-elements) as it is drawn in Fig. 10. The parameters of the
HF models are stored in LuTs in order to be accessed and
adapted during the simulation run according to the SOC, the
cell’s temperature and the SOH.

B. Impact of the Battery Behavior on the DC Currents within
the HF Range

In order to show the impact of the battery’s HF model on
the dc currents in the HF range, the ESS is simulated for three
different cases:

1) Without using HF-model
2) Using the 1RL-model
3) Using the 2RL-model

In every case an active power pulse of P = 50kW and a
reactive power Q = 0kvar are applied for all the operation
conditions (1-8) in Table I. The FFT of both Ibat and Idc are
plotted in Fig. 9 showing the main current harmonics when
using the 2RL-model for (SOH: aged, SOC=70 %, T=35 ◦C),
the dominant frequency components are around the switching
frequency (fs = 7.95kHz) and at the double of the switching
frequency (2fs = 15.9kHz).

The impact of the battery behavior on the dc currents within
the HF range is determined by using the harmonic content
(HI ) of the Idc and the Ibat. The HI represents the effective
value of the ac part of the current in respect to the effective
value of the current, and it’s given mathematically in (3).

HI =
effective value of Iac
effective value of I

=
Iac,eff
Ieff

(3)

In order to eliminate the influence of any noise on the
calculation of the harmonic content (H), only frequency com-
ponents with an amplitude larger than 1% of the dc component
are considered. The HIdc and HIbat are shown in Fig. 16 for
the three different cases, where it can be seen that the use of
HF model in the simulation of the ESS has no influence on
Idc, but it influences significantly the harmonic content of Ibat.
It can be seen also in Fig. 16 that there is almost no difference
in the harmonic content calculation of Idc and Ibat when using
1RL-model or 2RL-model, nevertheless, the 2RL-model has a
better accuracy in fitting the battery impedance than the 1RL-
model. Based on these results the 1RL-model is always used
in the next evaluations for representing the battery dynamics
in the HF range.

C. Influence of Operation conditions on the Battery dynamics
in the HF Range

The 1RL-model simulation results are used in this section
to evaluate the dependency of the harmonic content of Ibat
and Idc on the SOC, the temperature , and the SOH. The HIdc

displayed in Fig. 17 shows a slight dependency on SOC, if one
compares between HIdc for SOC = 30% and SOC = 70%.
But it shows almost no dependency neither on the temperature
nor on the SOH. The change of the HIdc because of the SOC
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Fig. 10. Li-Ion battery general model structure for high and low frequency
application.

is mainly due to the change of the dc component of the Idc
as the battery output voltage varies with the SOC.

The HIbat depicted in Fig. 18 shows almost no dependency
neither on temperature nor on SOC. But it shows a slight
dependency on SOH, so for an aged battery the HIbat slightly
increases compared to a new battery. This effect is due to the
change of HF model parameters when the battery is aged.
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Fig. 11. Battery equivalent circuit models for HF. (a): 1RL-model; (b): 2RL-
model.

Fig. 12. Bode, Nyquist and error diagrams of cell’s measured impedance
(circles) and 1RL-model’s impedance (line) for various operation conditions.

Fig. 13. Bode, Nyquist and error diagrams of cell’s measured impedance
(circles) and 2RL-model’s impedance (line) for various operation conditions.
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V. CONCLUSION

The paper is analyzing the usage of electrical models of
li-ion batteries for the simulation of the ESS. The following
6 results have been found out:

• Battery ECM with one time constant (OTC) does not
represent the fast battery’s dynamics accurately mainly
when the battery is aged. Therefore, at least two time
constants (TTC model) are needed in order to represent
the slow and fast dynamics of the battery over the whole
service life of the cells (Fig. 4).

• Temperature deviation within 20◦C to 35◦C range as well
as aging has a significant effect on the voltage drop at
the dc-side and needs to be taken into account (Fig. 6
and Fig. 8).

• The SOC, the aging and the temperature do not have
a significant effect on the Total Harmonics Distortion
(THD) on the grid side (Tab. II).

• In order to calculate correctly the harmonics of Ibat, the
usual ECM for low frequencies need to be extended by
an HF model with one time constant (1RL-model).

• The harmonic content of Idc and Ibat in Fig. 17 and Fig.
18 depicts that the effects of SOC, cells’ temperature and
aging on the harmonic content can be neglected.

We would underline that our results are only valid for the
cells used in this investigation. Other cells might have different
behavior.
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Abstract—The paper presents an approach for modelling a 

Battery Energy Storage System (BESS). This approach consists 

of four stages. In the first stage a detailed model is developed 

taking into consideration all the electrical details of the original 

system. In stage two the detailed model will be validated using 

real measurements. In the third stage the complexity of the 

detailed model is reduced resulting in a simplified model which is 

able to represent the relevant electrical dynamics of the original 

system and to decrease the simulation time significantly. In the 

last stage the simplified model is validated by a comparison with 

simulation results of the detailed model. 

Keywords—Battery energy storage, Power system analysis 

computing, Power system dynamics, Microgrid 

I.  INTRODUCTION 

The high penetration of inverter-connected Renewable 
Energy Sources (RESs) in low voltage microgrids replacing 
the conventional generators and their rotating machinery has 
led to a significant reduction in rotating system inertia. In 
island operation where no connection to a stiff grid is 
available, the BESSs play a very important role to ensure 
generation adequacy and to increase security and reliability of 
microgrids [1]. The fast response of BESS improves also 
microgrid transient stability for different type of disturbances 
like fast changes of solar irradiation, loss of one Distributed 
Generation (DG) and three phase short circuit cases [2]. This 
means that having a BESS in a microgrid contributes to avoid 
big deviations of voltage and frequency during such 
contingencies in the microgrid. For these reasons an accurate 
model of the BESS describing not only the State of Energy 
(SOE) but also the electrical dynamics is essential for 
analyzing the microgrid transients and stability. In the frame 
of the research project IREN2 (Future Oriented Electricity 
Grids for Integration of Renewable Energy Systems) a 
microgrid has been set up in the village Wildpoldsried in the 
south of Germany [3]. The microgrid consists of RESs, a 
stationary 300kVA/170kWh battery system with Lithium 
Nickel Cobalt Oxide (NCO) - Lithium Titanate cells, a 
100kVA Genset with vegetable oil fueling for secondary 
control, a 500kVA back to back station between the 20kV and 
the 400V grid to emulate volatile photovoltaic generation as 
well as a battery of infinite energy or create real disturbances. 

Further a 3x 50kW controllable unsymmetrical load bank is 
available. 

One of the important goals of IREN2 is to develop a 
mathematical model of the BESS for the two operation modes 
of a microgrid i.e. synchronous mode and island mode. In 
synchronous mode BESS synchronizes itself to an external 
grid and tracks given reference setpoints Pref and Qref, whereas 
fast responses are avoided in order not to cause big 
disturbances to the grid. All the details about the mathematical 
modeling of BESS in this operation mode are described in [4]. 

In island operation mode the droop control forms a 
decentralized control method which is based on the 
communication between the different DGs over frequency and 
voltage providing an expandable system without extra 
communication requirements [5]. This approach implies that 
every DG runs in Grid Forming (GF) mode and regulates its 
active resp. reactive power output depending on frequency 
resp. voltage. The dynamic behavior of BESS depends not 
only on the electrical power components but also on the 
control structure. The standard control structure using two 
cascaded synchronous controllers working in dq reference 
frame is extensively analyzed in literature [6]. However in 
industrial applications a different control structure is used and 
will therefore be discussed in this paper. 

This research work starts with a description of the 
electrical system including control structure of the BESS 
being explained in detail in section II. Section III deals with 
setting up a detailed mathematical model which describes the 
electro dynamical behavior of the real system. Section IV 
shows the verification of the detailed model by a comparison 
with measurement results of the real system. Due to the fact 
that the detailed model is very complex and is causing very 
high computation time on a computer, section V focus on a 
simplification of the detailed model resulting in a simplified 
model suitable for the simulation of the BESS as a subsystem 
in a microgrid which consists also of other power components. 
The validation of the simplified model using simulation results 
of the detailed model is carried out in Section VI. Section VII 
concludes the paper. 



II. BESS STRUCTURE 

During operation some unexpected Lithium-Ion (Li-ion) 
cell issues had to be solved by a replacement of all battery 
cells. The new cells were just available with different 
geometry having the consequence that only three battery 
strings with approx. the same total energy could be set up 
instead of six in the original version. Due to this fact every 
two inverters of the original system had to be connected to one 
battery string resulting in a much more complex electrical 
structure because extra filters and isolating transformers were 
necessary. The modified structure affects the dynamic 
behavior being discussed later in Section IV. 

A. Electrical Structure 

As shown in Fig. 1 the BESS consists of three Li-ion 
batteries Batt1, Batt2 and Batt3 which can be operated 
independently. Each battery is connected to two 3-phase 
inverters through an Electromagnetic Interference (EMI) filter 
for protecting the Battery Management System (BMS) from 
electrical noise due to the unsynchronized switching of the 
two parallel inverters. 

Every 3-phase inverter has a rated power of 55kVA and is 
followed by an LCL filter in order to reduce the current 
harmonics injected into the grid. The first three inverters Inv.1, 
Inv.2 and Inv.3 are connected to the first matching transformer 
MT1 and the next three inverters Inv.4, Inv.5 and Inv.6 are 
connected to the second matching transformer MT2.  
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Fig. 1. Block diagram of the BESS electrical structure. 

The three phase two-winding matching transformers are 
used to adapt the inverters' low output voltage to the grid 
voltage. Two isolating transformers IT1, IT2 are used to avoid 
circulating currents in the circuit of Inv.1 and Inv.6, and of 
Inv.2 and Inv.5 which are connected to the same dc circuit. 

B. Control Structure 

The input of the control structure are the 3-phase voltage 
and current measured at the output of the LCL filter. Based on 
these measurements the output active and reactive power of 
the inverter are calculated and fed into the droop controller. 
The droop controller is composed mainly of two parts. The 
first part adjusts the inverter frequency based on the active 
power, the new frequency setpoint f

~  is calculated based on 

the P/f droop formula as shown in Fig. 2, then f
~  is smoothed 

using a Low Pass Filter (LPF) with a time constant Tc 
resulting in the inverter actual frequency f, which is integrated 
to get the actual angle θ. 

The second part of the droop controller regulates the 
amplitude of the inverter voltage depending on the reactive 
power at the output side of the inverter. The new setpoint of 

the voltage amplitude V
~

 is calculated using the Q/V droop 

formula as shown in Fig. 2. The voltage V
~

 is smoothed using 

a similar LPF filter as it is the case in the first part. The 

filtered voltage amplitude V̂  is used as reference for the 

Proportional-Integral (PI) controller which regulates the 
inverter voltage amplitude V to match the reference voltage 

V̂ . 
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Fig. 2. Structure of frequency and voltage droop control. 

III. DETAILED MODEL OF THE BESS 

The detailed model considers the dynamics of dc and ac 
sides and the switching operation of the IGBTs, thus it is 
appropriate for analyzing short time transients and harmonic 
content. Starting from dc side, the battery model is 
implemented by upscaling a Li-ion cell's model. The cell is 
modeled in a previous work using a third order Equivalent 
Circuit Model (ECM) taking into account the dependencies on 
State of Charge (SOC), temperature and State of Health (SOH) 
[7], [8]. The EMI and LCL filters are modeled using their 
equivalent circuits and the parameters are given in Table I. 
The IGBTs are modeled using two-state resistive switches. 
The transformers are modeled using the standard 3-phase 2-
winding transformer model in PSCAD. The specifications of 
both matching and isolating transformers are given in Table II. 

The modular structure of the BESS enables to split the 
BESS into three independent units U1(Batt1, Inv.1, Inv.6 and 



IT1), U2(Batt2, Inv.2, Inv.5 and IT2) and U3(Batt3, Inv.3 and 
Inv.4) shown in Fig.1 in red, green and blue in Fig. 1 
respectively. U1 and U2 have an identical structure and they 
differ from U3 by having an isolating transformer in series to 
the output of Inv.1 and Inv.2 respectively. Therefore two 
detailed models are only needed for evaluating BESS 
dynamics. 

LCL Filter equivalent circuit parameters Value 

Serial inductance LF 160µH 

Serial resistance RF 16.4mΩ 

Parallel capacitor CF 3.5µF 

EMI filter equivalent circuit parameters Value 

Serial inductance LS 0.1µH 

Serial resistance RS 0.1mΩ 

Parallel capacitor CP 8 µF 

TABLE I.  PARAMETERS OF LCL AND EMI FILTER. 

257V/400V ∆-Y Matching transformer Value 

Rating [Sr,LV] 165kVA 

uk 4.3% 

Pcopper 0.008484pu 

Pno-load 0.002424pu 

260V/260V ∆-∆ Isolating transformer Value 

Rating [Sr,LV] 55kVA 

uk 3.73% 

Pcopper 0.021545pu 

Pno-load 0.0029091pu 

TABLE II.  SPECIFICATIONS OF THE MATCHING AND ISOLATING 

TRANSFORMERS. 

IV. DETAILED MODEL VALIDATION 

The verification of the detailed model is carried out using 
real measurements of the BESS, where a 60kW ohmic load 
step is applied on both U1 and U3 at the Point of Common 
Coupling (PCC). The experiments are executed with a new 
battery at 25°C and relative state of charge around 
SOCr=50%. The voltages and currents are measured at three 
different points in order to evaluate the quality of the detailed 
models of U1 and U3. The first Evaluation Point (EP) is the dc 
side of each unit. At this point the dc voltages and currents are 
used directly for the comparison. The second EP is at the 
inverters' output and the third EP is at the PCC. For the second 
and third EPs the voltage phasor amplitude, frequency, active 
and reactive power are calculated and used for the evaluation. 

Figures 3, 4 and 5 show the comparison between detailed 
model's signals of U1 and corresponding measurements. These 
figures show a fluctuation of the active and reactive power at 
the moment of switching the load on due to the delay between 
the different phases of the ohmic load which results in a 
asymmetrical loading of U1 which finally causes these 
fluctuations. After these fluctuations, slow oscillations in 
active and reactive power signals due to the different serial 
impedances between Inv.1, Inv.6 and the PCC can be seen in 
Fig. 4 (b,c). 

Figures 6, 7 and 8 show the comparison between signals of 
the detailed model of U3 and measurements. These figures 
show only the fluctuations due to the switching of the load but 
they show no slow oscillations because Inv.3 and Inv.4 have 
the same serial impedance to the PCC. The oscillations in 

active and reactive power are analyzed mathematically and 
will be presented in the next research work. The numbers 
inside the figures show values of the relative error which are 
calculated according to (1). 
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Fig. 3. Unit1: Comparison between detailed model and measurements for: (a) 

battery voltage; (b) battery current; (c) dc currents of inv1 and inv6. 

 

Fig. 4. Unit1: Comparison between detailed model and measurements at the 

ac side of inv1 and inv6 for: (a) voltage amplitude; (b) reactive power; (c) 

active power; (d) frequency. 



 

Fig. 5. Unit1: Comparison between detailed model and measurements at 

PCC for: (a) voltage amplitude; (b) reactive power; (c) active power; (d) 

frequency. 

 

 

Fig. 6. Unit3: Comparison between detailed model and measurements for: (a) 

battery voltage; (b) battery current; (c) dc currents of inv3 and inv4. 

 

Fig. 7. Unit3: Comparison between detailed model and measurements at the 

ac side of inv3 and inv4 for: (a) voltage amplitude; (b) reactive power; (c) 

active power; (d) frequency. 

 

Fig. 8. Unit3: Comparison between detailed model and measurements at 

PCC for: (a) voltage amplitude; (b) reactive power; (c) active power; (d) 

frequency. 



V. SIMPLIFIED MODEL OF THE BESS 

Due to the complex structure of the BESS the detailed 
model is unsuitable for long time simulations along with other 
microgrid components. Therefore a simplified model is 
required which represents the fundamental dynamics of the 
original system but reduces the complexity of the detailed 
model. 

The simplification procedure is performed according to the 
following steps: 

1. The dc side dynamics are neglected as it does not influence 
the ac side dynamics significantly [9]. 

2. Each 3-phase inverter is modelled using an ideal 3-phase 
voltage source connected to the serial impedance of the 
LCL filter. 

3. All the transformers are replaced with their equivalent 
serial and parallel impedances (Zs

MT
 and Zs

IT1
) resp. 

(Zp
MT

,Zp
IT1

 and Zp
IT2

) referred to the high voltage side of 
the matching transformers. 

4. The control unit for the simplified model remains the 
same. 

The simplified electrical structures of U1 and U3 are 
shown in Fig. 9 and Fig. 10 respectively. 
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Fig. 9. Simplified model of Unit 1. 
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Fig. 10. Simplified model of Unit 3. 

VI. SIMPLIFIED MODEL VALIDATION 

In this section the simplified model simulation results are 
compared with those of the detailed model and plotted in Fig. 
11 and Fig. 12. It is carried out for U1 at the inverters' output 
and at PCC respectively. The simplified model shows also the 
oscillations in active and reactive power signals similarly to 
the detailed model. 

Figures 13 and 14 for U3 at inverters' output and at PCC 
respectively show that a good coincidence between the 
simplified and detailed model of U3. 

 

Fig. 11. Unit1: Comparison between detailed and simplified model at the ac 

side of inv1 and inv6 for: (a) voltage amplitude; (b) reactive power; (c) active 

power; (d) frequency. 

 

Fig. 12. Unit1: Comparison between detailed model and measurements at 

PCC for: (a) voltage amplitude; (b) reactive power; (c) active power; (d) 

frequency. 



 

Fig. 13. Unit3: Comparison between detailed and simplified model at the ac 

side of inv3 and inv4 for: (a) voltage amplitude; (b) reactive power; (c) active 
power; (d) frequency. 

 

Fig. 14. Unit3: Comparison between detailed model and measurements at 

PCC for: (a) voltage amplitude; (b) reactive power; (c) active power; (d) 

frequency. 

VII. CONCLUSION 

Figures 3, 4, 5, 6, 7 and 8 show a good coincidence with a 
relative error less than 5% between measurement and 
simulation results for the detailed model of U1 and U3 
respectively. The high error values for dc currents, active 
power and reactive power are due to the asymmetrical loading 
at begin of the load step. 

The comparison between simulation results for detailed 
and simplified models in Fig. 11, 12, 13 and 14 confirms that 
the fundamental dynamic behavior is accurately represented 
for U1 resp. U3 when the simplified models are applied. 
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Abstract 

This paper presents the design, implementation and verification of methods to determine the electrochemical impedance 
spectrum of a Lithium-Ion battery by using methods of digital signal processing. The principle is to excite the battery by 
applying a current step and measuring the voltage response. Both signals, the stimulation and response signal, are the basis of 
the signal processing algorithm. The method is verified theoretically with a very good accuracy by a computer simulation and 
was successfully applied to real cells under laboratory conditions. The reference impedance spectra for the evaluation are 
produced by the electrochemical impedance spectroscopy (EIS) technique.  
 
© 2014 The Authors. Published by Elsevier Ltd. 
Selection and peer-review under responsibility of EUROSOLAR - The European Association for Renewable Energy. 

Keywords: Digital Signal Processing, Electrochemical Impedance Spectroscopy, Lithium-Ion Batteries,  

1. Introduction 

Stationary energy storage systems play an important role in Smart Grids and serve as an energy buffer to 
balance the fluctuating in-feed to the grid. For an ideal integration and control of such temporary energy storages, a 
detailed and accurate battery model is essential. As the battery behaviour changes with the increasing number of 
charging cycles, respectively the state of charge (SOC), the state of health (SOH) and the temperature T, it is 
necessary to adjust these model parameters regularly. 
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The electrochemical impedance spectrum or the frequency response characteristic acts like a fingerprint of a 
battery. It contains information about the SOC, temperature and SOH. From the impedance spectrum the 
parameters for the desired battery model can easily be obtained. So when knowing the electrochemical impedance, 
the battery model can be established. The most common method to find out the impedance spectrum is the 
electrochemical impedance spectroscopy (EIS) method. From this point and forward impedance means the 
electrochemical impedance until otherwise is mentioned. 
 

This paper presents the design, implementation and verification of a method to determine the impedance of a Li-
Ion battery using digital signal processing (DSP) approaches. The goal is to obtain a robust and fast method, which 
is applicable to both, battery arrays and battery cells, with an average deviation of less than 5% to the reference. In 
the first and second sections the general idea of the DSP-method is highlighted and adapted for the application to 
real Li-Ion batteries. Section three deals with algorithms to compensate the errors caused by the fast Fourier 
transform (FFT). In the next section the DSP-methods are applied to real Li-Ion batteries under laboratory 
conditions and the results are evaluated in frequency and time domain. At the last sections the results are discussed 
and a conclusion is presented. 
 

2. General Idea of the DSP method 

The theory is based on a paper published by Bischof and Biechl in 1987 [1]. The authors describe a method to 
determine the impedance spectrum of a system, by using arbitrary transients of system stimulation and response 
and a combination of analytical and fast Fourier transform. The theory is to apply an arbitrary transient stimulus 
e(t), from a steady state to another to the system and measure the response r(t). Then the Fourier transform is 
applied to both, the excitation and response signal. This principle is only valid, if for ℱ{e(t)} and ℱ{r(t)} the 
Fourier integral exists, which means the signal is integrable in the interval of [ ]+∞≤≤∞− t . To ensure this, the 
transient excitation signal e(t) and the response signal r(t) may need to be split up into components, where the 
Fourier integral exists. This means either an energy-limited signal or a signal which analytically can be transferred 
into frequency domain [2]. In case of energy-limited signals the fast Fourier transform is applied. 

 

 Adaption to Li-Ion Batteries 2.1.

The definition of the (operational) impedance is only valid within linear system theory (LST). Which implies 
that the system has to be linear, stationary, time-invariant and causal [3]. As Li-Ion batteries do not fulfill these 
explicit requirements, except the causality (implied), assumptions have to be made:  

 
• The battery behaves linearly within the certain operating point, time range and the chosen stimulus (current) and 

response (voltage). 
• The temperature is constant during the time range and does not change with amperage. 
• The change of parameters due to SOC-change and ageing effects are neglected. 

 
For the analytical investigation this means, the open circuit voltage vOC is constant. When applying to real 

batteries a linear coherence between vOC and SOC is supposed. It is required to achieve an accuracy of %95≥  of 
the obtained spectrum Z( f ) compared to the reference spectrum ZEIS( f ) (EIS-measurement). The frequency range 
to be investigated is limited to the span between 1 mHz and 0.5 Hz. 
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2.1.1. Analytical Investigation 
 
As stimulus signal a current step is used. The unit-step function u(t) is the integration of the Dirac impulse δ and 

contains all frequencies [4]. It has therefore ideal conditions for a scientific investigation. Additionally a current 
step can easily be reproduced in practice by a laboratory power supply or electronic load. The step-function reads 
as 

)(ˆ)(Batt tuIti ⋅= ,   (1) 

where Î  is the height or amplitude of the current step and u(t) the unit-step function (Heaviside function). Î  can 
either be negative for a charging or positive for a discharging of the battery. For the analytical investigation of the 
method the one time constant (OTC) - model (cf. figure 1(a)) is used. Due to linearity all results can be transferred 
to models with two or more time constants. 

 
The step-response vBatt(t) of the OTC-model reads as 

 · u(t)I · - R - e · u(t) I ·  - R v(t) v i
·CR

t 

ˆ1ˆ(SOC) OTCOTC
OTCOCBatt 













=

−

, (2) 

in continuous time. 
From the simplified equivalent circuit diagram in 1(b) it follows, that only the voltage drop across the 

impedance Z( f ) and the change in the current is required to obtain the impedance spectrum of the battery. The 
voltage drop is calculated by 

)()( Batt tvvtu OC −= ,   (3) 

and the current through Z( f ) as 

)()( Batt titi = .   (4) 

a) b) 

Figure 1. (a):’one time constant’ (OTC) battery model, (b): the general and simplified battery model. 
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From system theory it follows that, equal directed current and voltages yield in a negative impedance. The 
impedance Z( f ) reads 

{ }
{ })(

)(
)(

tiF

tvF
fZ −= .      (5) 

The excitation signal iBatt(t) and the system (step-) response vBatt(t), exemplified for charging mode, are shown in 
figure 2(a) and 2(b) respectively. The step height is Î = 8 A. The change in current and voltage is marked with i(t) 
and v(t). The model parameters Ri, ROTC, COTC and vOC within this investigation and simulation are chosen from a 
real battery.  

 
As previously described the response signal v(t) needs to be split up into components, where the Fourier integral 

exists. As the stimulus i(t) is a step function, which analytically can be transferred into frequency domain, no 
fragmentation for the current is necessary. The Fourier spectrum of i(t) is donated as I(f). Charging is done with a 
constant negative current Î  (cf. fig.2(a)). The step-response of the model is illustrated in (b). The response signal 
is split up into a step function v1(t) (c) together with an energy limited signal component v2(t) (d). 

 
The step-function v1(t) is transferred into Fourier space by the CTFT to V1(f) and the energy-limited signal v2(t) 

by the FFT to V2(f). The total voltage v(t) to be examined, is set-up of v1(t) and v2(t) like 

)()()( 21 tvtvtv −= .   (6) 

a) 
 

b) 
 

c) d) 
 

Figure 2. (a): Current step with the step height Î  = 8 A, (b): the system step response simulated with an OTC-model, (c): voltage component 
v1(t), (d): the component v2(t). 
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From the given linearity of the Fourier transform the spectrum V(f) of the voltage v(t) results as: 

)()()( 21 fVfVfV −= .   (7) 

For the impedance spectrum Z( f ) follows now the relation 

)(

)()(
)( 21

fI

fVfV
fZ

−=
.   (8) 

 

 Simulation Results without Error Compensation 2.2.

In figure 5 the simulation results are shown. The Bode-plot depicts a big difference between the spectrum 
calculated by the algorithm (green dashed) and the theoretical derived spectrum (solid green) (done by the 
analytical Fourier transform and the equations of the OTC-model). Especially the high frequencies show a big 
error in phase and magnitude. Figure 3 illustrates the origin of the error occurring, using the FFT. 

 
 

Figure 3. Error Block-Diagram. 

The aliasing error yields from the discretisation of the signal which can be encountered by fulfilling the Nyquist 
theorem. For non-bandlimited signals a high sampling frequency will reduce the aliasing error. The windowing 
error can be antagonised either by applying a compensation in time domain or in frequency domain by curve 
fitting. 

 
 

3. Error Compensation Algorithms 

 Compensation in Time Domain 3.1.

The idea was developed by Nicolson in 1973. The principle is to subtract the ramp-function p(t) as shown in 
figure 4(b) from the step-response v(t) 4(a), before conducting the FFT. The ramp p(t) starts at zero and goes to the 
negative value of the voltage v(Tn) for t = Tn [5]. The results of the subtracting v' (t) is shown in in figure 4(c). As 
v0(t) is energy-limited, the split-up of the signal is now unnecessary. 
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 Compensation in frequency domain 3.2.

The idea is to approximate the analytical Fourier transformation of the voltage component v2(t), but also to keep 
the information about the non-linearity included in the FFT spectrum. To compensate the error in frequency 
domain, the FFT of v2(t) has to be adapted. This can be done by a compensation function D( f ), which is multiplied 
by the result of the fast Fourier transformation V2( f ). 

The new spectrum of the v2(t) voltage component: 

)()()( 22 fVfDfV ⋅=′ .   (9) 

D( f ) is a vector of the same size as V2( f ). It contains a complex correction factor for each frequency bin. 
Ideally V’2( f ) yields into the continuous time Fourier transform (CTFT) of v2(t). The CTFT can be obtained using 
a curve fitting algorithm, where the data of V2( f ) is fitted to a behavioral description of a battery model (OTC-
Model description). The Levenberg-Marquardt (LM) [6, 7] curve fitting algorithm is applied. The obtained model 
parameters are used to calculate the analytical Fourier transform of the v2(t) component. For the compensation 
factor follows: 

{ }
{ })(DTFT

)(CTFT
)(

2

2

tv

tv
fD = .   (10) 

The compensated spectrum of v2(t) is then calculated by: 

{ }
{ } )(

)(DTFT

)(CTFT
)( 2

2

2
2 fV

tv

tv
fV ⋅=′ .   (11) 

 Simulation Results with Error Compensation 3.3.

Exemplified for the error-compensation in frequency domain the Bode plot is shown in figure 5. The green solid 
line shows the analytical impedance Za( f ) and the green dashed line the result of the method without 
compensation Z( f ). The compensated spectrum Z’( f ) is marked with yellow crosses. As you can see Z’( f ) 

a) 

 
 

b) 
 

c) 

 

Figure 4. (a): the voltage drop v(t) across the impedance Z( f ), (b): the ramp-function, (c): the compensated voltage v0(t). 
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almost precisely match Za( f ). The Error Modulus (EM) averages in a value of 0.65 10-4 % in relation to Za( f ). For 
the compensation in time domain the EM numbers in average 0.2235 %. Both theoretical results are satisfactory. 
 

4. Application to Real Li-Ion Batteries 

The theoretical approach is now applied to real Li-Ion batteries under laboratory conditions. A single measuring 
period for a certain operating point is composed off an ON- and an OFF-Phase followed by an electrochemical 
impedance spectroscopy measurement as pointed out in figure 6. 6(a) shows the current iBatt(t) and 6(b) the voltage 
response vBatt(t) of the battery. In the ON-Phase (t0 – t1) the current is switched on, in this case with a step height of 
Î = −8 A for charging mode. During this time interval the voltage changes according to the battery cell behaviour. 
After a certain time (~12min) the current is switched off and the voltage turns into steady state (vOC).  

As previously mentioned, in case of a real battery the open circuit voltage vOC is not constant and changes in 
relation to the SOC. During the ON-Phase the dependency is assumed to be linear. As the current is zero in the 
OFF-Phase and before t ≤ t0 the open circuit voltage vOC(t) is constant. The function is plotted in figure 6(b) (blue 
dashed). To get the voltage drop v(t) across the impedance Z( f ) the open circuit voltage has to be subtracted from 
vBatt(t) as v(t) = vOC(t) − vBatt(t). 

a) b) 

Figure 5. Bode-plot of Z ( f ): (a): the magnitude, (b): the phase. The green line represents the theoretical characteristic. The dashed line 
shows the obtained spectrum without error compensation. The yellow crosses indicate the spectrum after applying the error compensation. 

a) b) 

Figure 6. Measurement interval for one SOC value: (a): the battery current iBatt(t), (b): the voltage response of the battery cell. 



8 Author name / Energy Procedia00 (2014) 000–000 

 

 Verification of the Practical Results 4.1.

Two approaches are used to verify the results of the method. The first approach compares the impedance 
spectrum results to the impedance measurements from the EIS-meter at the same frequency bins, as shown in 
figure 7. Z1 represents the impedance with error compensation in time domain and Z2 with compensation in 
frequency domain. As you can see the obtained spectra have almost the same shape, but differ much from the 
reference. The second approach is to evaluate in time domain, both, the method results and the EIS-meter 
measurements. For the evaluation in time domain the obtained spectra are fitted to a second order fractional 
rational function (eq. 12), to obtain the battery model in form of the system transfer functions T1, T2 and TEIS [8]. 

ωjs
asasa
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sT =

++
++== ,
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32
2

1

32
2

1 .  (12) 

The obtained battery models are now used to simulate the battery output vBatt(t) for a stimulation signal iBatt(t) 
and compared with real battery measurements for verification. 

8(a) and 8(b) give the results for using the impedance spectra of Z1 and Z2. As can be seen the reconstructed 

 

Figure 7. Nyquist plot of the obtained impedance spectra Z1 and Z2 in comparison to the reference ZEIS form the EIS-meter measurement. 

a) 

 

b) 

 

 

Figure 8. (a): Verification in time domain using a current-step as excitation signal. (b): shows the maximum and mean error the measured 
battery output voltage vBatt(t). 
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voltages vZ.1 and vZ.2 fit almost perfectly the real cell voltage response vBatt(t). The voltage response vZ.EIS on the 
contrary deviates strongly, as can be seen by the maximum and mean error shown in figure 8(b). The error of vZ1.2 
averages in a deviation of less than 0.15% to vBatt(t) and the evaluation of vZ.EIS yields in almost a triple value with 
about 0.45% in average.  

 

 Evaluation of the Models using a General Test Profile 4.2.

To evaluate the models and therefore the obtained impedances Z1.2 and ZEIS the simulation is repeated with a 
different stimulation signal. The used test profile is shown in figure 9(a). It covers the general operating modes of a 
battery: an increasing current (ramp) and a continuous current of different values for discharging and charging.  

This profile is first applied to a real battery and the response is measured (cf. figure 9(b)) and later it is 
employed to the previously achieved battery models (T1, T2 and TEIS). The trend of vOC(t) is shown in figure 9(b). 
The model outputs and the evaluation results are shown in figure 9(c) and (d) for algorithm 1 and 2 respectively. 
The deviation to the measured voltage response vBatt(t) has increased compared to the evaluation using a current 
step as stimulus (cf. figure 8), but is still less than the targeted 5% maximum error. Again the reconstruction using 
TEIS produces the biggest mean error. 

a) 
 

b) 
 

c) 
 

d) 
 

Figure 9. Measuring Period for one SOC value: (a): the current iBatt(t), (b): the voltage response of the battery cell, (c): the measured voltage 
response compared to the simulated one using the general test profile, (d): the relative max and mean error. 
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5. Discussion 

All together 53 measuring intervals within 13 series of measurements for different SOC-values, currents Î , 
temperatures T and sampling frequencies Fs for charging and discharging mode were considered in the 
investigation. It was found out, that best accuracies were obtained in the mid-SOC range. The relation of the 
precision and the SOC value can be explained by the increasing non-linearity of the battery close to the upper and 
lower limits (0% and 100% SOC respectively). This behavior can be ascribed to the assumption made regarding 
the linear relation of the SOC and the open circuit voltage. It could be ascertained that the current amplitude Î  has 
no significant effect on the accuracy, which allows the application to battery arrays. It was found out, that the OFF-
phase investigation provides better results compared to the ON-phase. This is again founded in the assumed 
linearity, which does not always apply. Additionally the SOC is constant for the OFF-phase. From time domain 
investigation also follows, that both error compensation algorithms in quiet similar accuracies. At which the error 
compensation in frequency domain offers the greatest flexibility, as it is not bounded to a step and a step-response 
analysis. 

6. Conclusion 

Overall the idea to determine the impedance of a Li-Ion battery using methods of digital signal processing could 
be implemented and verified with good results and accuracies of less than the targeted maximum deviation of 5%. 
The introduced algorithms are robust and produce reliable impedance spectra for all investigated operating points. 
The best accuracies are achieved within the middle SOC range. By the way it was depict that the EIS-meter 
measurements are not sufficiently accurate for low frequencies. The obtained results and experiences are a good 
basis for further investigation and the first step in the direction of online model identification. 
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Abstract

The research work presents an approach to set-up simplified mathematical models of microgrid components based on
detailed models. The verification is done by a comparison with measurement results of a real system. Using simplified
models allows an accurate analysis and optimization of the dynamic behavior of existing as well as planned microgrids.
The paper shows simulation and measurement results for different combinations of microgrid components in island mode
operation.

1 Introduction

Microgrids in island mode consisting of renewable en-
ergy sources, battery storage systems and gensets require
droop control of voltage and frequency [1]. In the re-
search project IREN2 [2, 3] funded by the German Fed-
eral Ministry of Economic Affairs and Energy (BMWi), a
microgrid demonstrator is established to investigate the up-
coming challenges in distribution grids due to the increase
in small decentralized generation units (DGs) which will
eventually replace conventional power plants. The demon-
strator is set-up in Wildpoldsried, a village located in the
southern Germany with a high amount of renewable en-
ergy generation. The demonstrator consists of a Li-Ion
Battery Energy Storage System (BESS) with a maximum
power of 300kVA and an energy capacity of 170kWh, two
gensets with 100kVA resp. 500kVA rated power as well
as a 150kW unsymmetrical ohmic load. Furthermore, a
back-to-back voltage source converter (B2B-VSC) with a
maximum power of 500kVA is used to emulate the volatile
photovoltaic (PV) in-feed, specific load profiles or an un-
limited energy storage system. The BESS, the gensets as
well as the B2B-VSC can be operated in grid forming or
grid following mode. With the global objective of a stable
microgrid operation, a detailed model of each microgrid
component is developed to evaluate fast dynamics as well
as steady state behavior. To facilitate system level simula-
tions, simplified models for each component with various
levels of complexity need to be developed under consider-
ation of the required applications. Realistic practical sce-
narios are defined using different combinations of micro-
grid components of the demonstrator under various opera-
tion modes. Further, a comparison between simulation and
measurements is shown.

∗The Estonian partner work was supported by the Estonian Centre of
Excellence in Zero Energy and Resource Efficient Smart Buildings and
Districts ZEBE, grant 2014-2020.4.01.15-0016 funded by European Re-
gional Development Fund.

In section 2, the structure and specifications of the real
microgrid components are presented as well as the sim-
plification procedure for the developed electrical models.
An overview of the control structure is also briefly dis-
cussed. Section 3 presents the simulation setup in the soft-
ware PSCAD for the defined scenarios which refer to the
discussed microgrid application. A comparison between
simulation results and actual measurements at the demon-
strator is shown and discussed. Finally, section 4 outlines
further challenges and investigations regarding stable and
optimum operation of future microgrids.

2 Microgrid components overview

2.1 Back-2-Back VSC (B2B-VSC)
A 500kVA B2B-VSC described in section 1 which inter-
links the 20kV MV grid with the 400V LV microgrid is de-
veloped specifically for the discussed demonstration setup
and serves multiple purposes. It is a 4 quadrant converter
which is able to control active and reactive power flow be-
tween MV and LV grids. It can also emulate a storage
system with infinite capacity or track a given load profile
(P and Q) to generate PV in-feed into the microgrid.
Figure 1 shows an overview of the B2B-VSC including
the MV resp. LV side. The VSCs of the B2B unit are
connected to the 20kV MV grid resp. 400V LV microgrid
through an AC filter and a ∆-Y transformer. Converter pa-
rameters along with the MV and LV side transformer spec-
ifications are summarized in Table 1 and Table 2 respec-
tively. The MV VSC regulates the DC link voltage whereas
the LV VSC has a droop control to regulate the microgrid
voltage and frequency in grid forming mode. The control
structure of the DC link voltage controller in the MV VSC
comprises of a non-linear cascaded control scheme that is
linearized around the operation DC link voltage. It is dis-
cussed in detail in [4, 5].
The detailed model of the B2B-VSC is simplified relative



Figure 1 Overview of B2B-VSC

Table 1 B2B-VSC system parameters

Converter specifications
Parameter Value
Converter rating [Sr] 500kVA
Switching frequency [ fsw] 4kHz
Nominal voltage [Vnom,LL] 400V
DC link voltage [VDCo] 640V

Table 2 MV and LV VSC transformer parameters

LV 0.369kV/0.4kV ∆-Y transformer parameters

Parameter Value
Rating [Sr,LV ] 750kVA
uk 6%
Pcopper 0.00888pu
Pno−load 0.00127pu

MV 0.4kV/20kV Y-∆ transformer parameters

Parameter Value
Rating [Sr,MV ] 600kVA
uk 6%
Pcopper 0.00888pu
Pno−load 0.00127pu

to the 400V microgrid side by modeling the LV VSC with
an ideal 3-phase AC voltage source and a lumped series
impedance. The lumped impedance is the sum of the LV
transformer winding resistance and the leakage inductance
as well as the AC filter series impedance. It is given by

Rlumped = R f ilter +RLV,trans

Llumped = L f ilter +LLV,trans
(1)

MV VSC and its disturbances on the LV VSC are ignored
for simplification reasons. The simplified model is shown
in Figure 2 and the lumped impedance parameters are
summarized in Table 3.

Figure 2 Simplified model of B2B-VSC

Table 3 Lumped parameters for simplified B2B-VSC
model (400V microgrid side)

Parameter Value
Rlumped 2.1565mΩ

Llumped 152.24µH

The B2B-VSC can operate both in grid forming (VSI
mode) or in grid following mode (CSI mode). In CSI
mode, the B2B-VSC can operate as a grid following com-
ponent to track P and Q set-points. The control structure
in CSI mode is discussed in detail in [4]. In VSI mode,
the converter tracks frequency and voltage set-points pro-
vided by the P/ f resp. Q/V droop characteristics. A brief
overview of the control structure in VSI mode based on
peak voltage control in [6] is shown in Figure 3. The out-
put active power P1 and reactive power Q1 of the B2B-
VSC are used for the frequency and voltage droop curves
which deliver the set-point frequency and voltage respec-
tively. Value of the set-point voltage is passed to a PI con-
troller after smoothing which regulates the actual output
voltage of the inverter. The set-point frequency is passed
to an integrator which generates the required phase of the
inverter output voltage.

Figure 3 Frequency and voltage droop control structure

Where,
K f P/ f droop slope given in Hz/kW
KV Q/V droop slope given in V/kvar
Tc Smoothing time constant
f ∗ Reference frequency under no load
V ∗ Reference voltage under no load

2.2 Battery Energy Storage System (BESS)
2.2.1 BESS Structure
The BESS consists of six strings connected in parallel as
shown in Figure 4. Each two strings are connected to one
of the three Lithium-Ion (Li-Ion) batteries. The first three
strings S1, S2 and S3 are connected to the first matching
transformer (MT1) whereas the next three strings S4, S5
and S6 are connected to the second matching transformer
(MT2). Two isolating transformers IT1, IT2 are used to
avoid circulating currents in the circuit of S1 and S6 as well
as in the circuit of S2 and S5 which are connected to the
same dc circuit.
The three phase two-winding matching transformer is used
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Figure 4 Structure of the BESS

Table 4 Specifications of the matching and isolating
transformers.

257V/400V ∆-Y matching transformer

Parameter Value
Rating [Sr,LV ] 165kVA
uk 4.3%
Pcopper 0.008484pu
Pno−load 0.002424pu

260V/260V ∆-∆ isolating transformer

Parameter Value
Rating [Sr,MV ] 55kVA
uk 3.73%
Pcopper 0.021545pu
Pno−load 0.0029091pu

to adapt the inverter’s low output voltage to the voltage of
the LV grid. The specifications of both matching and iso-
lating transformers are given in Table 4.
Each string consists mainly of a 3-phase inverter with a
rated power of 55kVA followed by a LC filter in order to
reduce current harmonics injected into the grid. The LC
filter parameters are given in Table 5. The control structure
for each string in VSI mode is similar to that described in
section 2.1.

2.2.2 BESS Simulation Model
Due to the complex structure of the BESS, having a de-
tailed model which takes into account the semiconductors
of the inverter is only required for evaluating short time
transients [7]. For applications where long time simula-
tions (Tsim > 10s) are needed, a simplified model (Fig-
ure 5) consisting of a controlled voltage source (Veq, feq)

Table 5 LC-Filter specifications.

Parameter Value
Serial inductance LF 160µH
Serial resistance RF 16.4mΩ

Parallel capacitor CF 3.5 µF

eqLeqR

),( eqeq fV

Figure 5 BESS equivalent model in VSI mode

and an equivalent impedance (Zeq = Req + jXeq) is ex-
tracted and implemented in PSCAD. The equivalent volt-
age and frequency (Veq resp. feq) are controlled using the
same droop curves Veq = KV ∗ (Q−Q0) +V0 and feq =
K f ∗ (P−P0)+ f0 applied to the total active and reactive
power (Pout ,Qout) of the BESS. The equivalent droop gains
are defined under the assumption that the droop gains are
equal for all strings, and they can be calculated based on
equation 2. Based on this assumption, the output active
and reactive power of the BESS is distributed equally on all
strings in steady state operation. Therefore, the equivalent
impedance can be calculated by Zeq = Z1 ‖ Z2 ‖ · · · ‖ Z6.
The parameters of the equivalent impedance are summa-
rized in Table 6.

K f [Hz/kW ] =
1

Kp
where Kp[kW/Hz] =

6

∑
i=1

ki
p = 6 · kp

KV [V/kvar] =
1

Kq
where Kq[kvar/V ] =

6

∑
i=1

ki
q = 6 · ki

(2)

Table 6 Equivalent impedance of BESS

Parameter Value
Serial inductance Leq 81µH
Serial resistance Req 7.7mΩ

2.3 Genset
A mathematical simulation model for a bio-fuel based
genset in the discussed demonstrator setup is established.
It consists of a prime mover (diesel engine) and a direct
coupled synchronous machine. The dynamic behavior of
the rotating system is mainly influenced by the inertia of
the complete drive system whereas the voltage dynamics
are influenced by the synchronous machine characteris-
tics. The mathematical model of the generator is based on
Park’s equations. A subset of parameters is shown in Table
7. The frequency control of the genset is realized by a PI
controller with droop characteristics which outputs the set-
point torque Tm for the prime mover as shown in Figure
6. Moreover, Figure 7 shows the genset’s voltage control
with droop behavior which controls the current I f in the



excitation winding. The frequency droop gain K f is de-
fined in [Hz/kW ] whereas the voltage droop gain KV is set
in [V/kvar]. Further, the frequency and voltage set-point
at no load operation are defined as f ∗ resp. V ∗LN . Pout and
Qout are the actual active resp. reactive power measured at
the PCC of the genset.

Figure 6 Frequency control including P/ f droop

Figure 7 Voltage control including Q/V droop

Table 7 Subset of model parameters of the synchronous
generator

Parameter Value
Apparent power Sr 135kVA
Nominal voltage Vnom,LN 230V
Base angular frequency ω 314 rad/s
Inertia constant H 0.5s
Iron loss resistance RFe 300pu
Armature resistance Ra 0.013pu
Unsaturated d-axis reactance xd 2.2pu
Unsaturated q-axis reactance xq 1.36pu
Transient d-axis reactance x′d 0.154pu
Sub-transient d-axis reactance x′′d 0.076pu
Sub-transient q-axis reactance x′′q 0.284pu
Transient d-axis time constant T ′d 0.039s
Sub-transient d-axis time constant
T ′′d

0.0085s

3 Simulation and Measurements

An overview of the demonstrator site is shown in Figure
8. Measurements are only taken for the demonstrator area
shown in Figure 8. This means that the switch S1 is open
and isolates the demonstrator site from the residential area.
The cable impedance between the components is ignored
which effects to a greater extent the reactive power flow

20kV

BESS Ohmic Load Gensets

Household1

PVn

S1

B2B-VSC

Microgrid Demonstrator

PV1

Householdm

Residential Area

S2

20kV

PCC

Figure 8 Demonstrator overview

between the components. This will be briefly explained
during the discussion of the results. The case scenarios
tested are given as follows:
Scenario 1: (SC1) BESS and B2B-VSC in VSI mode
with an applied active load profile on the load bank
Scenario 2: (SC2) BESS and genset in VSI mode with
an applied active load profile on the load bank
Scenario 3: (SC3) BESS, B2B-VSC and genset in VSI
mode with an applied active load profile on the load bank
Scenario 4: (SC4) BESS and genset in VSI mode and
the B2B-VSC is in CSI mode with a given active power
generation profile and a base load of 48kW at the point of
common coupling (PCC)
The applied load profile for passive load at the PCC in sce-
nario 1, 2 and 3 is shown in Figure 9. In Figure 10, the ac-
tive power generation profile of the B2B-VSC is depicted.
Droop parameters of all components are fixed for all sce-
narios. They are summarized in Table 8.
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Figure 10 Generation profile of B2B-VSC in SC4

In SC1, BESS and B2B-VSC are working in VSI mode.
Profiles for the output active power P, terminal voltage
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Figure 12 SC2- Measurement and simulation results
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Figure 13 SC3- Measurement and simulation results
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Figure 14 SC4- Measurement and simulation results



Table 8 Droop parameters

Parameter B2B-VSC BESS Genset
K f [Hz/kW ] 0.004 0.0067 0.02
KV [V/kvar] 0.02 0.0333 0.05
f ∗ [Hz] 50 50 50
V ∗LN [V ] 230 230 230
Tc [ms] 100 100 x

Vrms, output current Irms as well as frequency f for both
simulations and measurements are shown in Figure 11
which matches quite closely. In Figure 12 (SC2), the devi-
ation between the simulation and measured results for cur-
rent at high loads is due to the cable impedance mismatch
in the simulation model between the component terminals
and the PCC. This results in additional reactive power
flow between the components. To compensate it, the set
point voltage V̂ of individual components can be adjusted
in the simulation model. During low loads, voltage drop in
the cable impedance is insignificant and hence simulation
and measured values are close to each other. In Figure
13 (SC3), small spikes can be observed in the measured
currents of the genset during load steps. It is due to the ad-
justment of its terminal voltage to minimize reactive power
flow which causes abrupt current change. Results for SC4
are shown in Figure 14 where the B2B-VSC covers a part
of the base load (48kW) according to its generation power
profile. The residual load is distributed between BESS and
genset according to their droop curves. The presented re-
sults clearly demonstrates the load sharing among the par-
ticipating components.

4 Summary and Conclusions

The presented results of the different quasi-stationary sce-
narios confirm the validity of the system approximation
when using simplified component models of the single
components. Values of maximum relative error given by
equation 3 for important quantities are summarized in Ta-
ble 9. A higher value of ∆Imax in SC3 and SC4 is caused by
the relatively high reactive current mismatch between sim-
ulation and measurement values in the case of small active
load conditions. Load distribution between components in
relation to their droop parameters shows proper working
of the droop control. The aspect of reactive power mis-
match between simulation and measurement is caused by
the cable impedance between components and PCC which
is not considered in the simulation. The effect of short
time dynamics on the system stability as well as stability
issues during parallel operation of components will be in-
vestigated in the future work.

∆Xmax[%] =
max|Xsim−Xmes|
|Xmes,pk|

.100 (3)

Table 9 Maximum relative error

Scenario 1
Relative
error

B2B-VSC
[%]

BESS
[%]

Genset
[%]

∆Pmax 0.7 1.03 x
∆ fmax 0.02 0.02 x
∆Vmax 0.17 0.3 x
∆Imax 4 7.47 x

Scenario 2
∆Pmax x 2.4 0.71
∆ fmax x 0.06 0.04
∆Vmax x 1.7 1.166
∆Imax x 4.9 2.074

Scenario 3
∆Pmax 3.4 4.89 16.6
∆ fmax 0.02 0.02 0.02
∆Vmax 0.95 0.91 0.79
∆Imax 2.27 7.5 25.31

Scenario 4
∆Pmax 0 10.2 18.6
∆ fmax 0.04 0.04 0.06
∆Vmax 1.63 1.334 0.951
∆Imax 2.57 14.9 26.5
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