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## Introduction

## Motives and aims of the thesis

Suppose $S$ and $T$ are two mathematical structures of the same type. Let $\operatorname{End}(S)$ and $\operatorname{End}(T)$ be the semigroups of all endomorphisms of $S$ and $T$, respectively. Suppose that $\operatorname{End}(S)$ and $\operatorname{End}(T)$ are isomorphic. What can be said about interrelations of $S$ and $T$ ? This problem is quite popular in different investigations. Of course, if $S$ and $T$ are isomorphic, then $\operatorname{End}(S)$ and $\operatorname{End}(T)$ are isomorphic as well. In many cases the converse holds also. For example, it holds for Boolean algebras [41] and Boolean rings $[18,19]$. An overview of the results on endomorphism properties of different algebraic structures is presented in [1]. Let us give a short overview on state of the art of this problem for semigroups and groups.

In general, considering the problem mentioned for semigroups, we can say that a semigroup cannot be characterized by its endomorphism semigroup in the class of all semigroups. Z. Hedrlin and J. Lambek [13] proved that for every monoid $M$ and every cardinal $\alpha$ there exist $\alpha$ non-isomorphic semigroups whose endomorphism monoids are isomorphic to $M$. Therefore, it is natural to choose two semigroups $S$ and $T$ from a certain class (or variety) $\mathcal{K}$ of semigroups and study the interrelation between them in the case when the senigroups $\operatorname{End}(S)$ and $\operatorname{End}(T)$ are isomorphic. It is done for some varieties of bands by B. M. Schein [40, 41] and M. Demlová and V. Koubek [6]. Recall that a band is an idempotent semigroup. For example, B. M. Schein [40] proved that the endomorphism semigroups of two semilattices (i. e., commutative bands) $S$ and $T$ are isomorphic if and only if $S$ and $T$ are either isomorphic or dually ordered chains. He proved also that there exist at most four non-isomorphic normal bands (i. e., bands that satisfy the identity $x y z x=x z y x)$ with isomorphic endomorphism monoids. M. Demlová and V. Koubek [6] obtained similar results for the variety of bands defined by the identity $x y x=x y$ and for the variety of bands defined by the identity $x y x z=x y z$.

Another class of semigroups which is often investigated in the context of their endomorphism semigroups is the class of Clifford semigroups. A. H. Clifford [4] characterized the semigroups that admit relative inverses. A semigroup $S$ admits relative inverses if it satisfies the following condition: for each $a \in S$ there exist $e, b \in S$ such that $e a=a e=a$ and $a b=b a=e$. Later these semigroups were called Clifford semigroups. The endomorphisms of various Clifford semigroups were studied in detail by M. Samman and J. D. P. Meldrum [39]. Some characterizations of the regularity of endomorphism semigroups of Clifford semigroups are given by S. Worawiset [43]. Seminear-rings of endomorphisms Clifford semigroups
were studied by N. D. Gilbert and M. Samman [7]. They did it under the assumption that a Clifford semigroup $S$ is isomorphic to the direct product $S=G \times \Lambda$ of a group $G$ and a semilattice $\Lambda$. In this case the endomorphism semigroups $\operatorname{End}(S)$ are isomorphic to the direct product $\operatorname{End}(G) \times \operatorname{End}(\Lambda)$ of the endomorphism semigroups of $G$ and $\Lambda$, and the problem of the recoverability of these Clifford semigroups by their endomorphism semigroups is reduced to the same problem for groups.

Considering the problem of the recoverability of groups by their endomorphism semigroups, much more is known. We have especially diverse information on endomorphisms of Abelian groups, because the endomorphisms of a Abelian group form a ring under the composition and the sum, and, therefore, it is possible to use methods of the theory of rings. An excellent overview of the present situation in the theory of endomorphism rings of Abelian groups is given by P. A. Krylov, A. V. Mikhalev and A. A. Tuganbaev in their book [15] which is based on their papers [17, 16]. In general, for a given group $G$ there exist many groups $H$ such that the semigroups $\operatorname{End}(G)$ and $\operatorname{End}(H)$ are isomorphic, and, for a given Abelian group $G$ there exist many Abelian groups $H$ such that their endomorphism rings $\operatorname{End}(G)$ and $\operatorname{End}(H)$ are isomorphic. Let us give some examples.
A. L. Corner [5] proved that every countable reduced torsion-free ring with unity is isomorphic to the endomorphism rings of countable many countable reduced torsion-free Abelian groups. It follows that the additive group $\mathbb{Z}$ of integers is not determined by its endomorphism ring in the class of all Abelian groups, although there exist classes of Abelian groups that can be described by their endomorphism rings or endomorphism semigroups. For example, R. Baer [3] and I. Kaplansky [14] proved that if endomorphism rings of two torsion Abelian groups are isomorphic then these groups are isomorphic as well. P. Puusemp [29] generalized this result and proved that if endomorphism semigroups of two torsion Abelian groups are isomorphic then these groups are also isomorphic. Examples of Abelian groups which are determined by their endomorphism semigroups in the class of all groups are finite Abelian groups [36], bounded Abelian groups [29] and non-torsion divisible Abelian groups [27]. It follows that the additive group $\mathbb{Q}$ of rational numbers is determined by its endomorphism semigroup in the class of all groups. The same holds for the additive group $\mathbb{R}$ of real numbers. Recall that a group $G$ is determined by its endomorphism semigroup in the class of all groups if $G$ is isomorphic to $H$ whenever $H$ is a group such that the semigroup $\operatorname{End}(H)$ is isomorphic to the semigroup $\operatorname{End}(G)$. However, it is possible that an Abelian group $G$ is not determined by its endomorphism semigroup in the class of all groups, there exists an Abelian group $G^{*}$ such that $G$ is a subgroup of $G^{*}$ and $G^{*}$ is determined by its endomorphism semigroup in the class of all groups [33].

Considering non-abelian groups, we have an information for some classes
of finite groups. Examples of non-abelian groups that are determined by their endomorphism semigroups in the class of all groups are for example generalized quaternion groups [35], finite symmetric groups [34], Sylow subgroups of finite symmetric groups [31], some wreath products groups [32, 24], some semidirect products of finite cyclic groups [25, 26] etc. There exist also a lot of examples of finite nonabelian groups that are not determined by their endomorphism semigroups in the class of all groups. We can present quite simple examples of those groups. For example, the semidirect products

$$
G=\left\langle a, b \mid b^{3}=a^{91}=1, b^{-1} a b=a^{16}\right\rangle=\langle a\rangle \lambda\langle b\rangle
$$

and

$$
H=\left\langle c, d \mid d^{3}=c^{91}=1, d^{-1} c d=c^{9}\right\rangle=\langle c\rangle \lambda\langle d\rangle
$$

of cyclic groups of orders 3 and 91 are non-isomorphic but their endomorphism semigroups are isomorphic [30]. Everything is known for all groups of orders less than 32. Namely, P. Puusemp [22, 23, 21] proved the following: if $G$ is a group of order less than 32 and $G^{*}$ is a group such that the endomorphism semigroups of $G$ and $G^{*}$ are isomorphic, then

1) if $G=\left\langle a, b \mid b^{3}=1, a b a=b a b\right\rangle$ (the binary tetrahedral group), then $G^{*} \cong G$ or $G^{*}$ is isomorphic to the alternating group $A_{4}$ (the tetrahedral group);
2) if $G$ is not isomorphic to the tetrahedral group or to the binary tetrahedral group, then $G^{*} \cong G$.

The result 2) inspired one of the main purposes of this dissertation - to detect which non-abelian groups of order $32=2^{5}$ are determined by their endomorphism semigroups in the class of all groups. All groups of order 32 were described by M. Jr. Hall and J. K. Senior [12]. There exist exactly 51 non-isomorphic groups of order 32. In [12], these groups are numbered by $1,2, \ldots, 51$. We shall mark these groups by $G_{1}, G_{2}, \ldots, G_{51}$, respectively. The groups $G_{1}-G_{8}$ are Abelian, and, therefore, are determined by their endomorphism semigroups in the class of all groups. The groups $G_{9}-G_{51}$ are non-abelian. In this dissertation, the posed problem is solved for groups of order 32 which can be presented in the forms $G=\left(C_{4} \times C_{4}\right) \lambda C_{2}$ and $G=\left(C_{8} \times C_{2}\right) \lambda C_{2}$ where $C_{2}, C_{4}$ and $C_{8}$ are cyclic groups of orders 2, 4 and 8 , respectively. To solve the problem for all groups of order 32 , it occured to be too labor consuming for our dissertation. However, the method used by us is applicable for the rest of groups of this order. Groups $G=\left(C_{4} \times C_{4}\right) \lambda C_{2}$ and $G=\left(C_{8} \times C_{2}\right) \lambda C_{2}$ are partial cases of groups presentable in the forms $\left(C_{2^{n}} \times C_{2^{n}}\right) \lambda C_{2}(n \geqslant 2)$ and $\left(C_{2^{n+m}} \times C_{2^{n}}\right) \lambda$ $C_{2}(n \geqslant 3, m \geqslant 1)$, respectively. Therefore, in the second part of the dissertation, the descriptions of these two classes 2-groups are given. In
addition, the class of finite 2-groups presentable in the form $\left(C_{2^{n}} \times C_{2^{n}}\right) \lambda C_{4}$ $(n \geqslant 3)$ is described.

## Outline of the thesis

This thesis consists of four chapters and appendices.
In Chapter 1, two classes of groups of order 32 are considered. In Section 1.1 of Chapter 1, it is proved that the groups, presentable in the form $G=\left(C_{4} \times C_{4}\right) \lambda C_{2}$, can be determined by their endomorphism semigroups in the class of all groups. In Section 1.2 of Chapter 1, it is proved that the groups, presentable in the form $G=\left(C_{8} \times C_{2}\right) \lambda C_{2}$, are determined by their endomorphism semigroups in the class of all groups.

In Chapter 2, all non-isomorphic groups of order $2^{2 n+1}$, presentable in the form $G=\left(C_{2^{n}} \times C_{2^{n}}\right) \lambda C_{2}(n \geqslant 3)$, are described. It turns out that there exist 17 different types of these groups. For one type of these groups, it is given for groups of this type their characterizations by endomorphism semigroups and shown that these groups are determined by their endomorphism semigroups in the class of all groups.

In Chapter 3, the groups presentable in the form $\left(C_{2^{n}} \times C_{2^{n}}\right) \lambda C_{4}$ $(n \geqslant 3)$ are described by their generators and defining relations. These groups are divided into disjoint classes, where two groups of the same class are isomorphic. Unfortunately, the isomorphism problem for groups of different classes is still open.

In Chapter 4, similarly to Chapter 3, the groups presentable in the form $\left(C_{2^{n+m}} \times C_{2^{n}}\right) \lambda C_{2}(n \geqslant 3, m \geqslant 1)$ are described by their generators and defining relations. Isomorphism problem for groups presentable in given form is not still solved.

## Main novelties of the thesis

1. A method for characterizations finite groups by their endomorphism semigroups is presented. The method is applied to two classes of groups of order 32 and a class of 2 -groups of order $2^{2 n+1}$.
2. All non-isomorphic groups of order $2^{2 n+1}$, presentable in the form $G=\left(C_{2^{n}} \times C_{2^{n}}\right) \lambda C_{2}$, are described by their generators and defining relations $(n \geqslant 3)$.
3. All groups of order $2^{2 n+2}$, presentable in the form $G=\left(C_{2^{n}} \times C_{2^{n}}\right) \lambda$ $C_{4}$, are described by their generators and defining relations $(n \geqslant 3)$. All these groups are divided into 36 (if $n=3$ ) and 80 (if $n \geqslant 4$ ) disjoint classes, where two groups of the same class are isomorphic.
4. All groups of order $2^{2 n+m+1}$, presentable in the form $G=$ $\left(C_{2^{n+m}} \times C_{2^{n}}\right) \lambda C_{2}$, are described by their generators and defining relations $(n \geqslant 3, m \geqslant 1)$.
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## Notations and preliminaries

We shall use the following notations:


Remark, that if $x \in I(G)$, then $K(x)$ forms semigroup with identity.
For convenience of reference, let us state some well known facts on the endomorphism semigroup $\operatorname{End}(G)$ of a group $G$.

Lemma 1 ([36], Lemma 1.1) If $x \in I(G)$, then $G=\operatorname{Ker} x \lambda \operatorname{Im} x$ and $\operatorname{Im} x=\{g \in G \mid g x=g\}$.

Lemma 2 ([11], Lemma 2) If $y \in \operatorname{End}(G)$ and $\operatorname{Im} y$ is Abelian, then $\widehat{g} \in V(x)$ for each $g \in G$.

Lemma 3 ([11], Lemma 3) Let $x, y \in \operatorname{End}(G)$. Then $y x=x$ if and only if $g^{-1} \cdot g y \in \operatorname{Ker} x$ for each $g \in G$.

Lemma 4 ([36], Lemma 1.6) If $x \in I(G)$, then

$$
K(x)=\{y \in \operatorname{End}(G) \mid(\operatorname{Im} x) y \subset \operatorname{Im} x,(\operatorname{Ker} x) y=\langle 1\rangle\}
$$

and $K(x)$ is a subsemigroup with unity $x$ of $\operatorname{End}(G)$ which is canonically isomorphic to $\operatorname{End}(\operatorname{Im} x)$. In this isomorphism element $y$ of $K(x)$ corresponds to its restriction on the subgroup $\operatorname{Im} x$ of $G$.

Lemma 5 ([11], Lemma 5) If $x \in I(G)$, then

$$
J(x)=\{y \in \operatorname{End}(G) \mid(\operatorname{Im} x) y=\langle 1\rangle,(\operatorname{Ker} x) y \subset \operatorname{Ker} x\} .
$$

Lemma 6 ([11], Lemma 6) If $x \in I(G)$, then

$$
H(x)=\{y \in \operatorname{End}(G) \mid(\operatorname{Im} x) y \subset \operatorname{Ker} x,(\operatorname{Ker} x) y=\langle 1\rangle\}
$$

Lemma 7 ([11], Lemma 7) If $x \in I(G)$, then

$$
P(x)=\left\{y \in \operatorname{End}(G)|y|_{\operatorname{Im} x}=1_{\operatorname{Im} x},(\text { Ker } x) y \subset \operatorname{Ker} x\right\}
$$

Lemma 8 ([11], Lemma 8) If $x \in I(G)$, then

$$
W(x)=\{y \in \operatorname{End}(G) \mid(\operatorname{Ker} x) y=\langle 1\rangle\}
$$

Lemma 9 ([11], Lemma 9) If $x, y \in \operatorname{End}(G)$ and $x y=y x$, then

$$
(\operatorname{Im} x) y \subset \operatorname{Im} x, \quad(\operatorname{Ker} x) y \subset \operatorname{Ker} x
$$

Lemma 10 ([36], Theorem 4.2) Each finite Abelian group is determined by its endomorphism semigroup in the class of all groups.

## 1 A characterization of two classes of 2-groups of order 32 by their endomorphism semigroups

There exist exactly 51 non-isomorphic groups of order 32 (see [12]). These groups (in [12]) are numbered by $1,2, \ldots, 51$. In this chapter we shall denote these groups by $G_{1}, G_{2}, \ldots, G_{51}$, respectively. The groups $G_{1}-G_{8}$ are Abelian and, therefore, are determined by their endomorphism semigroups in the class of all groups (Lemma 10). The groups $G_{9}-G_{51}$ are non-abelian. In this chapter it is proved that the groups of order 32, presentable in the forms $\left(C_{4} \times C_{4}\right) \lambda C_{2}$ or $\left(C_{8} \times C_{2}\right) \lambda C_{2}$, are determined by their endomorphism semigroups in the class of all groups.

### 1.1 The groups presentable in the form $\left(C_{4} \times C_{4}\right) \lambda C_{2}$

The results presented in this section have been published in [11].
Denote by $\mathcal{G}$ the set of all groups $G$ of order 32 such that $G$ can be presented in the form $G=\left(C_{4} \times C_{4}\right) \lambda C_{2}$. By [12],

$$
\mathcal{G}=\left\{G_{3}, G_{14}, G_{16}, G_{31}, G_{34}, G_{39}, G_{41}\right\}
$$

The group $G_{3}$ is Abelian, i.e. $G_{3}=\left(C_{4} \times C_{4}\right) \times C_{2}$. Therefore, it is determined by its endomorphism semigroup in the class of all groups (Lemma $10)$. The group $G_{14}$ splits into the direct product $G_{14}=C_{4} \times D_{4}$, where $D_{4}$ is the dihedral group of order 8 . The group $D_{4}$ is determined by its endomorphism semigroup in the class of all groups ([28], Corollary 3.7). On the other hand, if groups $A$ and $B$ are determined by their endomorphism semigroups in the class of all groups, so is their direct product $A \times B$ ([36], Theorem 1.13). Therefore, the group $G_{14}$ also is determined by its endomorphism semigroup in the class of all groups.

In this section, we shall describe all groups of the class $\mathcal{G}$, except $G_{3}$ and $G_{14}$, by their endomorphism semigroups (Theorems 1.1, 1.3 and 1.5). It follows from these descriptions that each group of the class $\mathcal{G}$ is determined by its endomorphism semigroup in the class of all groups (Theorems 1.2, 1.4 and 1.6).

Let us recall some properties of groups $G_{16}, G_{31}, G_{34}, G_{39}, G_{41}$. All these properties are presented in [12]. These groups are given by generators and defining relations as follows:

$$
\begin{gathered}
G_{16}=\left\langle a, b, c \mid a^{4}=b^{4}=c^{2}=1, a b=b a, c b=b c, c^{-1} a c=a b^{2}\right\rangle= \\
=(\langle a\rangle \times\langle b\rangle) \lambda\langle c\rangle=\left(C_{4} \times C_{4}\right) \lambda C_{2}
\end{gathered}
$$

$$
\begin{aligned}
& G_{31}=\left\langle a, b, c \mid a^{4}=b^{4}=c^{2}=1, a b=b a, c^{-1} a c=b\right\rangle= \\
& =(\langle a\rangle \times\langle b\rangle) \lambda\langle c\rangle=\left(C_{4} \times C_{4}\right) \lambda C_{2}, \\
& G_{34}=\left\langle a, b, c \mid a^{4}=b^{4}=c^{2}=1, a b=b a, c^{-1} a c=a^{-1}, c^{-1} b c=b^{-1}\right\rangle= \\
& =(\langle a\rangle \times\langle b\rangle) \lambda\langle c\rangle=\left(C_{4} \times C_{4}\right) \lambda C_{2}, \\
& G_{39}=\left\langle a, b, c \mid a^{4}=b^{4}=c^{2}=1, a b=b a, c^{-1} a c=a b^{2}, c^{-1} b c=b a^{2}\right\rangle= \\
& \quad=(\langle a\rangle \times\langle b\rangle) \lambda\langle c\rangle=\left(C_{4} \times C_{4}\right) \lambda C_{2}, \\
& G_{41}=\langle a, b, c| \\
& \left.\quad a^{4}=b^{4}=c^{2}=1, a b=b a, c^{-1} a c=a^{-1} b^{2}, c^{-1} b c=b a^{2}\right\rangle= \\
& =(\langle a\rangle \times\langle b\rangle) \lambda\langle c\rangle=\left(C_{4} \times C_{4}\right) \lambda C_{2} .
\end{aligned}
$$

The numbers of elements of given orders (i.e., order structure), the numbers of automorphisms and the derived groups for cited groups are presented in the following table.

| Group | Order |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | structure | Automorphisms | Derived group |  |  |
|  | 2 | 4 | 8 |  |  |
| $G_{16}$ | 7 | 24 |  | $2^{8}$ | $\left\langle b^{2}\right\rangle \cong C_{2}$ |
| $G_{31}$ | 7 | 16 | 8 | $2^{5}$ | $\left\langle a^{-1} b\right\rangle \cong C_{4}$ |
| $G_{34}$ | 19 | 12 |  | $2^{9} \cdot 3$ | $\left\langle a^{2}\right\rangle \times\left\langle b^{2}\right\rangle \cong C_{2} \times C_{2}$ |
| $G_{39}$ | 11 | 20 | $2^{8}$ | $\left\langle a^{2}\right\rangle \times\left\langle b^{2}\right\rangle \cong C_{2} \times C_{2}$ |  |
| $G_{41}$ | 7 | 24 | $2^{6} \cdot 3$ | $\left\langle a^{2}\right\rangle \times\left\langle b^{2}\right\rangle \cong C_{2} \times C_{2}$ |  |

Table 1. Order structure, the numbers of automorphisms and the derived groups for groups $G_{16}, G_{31}, G_{34}, G_{39}$ and $G_{41}$.

In the next three subsections we shall characterize the groups $G_{16}, G_{31}$, $G_{34}, G_{39}$ and $G_{41}$ by their endomorphism semigroups.

### 1.1.1 The group $G_{16}$

In this subsection, we shall characterize the group

$$
\begin{gathered}
G_{16}=\left\langle a, b, c \mid a^{4}=b^{4}=c^{2}=1, a b=b a, c b=b c, c^{-1} a c=a b^{2}\right\rangle= \\
=(\langle a\rangle \times\langle b\rangle) \lambda\langle c\rangle=\left(C_{4} \times C_{4}\right) \lambda C_{2}
\end{gathered}
$$

by its endomorphism semigroup. The derived group of $G_{16}$ is $G_{16}^{\prime}=\left\langle b^{2}\right\rangle$ and

$$
G_{16} / G_{16}^{\prime}=\left\langle a G_{16}^{\prime}\right\rangle \times\left\langle b G_{16}^{\prime}\right\rangle \times\left\langle c G_{16}^{\prime}\right\rangle \cong C_{4} \times C_{2} \times C_{2} .
$$

Therefore,

$$
G_{16}=\langle c, b\rangle \lambda\langle a\rangle=(\langle b\rangle \times\langle c\rangle) \lambda\langle a\rangle .
$$

Theorem 1.1 A finite group $G$ is isomorphic to $G_{16}$ if and only if $|\operatorname{Aut}(G)|=2^{8}$ and there exist $x, y \in I(G)$ such that the following properties hold:

$$
\begin{aligned}
& 1^{0} \quad K(x) \cong \operatorname{End}\left(C_{2}\right) ; \\
& 2^{0} \quad y \in I(G) \cap J(x) \text { and } K(y) \cong \operatorname{End}\left(C_{4}\right) \\
& 3^{0}|J(x) \cap J(y)|=2 ; \\
& 4^{0} \quad I(G) \cap J(x) \cap J(y)=\{0\} ; \\
& 5^{0}|\{z \in \operatorname{End}(G) \mid x z=z, z x=z y=0\}|=2 \\
& \left.6^{0}| | z z \in \operatorname{End}(G) \mid y z=z, z x=z y=0\right\} \mid=4 \\
& 7^{0} \quad z \in V(x) \cap\left(\cap_{u \in J_{1}(x)} V(u)\right) \Longrightarrow z^{2}=1 ; \\
& 8^{0} \cap \cap_{z \in T} K(z)=\{0\}, \text { where } T=\{z \in I(G) \mid y z=z, z y=y, z x=0\}
\end{aligned}
$$

Proof. Necessity. Let $G=G_{16}$. Then $|\operatorname{Aut}(G)|=2^{8}$. Denote by $x$ and $y$ the projections of $G$ onto its subgroups $\langle c\rangle$ and $\langle a\rangle$, respectively. Then $x, y \in I(G)$ and $x y=y x=0$, i.e., $y \in I(G) \cap J(x)$. We shall prove that $x$ and $y$ satisfy properties $1^{0}-8^{0}$.

Lemma 4 implies properties $1^{0}$ and $2^{0}$. Clearly, Ker $x \cap \operatorname{Ker} y=\langle b\rangle$. Hence by Lemma 5, each $z \in J(x) \cap J(y)$ maps on the generators of $G$ as follows

$$
\begin{equation*}
z: c \longmapsto 1, a \longmapsto 1, b \longmapsto b^{i} \tag{1.1}
\end{equation*}
$$

for some $i \in \mathbb{Z}_{4}$. Map (1.1) preserves the defining relations of $G$ and is an endomorphism of $G$ if and only if $i \equiv 0(\bmod 2)$. Hence $|J(x) \cap J(y)|=2$. The map (1.1), where $i \equiv 0(\bmod 2)$, is an idempotent of $\operatorname{End}(G)$ if and only if $i=0$. Therefore, $I(G) \cap J(x) \cap J(y)=\{0\}$. Properties $3^{0}$ and $4^{0}$ are proved.

Assume that $z \in\{z \in \operatorname{End}(G) \mid x z=z, z x=z y=0\}$. Then $a z=$ $b z=1, c z \in \operatorname{Ker} x \cap \operatorname{Ker} y=\langle b\rangle$, i.e., $c z=b^{i}$ for some $i \in \mathbb{Z}_{4}$. Since $c^{2}=1$, we have $i \equiv 0(\bmod 2)$. Each map $z$ for which $a z=b z=1$ and $c z=b^{i}, i \equiv 0$ $(\bmod 2)$, preserves the defining relations of $G$ and is an endomorphism of $G$ such that $z \in\{z \in \operatorname{End}(G) \mid x z=z, z x=z y=0\}$. There exist two endomorphisms of this type. Therefore, property $5^{0}$ holds.

An endomorphism $z$ of $G$ belongs into $\mathcal{A}=\{z \in \operatorname{End}(G) \mid y z=z, z x=$ $z y=0\}$ if and only if $(\operatorname{Ker} y) z=\langle 1\rangle, \operatorname{Im} z \subset \operatorname{Ker} x \cap \operatorname{Ker} y$. Hence

$$
\begin{equation*}
z: c \longmapsto 1, a \longmapsto b^{i}, b \longmapsto 1 \tag{1.2}
\end{equation*}
$$

for some $i \in \mathbb{Z}_{4}$. Map (1.2) preserves the defining relations of $G$ and is an endomorphism of $G$ for each $i \in \mathbb{Z}_{4}$. Therefore, $|\mathcal{A}|=4$ and property $6^{0}$ holds.

In order to prove property $7^{0}$, we find $V(x)$. If $z \in V(x)$, then, by Lemma 3,

$$
\begin{equation*}
z: \quad c \longmapsto c a^{s} b^{t}, a \longmapsto a^{p} b^{q}, b \longmapsto a^{m} b^{r} \tag{1.3}
\end{equation*}
$$

for some $s, t, p, q, m, r \in \mathbb{Z}_{4}$. It is easy to check that map (1.3) preserves the defining relations of $G$ and is an endomorphism of $G$ if and only if

$$
s \equiv t \equiv m \equiv 0(\bmod 2), \quad p \equiv r \quad(\bmod 2)
$$

Map (1.3) is an automorphism of $G$ and belongs to $V(x)$ if and only if

$$
\begin{equation*}
s \equiv t \equiv m \equiv 0 \quad(\bmod 2), \quad p \equiv r \equiv 1 \quad(\bmod 2) \tag{1.4}
\end{equation*}
$$

Let us find $J_{1}(x) \subset J(x)$. By Lemma $5, J(x)$ consists of endomorphisms $u$ of the form

$$
\begin{equation*}
u: c \longmapsto 1, a \longmapsto a^{i} b^{j}, b \longmapsto a^{k} b^{l} \tag{1.5}
\end{equation*}
$$

Map (1.5) preserves the defining relations of $G$ and belongs to $J(X)$ if and only if $k \equiv l \equiv 0(\bmod 2)$. Let us find now under which conditions such $u$ belongs to $J_{1}(x)$, i.e., there exist endomorphisms $v, w$ of $G$ such that $u=v w$ and $v x=v$. Clearly, $u=0 \in J_{1}(x)$ (choose $v=w=0$ ). The condition $v x=v$ is equivalent to the inclusion $\operatorname{Im} v \subset \operatorname{Im} x=\langle c\rangle$. It is easy to see that the case $c v=c$ is possible only if $u=0$. Therefore, we have to consider three endomorphisms of $G$ which are possible candidates for $v$ :

$$
\begin{array}{lll}
v_{1}: & c \longmapsto 1, a \longmapsto c, b \longmapsto c, \\
v_{2}: & c \longmapsto 1, a \longmapsto c, b \longmapsto 1, \\
v_{3}: & c \longmapsto 1, a \longmapsto 1, b \longmapsto c .
\end{array}
$$

In the case of $v_{1}$ we have

$$
a^{i} b^{j}=a u=a v_{1} w=c w, \quad a^{k} b^{l}=b u=b v_{1} w=c w
$$

which imply that $i=k, j=l$ and $k \equiv l \equiv 0(\bmod 2)$. In the case of $v_{2}$ we have

$$
a^{i} b^{j}=a u=a v_{2} w=c w, \quad a^{k} b^{l}=b u=b v_{2} w=1 w=1
$$

which imply that $k=l=0$ and $i \equiv j \equiv 0(\bmod 2)$. In the case of $v_{3}$ we have

$$
a^{i} b^{j}=a u=a v_{3} w=1 w=1, \quad a^{k} b^{l}=b u=b v_{3} w=c w
$$

which imply that $i=j=0$ and $k \equiv l \equiv 0(\bmod 2)$. Consequently, if $u \in J_{1}(x)$, then $u$ is an endomorphism of $G$ which has one of the following forms (all these forms include $u=0$ ):

$$
\begin{aligned}
& u_{1}: \quad c \longmapsto 1, a \longmapsto a^{2 f} b^{2 g}, b \longmapsto a^{2 f} b^{2 g}, \\
& u_{2} \quad: \quad c \longmapsto 1, a \longmapsto a^{2 f} b^{2 g}, b \longmapsto 1, \\
& u_{3} \quad: \quad c \longmapsto 1, a \longmapsto 1, b \longmapsto a^{2 f} b^{2 g},
\end{aligned}
$$

where $f, g \in \mathbb{Z}_{2}$. Conversely, each $u_{h}(h=1,2,3)$ belongs to $J_{1}(x)$, because $v_{h} x=v_{h}$ and $u_{h}=v_{h} w$, where

$$
w: c \longmapsto a^{2 f} b^{2 g}, a \longmapsto 1, b \longmapsto 1
$$

Choose $z \in V(x)$ such that $z \in \cap_{u \in J_{1}(x)} V(u)=\cap_{h \in\{1,2,3\}} V\left(u_{h}\right)$. Then $z$ is given by (1.3), where $s, t, p, q, r, m, r$ satisfy conditions (1.4), and $z u_{h}=$ $u_{h}$, i.e.,

$$
\begin{aligned}
a^{2 f} b^{2 g} & =a u_{1}=a z u_{1}=\left(a^{p} b^{q}\right) u_{1}=a^{2 f(p+q)} b^{2 g(p+q)} \\
1 & =a u_{3}=a z u_{3}=\left(a^{p} b^{q}\right) u_{1}=a^{2 f q} b^{2 g q}
\end{aligned}
$$

This implies $f q \equiv g q \equiv 0(\bmod 2)$ for each $f, g \in \mathbb{Z}_{2}$. Hence $q \equiv 0(\bmod 2)$ and

$$
\begin{aligned}
c z^{2} & =(c z) z=\left(c a^{s} b^{t}\right) z=c a^{s(1+p)+m t} b^{t(1+r)+q s}=c \\
a z^{2} & =(a z) z=\left(a^{p} b^{q}\right) z=\left(a^{p} b^{q}\right)^{p}\left(a^{m} b^{r}\right)^{q}=a^{p^{2}+m q} b^{q(p+r)}=a \\
b z^{2} & =(b z) z=\left(a^{m} b^{r}\right) z=\left(a^{p} b^{q}\right)^{m}\left(a^{m} b^{r}\right)^{r}=a^{m(p+r)} b^{r^{2}+m q}=b
\end{aligned}
$$

i.e., $z^{2}=1$. Therefore, property $7^{0}$ holds.

To prove property $8^{0}$, we find first the set $T$. Choose $z \in T$. Then

$$
c z=c(y z)=1, b z=b(y z)=1, a z \in \operatorname{Ker} x=\langle a\rangle \times\langle b\rangle
$$

and $a z=a^{i} b^{j}$ for some $i, j \in \mathbb{Z}_{4}$. Since $z y=y$, we have

$$
\begin{gather*}
a=a y=a(z y)=\left(a^{i} b^{j}\right) y=a^{i}, \quad i=1, \\
z: \quad c \longmapsto 1, a \longmapsto a b^{j}, \quad b \longmapsto 1 . \tag{1.6}
\end{gather*}
$$

Conversely, map (1.6) preserves the defining relations of $G$ and is an endomorphism of $G$ which satisfies equalities $z^{2}=z, y z=z, z y=y$ and $z x=0$. Therefore, the set $T$ consists of maps (1.6), where $j \in \mathbb{Z}_{4}$. Denote map (1.6) by $z_{j}$. Then $T=\left\{z_{j} \mid j \in \mathbb{Z}_{4}\right\}$ and

$$
\operatorname{Ker} z_{j}=\langle b, c\rangle, \operatorname{Im} z_{j}=\left\langle a b^{j}\right\rangle \cong C_{4} .
$$

By Lemma $4, K\left(z_{j}\right)$ consists of the following maps:

$$
z_{j i}: \quad c \longmapsto 1, b \longmapsto 1, a \longmapsto\left(a b^{j}\right)^{i}=a^{i} b^{i j}
$$

where $i \in \mathbb{Z}_{4}$. So

$$
\cap_{z \in T} K(z)=\cap_{j \in \mathbb{Z}_{4}} K\left(z_{j}\right)=\{0\} .
$$

Property $8^{0}$ is proved. The necessity is proved.
Sufficiency. Let $G$ be a finite group, $|\operatorname{Aut}(G)|=2^{8}$, and let there exist $x, y \in I(G)$ which satisfy properties $1^{0}-8^{0}$. Our aim is to prove that $G \cong G_{16}$.

By Lemmas 1 and 4,

$$
G=\operatorname{Ker} x \lambda \operatorname{Im} x, \quad K(x) \cong \operatorname{End}(\operatorname{Im} x)
$$

As each finite Abelian group is determined by its endomorphism semigroup in the class of all groups, property $1^{0}$ implies $\operatorname{Im} x \cong C_{2}$, i.e., $\operatorname{Im} x=\langle c\rangle$ for some element $c$ of order 2. Similarly, by property $2^{0}, G=\operatorname{Ker} y \lambda \operatorname{Im} y$ and $\operatorname{Im} y=\langle a\rangle$ for some element $a$ of order 4. In view of Lemmas 1 and 9, we have

$$
G=(M \lambda\langle a\rangle) \lambda\langle c\rangle, \quad(M \lambda\langle c\rangle) \lambda\langle a\rangle,
$$

where

$$
M=\operatorname{Ker} x \cap \operatorname{Ker} y, \operatorname{Im} x=\langle c\rangle, \operatorname{Im} y=\langle a\rangle,
$$

$$
\text { Ker } x=M \lambda\langle a\rangle, \text { Ker } y=M \lambda\langle c\rangle
$$

Therefore, $G / M=\langle a M\rangle \times\langle c M\rangle$ and

$$
\begin{equation*}
G^{\prime} \subset M \tag{1.7}
\end{equation*}
$$

Since $\operatorname{Aut}(G)$ is a 2-group, the group of inner automorphisms $\widehat{G} \cong$ $G / Z(G)$ is also a 2 -group and hence all $2^{\prime}$-elements of $G$ belong into its center $Z(G)$. Therefore, the group $G$ splits into the direct product $G=$ $G_{2^{\prime}} \times G_{2}$ of its Hall $2^{\prime}$-subgroup $G_{2^{\prime}}$ and Sylow 2 -subgroup $G_{2}$. Denote by $z$ the projection of $G$ onto its subgroup $G_{2^{\prime}}$. Then $z \in I(G) \cap J(x) \cap J(y)$ and, by $4^{0}, z=0$. Hence $G$ is 2 -group.

Choose $z \in \operatorname{End}(G)$, such that $x z=z, z x=z y=0$. Then $(c z)^{2}=1$ and

Ker $x \xrightarrow{z}\langle 1\rangle, \operatorname{Im} x=\langle c\rangle \xrightarrow{z}\langle c z\rangle \in \operatorname{Ker} x \cap \operatorname{Ker} y=M$.
Conversely, if $d \in M$ such that $d^{2}=1$, then we can define the endomorphism $z$ of $G$ by setting

$$
\text { Ker } x \xrightarrow{z}\langle 1\rangle, \operatorname{Im} x=\langle c\rangle \xrightarrow{z}\langle d\rangle, c z=d .
$$

This endomorphism satisfies equalities $x z=z, z x=z y=0$. Together with property $5^{0}$ it follows that the subgroup $M$ of $G$ has only one element of order two. By [38], Theorem 5.46, $M$ is cyclic or generalized quaternion group. Similarly, by property $6^{0}, M$ has 4 elements $d$ such that $d^{4}=1$. Since the number of elements $d, d^{4}=1$, is greater than 4 in each generalized quaternion group, the subgroup $M$ is cyclic of order $2^{n}, n \geqslant 2$ :

$$
\begin{equation*}
M=\langle b\rangle \cong C_{2^{n}}, \quad n \geqslant 2 \tag{1.8}
\end{equation*}
$$

for some $b \in M$.

Choose $u \in J_{1}(x)$. By definition of $J_{1}(x)$, there exist $v, w \in \operatorname{End}(G)$ such that $v x=v, v w=u$. Hence by Lemma 1,

$$
\operatorname{Im} v \subset \operatorname{Im} x=\langle c\rangle, \quad \operatorname{Im} u=\operatorname{Im}(v w) \subset\langle c w\rangle
$$

and $\operatorname{Im} u$ is a cyclic group. Since $\operatorname{Im} x$ is also cyclic, then, due to Lemma $2, \widehat{g} \in V(x) \cap\left(\cap_{u \in J_{1}(x)} V(u)\right)$ for each $g \in G$. Property $7^{0}$ implies that

$$
g^{2} \in Z(G) \text { for each } g \in G
$$

Therefore, the factor-group $G / Z(G)$ is Abelian, $G^{\prime} \subset Z(G)$ and

$$
\begin{equation*}
g^{2}=1 \text { for each } g \in G^{\prime} \tag{1.9}
\end{equation*}
$$

Clearly, $G^{\prime} \neq\langle 1\rangle$, because otherwise $G=M \times\langle a\rangle \times\langle c\rangle$ and the projection $z$ of $G$ onto its subgroup $M$ is non-zero element which belongs to $I(G) \cap J(x) \cap J(y)$. This contradicts $4^{0}$. Therefore, by (1.7)-(1.9),

$$
G^{\prime}=\left\langle b^{2^{n-1}}\right\rangle
$$

and the factor-group $G / G^{\prime}$ splits as follows:

$$
G / G^{\prime}=\left\langle c G^{\prime}\right\rangle \times\left\langle a G^{\prime}\right\rangle \times\left\langle b G^{\prime}\right\rangle \cong C_{2} \times C_{4} \times C_{2^{n-1}}
$$

Let us consider the homomorphisms

$$
G \xrightarrow{\varepsilon} G / G^{\prime} \xrightarrow{\pi}\left\langle b G^{\prime}\right\rangle \xrightarrow{\alpha_{i}}\langle b\rangle,
$$

where $\varepsilon$ is the natural homomorphism and $\pi$ is the projection and $\left(b G^{\prime}\right) \alpha_{i}=$ $b^{2 i}, i \in \mathbb{Z}_{2^{n-1}}$. The product $\varepsilon \pi \alpha_{i}$ is an endomorphism of $G$. The number of such endomorphisms is $2^{n-1}$ and each such endomorphism belongs to $J(x) \cap J(y)$. Property $3^{0}$ implies that $n=2$, i.e., $b^{4}=1, G^{\prime}=\left\langle b^{2}\right\rangle \cong C_{2}$ and $G$ is a group of order 32 .

Assume that $a b \neq b a$. Then

$$
\begin{aligned}
a^{-1} b^{-1} a b & =b^{2}, a^{-1} b^{-1} a=b, a^{-1} b a=b^{-1} \\
a b^{i} \cdot a b^{i} & =a^{2} \cdot a^{-1} b^{i} a \cdot b^{i}=a^{2} \quad\left(i \in \mathbb{Z}_{4}\right)
\end{aligned}
$$

The set $T$ consist of $z \in I(G)$ such that $y z=z, z y=y$ and $z x=0$. Hence

$$
\begin{gathered}
\text { Ker } z=\operatorname{Ker} y=\langle b, c\rangle, \operatorname{Im} z \cong \operatorname{Im} y=\langle a\rangle, \\
\operatorname{Im} z \subset \operatorname{Ker} x=\langle b, a\rangle=\langle b\rangle \lambda\langle a\rangle .
\end{gathered}
$$

By Lemma 1, $\operatorname{Im} z \cap \operatorname{Ker} z=\langle 1\rangle$. Therefore, $\operatorname{Im} z=\left\langle a b^{i}\right\rangle$ for some $i \in \mathbb{Z}_{4}$ and

$$
G=\operatorname{Ker} z \lambda \operatorname{Im} z=\langle b, c\rangle \lambda\left\langle a b^{i}\right\rangle
$$

$$
\begin{equation*}
b z=c z=1, a z=\left(a b^{i}\right) z=a b^{i} \tag{1.10}
\end{equation*}
$$

Conversely, if $z: G \longrightarrow G$ is given by (1.10), where $i \in \mathbb{Z}_{4}$, then $z \in$ $I(G), y z=z, z y=y$ and $z x=0$, i.e., $z \in T$. If now $z$ is an arbitrary element of $T$ and $z$ is given by (1.10), then the endomorphism $u$ of $G$, where

$$
b u=c u=1, a u=a^{2}
$$

satisfies the equalities $u z=z u=u$, i.e., $u \in K(z)$. This means that $u \in \cap_{z \in T} K(z)$. This contradicts property $8^{0}$. Consequently,

$$
a b=b a .
$$

Let us consider now the commutators $[a, c]$ and $[b, c]$. Since $G^{\prime}=\left\langle b^{2}\right\rangle$, we have $a^{-1} c^{-1} a c \in\left\langle b^{2}\right\rangle, b^{-1} c^{-1} b c \in\left\langle b^{2}\right\rangle$, i.e.,

$$
c^{-1} a c=a b^{2 s}, \quad c^{-1} b c=b^{ \pm 1}
$$

for some $s \in \mathbb{Z}_{2}$. Hence four cases are possible:

$$
\begin{array}{ll}
\text { I } & c^{-1} a c=a, \quad c^{-1} b c=b \\
\text { II } & c^{-1} a c=a, \quad c^{-1} b c=b^{-1} \\
\text { III } & c^{-1} a c=a b^{2}, \quad c^{-1} b c=b ; \\
\text { IV } & c^{-1} a c=a b^{2}, \quad c^{-1} b c=b^{-1}
\end{array}
$$

In the cases I, II and III we have $G \cong G_{3}, G \cong G_{14}$ and $G \cong G_{16}$, respectively. Let us now consider case IV. Then

$$
c^{-1} b c=b^{-1}, \quad c^{-1}(a b) c=a b^{2} b^{-1}=a b
$$

Replacing $a$ by $a b$, we see that $G \cong G_{14}$. Since

$$
\left|\operatorname{Aut}\left(G_{3}\right)\right|=2^{9} \cdot 3,\left|\operatorname{Aut}\left(G_{14}\right)\right|=2^{7}
$$

and $|\operatorname{Aut}(G)|=2^{8}$, we have $G \cong G_{16}$. The sufficiency is proved and so is Theorem 1.1.

Theorem 1.2 The group $G_{16}$ is determined by its endomorphism semigroup in the class of all groups.

Proof. Let $G^{*}$ be a group such that the endomorphism semigroups of $G^{*}$ and $G_{16}$ are isomorphic:

$$
\begin{equation*}
\operatorname{End}\left(G^{*}\right) \cong \operatorname{End}\left(G_{16}\right) \tag{1.11}
\end{equation*}
$$

Denote by $z^{*}$ the image of $z \in \operatorname{End}\left(G_{16}\right)$ in isomorphism (1.11). Since $\operatorname{End}\left(G^{*}\right)$ is finite, so is $G^{*}\left([2]\right.$, Theorem 2). By Theorem 1.1, $\left|\operatorname{Aut}\left(G_{16}\right)\right|=$ $2^{8}$ and there exist $x, y \in I(G)$ satisfying properties $1^{0}-8^{0}$ of Theorem
1.1. These properties are formulated so that they are preserved in isomorphism (1.11). Therefore, $\left|\operatorname{Aut}\left(G^{*}\right)\right|=2^{8}$ and the idempotents $x^{*}$ and $y^{*}$ of $\operatorname{End}\left(G^{*}\right)$ satisfy properties, similar to properties $1^{0}-8^{0}$ (it is necessary to change everywhere $z \in \operatorname{End}\left(G_{16}\right)$ by $\left.z^{*} \in \operatorname{End}\left(G^{*}\right)\right)$. Using now Theorem 1.1 for $G^{*}$, it follows that $G^{*}$ and $G_{16}$ are isomorphic. Theorem 1.2 is proved.

### 1.1.2 The group $G_{31}$

In this subsection we characterize the group

$$
\begin{gathered}
G_{31}=\left\langle a, b, c \mid a^{4}=b^{4}=c^{2}=1, a b=b a, c^{-1} a c=b\right\rangle= \\
=(\langle a\rangle \times\langle b\rangle) \lambda\langle c\rangle=\left(C_{4} \times C_{4}\right) \lambda C_{2}
\end{gathered}
$$

by its endomorphism semigroup. Denote $d=a^{-1} b$. Then $c^{-1} d c=d^{-1}$, $c^{-1} a c=b=a d$ and, replacing the letter $d$ by $b$, we get

$$
\begin{gathered}
G_{31}=\left\langle a, b, c \mid a^{4}=b^{4}=c^{2}=1, a b=b a, c^{-1} b c=b^{-1}, c^{-1} a c=a b\right\rangle= \\
=(\langle a\rangle \times\langle b\rangle) \lambda\langle c\rangle=\left(C_{4} \times C_{4}\right) \lambda C_{2}= \\
=(\langle b\rangle \lambda\langle c\rangle) \lambda\langle a\rangle=\left(C_{4} \lambda C_{2}\right) \lambda C_{4} .
\end{gathered}
$$

The derived group of $G_{31}$ is $G_{31}^{\prime}=\langle b\rangle \cong C_{4}$ and

$$
G_{31} / G_{31}^{\prime}=\left\langle a G_{16}^{\prime}\right\rangle \times\left\langle c G_{16}^{\prime}\right\rangle \cong C_{4} \times C_{2}
$$

Theorem 1.3 A finite group $G$ is isomorphic to $G_{31}$ if and only if $|\operatorname{Aut}(G)|=2^{5}$ and there exist $x, y \in I(G)$ such that the following properties hold:

$$
\begin{array}{ll}
1^{0} & K(x) \cong \operatorname{End}\left(C_{2}\right) ; \\
2^{0} & y \in I(G) \cap J(x) \text { and } K(y) \cong \operatorname{End}\left(C_{4}\right) \\
3^{0} & J(x) \cap J(y)=\{0\} ; \\
4^{0} & |\{z \in \operatorname{End}(G) \mid x z=z, z x=z y=0\}|=2 ; \\
5^{0} & |\{z \in \operatorname{End}(G) \mid y z=z, z x=z y=0\}|=4 ; \\
6^{0} & |T|=4, \text { where } T=\{z \in I(G) \mid y z=z, z y=y, z x=0\} ; \\
7^{0} & \cap z \in T \\
& K(z)=\{0\} .
\end{array}
$$

Proof. Necessity. Let $G=G_{31}$. Then $|\operatorname{Aut}(G)|=2^{5}$. Denote by $x$ and $y$ the projections of $G$ onto its subgroups $\langle c\rangle$ and $\langle a\rangle$, respectively. Then $x, y \in I(G)$ and $x y=y x=0$, i.e., $y \in I(G) \cap J(x)$. We shall prove that $x$ and $y$ satisfy properties $1^{0}-7^{0}$. Lemma 4 implies properties $1^{0}$ and $2^{0}$. Clearly, Ker $x \cap$ Ker $y=\langle b\rangle$. Hence by Lemma 5, each $z \in J(x) \cap J(y)$ maps on the generators of $G$ as follows

$$
\begin{equation*}
z: a \longmapsto 1, c \longmapsto 1, b \longmapsto b^{i} \tag{1.12}
\end{equation*}
$$

for some $i \in \mathbb{Z}_{4}$. Map (1.12) preserves the defining relations of $G$ and is an endomorphism of $G$ if and only if $i=0$. Hence $z=0$, i.e., $J(x) \cap J(y)=\{0\}$ and property $3^{0}$ holds. The proofs of properties $4^{0}-7^{0}$ repeat exactly the proofs of properties $5^{0}-8^{0}$ in Theorem 1.1. The necessity is proved.

Sufficiency. Let $G$ be a finite group, $|\operatorname{Aut}(G)|=2^{5}$ and there exist $x, y \in I(G)$ which satisfy properties $1^{0}-7^{0}$. Our aim is to prove that $G \cong G_{31}$.

By Lemmas 1 and 4,

$$
G=\operatorname{Ker} x \lambda \operatorname{Im} x, \quad K(x) \cong \operatorname{End}(\operatorname{Im} x)
$$

As each finite Abelian group is determined by its endomorphism semigroup in the class of all groups, property $1^{0}$ implies $\operatorname{Im} x \cong C_{2}$, i.e. $\operatorname{Im} x=\langle c\rangle$ for some element $c$ of order 2 . Similarly, by property $2^{0}, G=\operatorname{Ker} y \lambda \operatorname{Im} y$ and $\operatorname{Im} y=\langle a\rangle$ for some element $a$ of order 4. In view of Lemmas 1 and 9, we have

$$
G=(M \lambda\langle a\rangle) \lambda\langle c\rangle=(M \lambda\langle c\rangle) \lambda\langle a\rangle,
$$

where

$$
M=\operatorname{Ker} x \cap \operatorname{Ker} y, \operatorname{Im} x=\langle c\rangle, \operatorname{Im} y=\langle a\rangle
$$

$$
\text { Ker } x=M \lambda\langle a\rangle, \text { Ker } y=M \lambda\langle c\rangle .
$$

Therefore, $G / M=\langle a M\rangle \times\langle c M\rangle$ and $G^{\prime} \subset M$.
Since $\operatorname{Aut}(G)$ is 2-group, then the group of inner automorphisms $\widehat{G} \cong$ $G / Z(G)$ is also 2-group. Hence all $2^{\prime}$-elements of $G$ belong to its center $Z(G)$. Therefore, the group $G$ splits into the direct product $G=G_{2^{\prime}} \times G_{2}$ of its Hall $2^{\prime}$-subgroup $G_{2^{\prime}}$ and Sylow 2 -subgroup $G_{2}$. Denote by $z$ the projection of $G$ onto its subgroup $G_{2^{\prime}}$. Then $z \in J(x) \cap J(y)$ and, by $3^{0}$, $z=0$. Hence $G$ is 2 -group.

Similarly to the proof of Theorem 1.1, properties $4^{0}$ and $5^{0}$ imply that

$$
M=\langle b\rangle \cong C_{2^{n}}, \quad n \geqslant 2
$$

for some $b \in M$. Assume that $M \neq G^{\prime}$. Then

$$
G / G^{\prime}=\left\langle b G^{\prime}\right\rangle \times\left\langle a G^{\prime}\right\rangle \times\left\langle c G^{\prime}\right\rangle, \quad\left\langle b G^{\prime}\right\rangle \not \equiv\langle 1\rangle
$$

and we can find a non-zero element $z \in J(x) \cap J(y)$ :

$$
G^{\prime} z=\langle 1\rangle, \quad a z=c z=1, \quad b z=b^{2^{n-1}}
$$

This contradicts property $3^{0}$. Therefore,

$$
\begin{equation*}
M=G^{\prime}=\langle b\rangle \cong C_{2^{n}}, \quad n \geqslant 2, \quad G / G^{\prime}=\left\langle a G^{\prime}\right\rangle \times\left\langle c G^{\prime}\right\rangle \tag{1.13}
\end{equation*}
$$

Next we shall show that $n=2$. In view of (1.13), $c^{-1} b c=b^{t}$ and $a^{-1} b a=b^{s}$ for some $t, s \equiv 1(\bmod 2)$. Hence $[b, c]=b^{t-1} \in\left\langle b^{2}\right\rangle$ and $[b, a]=b^{s-1} \in\left\langle b^{2}\right\rangle$. Since $G^{\prime}=\langle b\rangle$,

$$
a^{-1} c^{-1} a c=[a, c]=b^{i}
$$

for some $i \equiv 1(\bmod 2)$. As $\langle b\rangle=\left\langle b^{i}\right\rangle$, we can assume that $i=1$, i.e.,

$$
c^{-1} a c=a b
$$

The element $a$ is an element of order 4. Therefore, $a b$ is also an element of order 4 and

$$
\begin{gather*}
a b \cdot a b=a^{2} \cdot a^{-1} b a \cdot b=a^{2} b^{s+1} \\
1=(a b)^{4}=a^{2} b^{s+1} \cdot a^{2} b^{s+1}=a^{-2} b^{s+1} a^{2} \cdot b^{s+1}= \\
=a^{-1} b^{s(s+1)} a \cdot b^{s+1}=b^{s^{2}(s+1)+(s+1)}=b^{(s+1)\left(s^{2}+1\right)} \tag{1.14}
\end{gather*}
$$

Choose an arbitrary $k \in \mathbb{Z}_{2^{n}}$. By (1.14), we have

$$
\begin{gathered}
a b^{k} \cdot a b^{k}=a^{2} \cdot a^{-1} b^{k} a \cdot b^{k}=a^{2} b^{k(s+1)} \\
\left(a b^{k}\right)^{4}=a^{2} b^{k(s+1)} \cdot a^{2} b^{k(s+1)}=a^{-2} b^{k(s+1)} a^{2} \cdot b^{k(s+1)}= \\
=b^{k\left(s^{2}+1\right)(s+1)}=1
\end{gathered}
$$

It means that the group $G$ splits into the semidirect product

$$
G=\langle b, c\rangle \lambda\left\langle a b^{k}\right\rangle
$$

for each $k \in \mathbb{Z}_{2^{n}}$. Denote by $z_{k}$ the projection of $G$ onto its subgroup $\left\langle a b^{k}\right\rangle \cong C_{4}$. Then $z_{k} \in I(G), y z_{k}=z_{k}, z_{k} y=y, z_{k} x=0$, i.e., $z_{k} \in T$ and $|T| \geqslant 2^{n}$. Property $6^{0}$ implies that $n=2$ and

$$
T=\left\{z_{k} \mid k \in \mathbb{Z}_{4}\right\}, \quad G^{\prime}=\langle b\rangle=C_{4}
$$

Assume that $a b \neq b a$. Then

$$
a^{-1} b a=b^{-1}, \quad a b^{k} \cdot a b^{k}=a^{2} \cdot a^{-1} b^{k} a \cdot b^{k}=a^{2}
$$

and the endomorphism $u$ of $G$, defined by

$$
b u=c u=1, \quad a u=\left(a b^{k}\right) u=a^{2}=\left(a b^{k}\right)^{2}
$$

is non-zero and satisfies equalities $u z_{k}=z_{k} u=u$, i.e., $u \in K\left(z_{k}\right)$. Hence $u \in \cap_{z \in T} K(z)$. This contradicts property $7^{0}$. Hence $a b=b a$.

Since $c^{-1} b c=b^{t}$ for some $t \equiv 1(\bmod 2)$, then

$$
c^{-1} b c=b^{-1} \quad \text { or } \quad c^{-1} b c=b
$$

If $c^{-1} b c=b$, then

$$
a=c^{-2} a c^{2}=c^{-1}\left(c^{-1} a c\right) c=c^{-1} a b c=c^{-1} a c \cdot b=a b^{2},
$$

i.e., $b^{2}=1$. This contradicts the fact that the order of $b$ is 4. Therefore, $c^{-1} b c=b^{-1}$ and $G=(\langle b\rangle \times\langle a\rangle) \lambda\langle c\rangle$, where

$$
a^{4}=b^{4}=c^{2}=1, a b=b a, c^{-1} b c=b^{-1}, c^{-1} a c=a b
$$

This implies that $G \cong G_{31}$. The sufficiency is proved. Theorem 1.3 is proved.

Theorem 1.4 The group $G_{31}$ is determined by its endomorphism semigroup in the class of all groups.

The proof of Theorem 1.4 is similar to the proof of Theorem 1.2.

### 1.1.3 The groups $G_{34}, G_{39}, G_{41}$

In this subsection, we characterize the groups

$$
\begin{gathered}
G_{34}=\left\langle a, b, c \mid a^{4}=b^{4}=c^{2}=1, a b=b a, c^{-1} a c=a^{-1}, c^{-1} b c=b^{-1}\right\rangle= \\
=(\langle a\rangle \times\langle b\rangle) \lambda\langle c\rangle=\left(C_{4} \times C_{4}\right) \lambda C_{2}, \\
G_{39}=\left\langle a, b, c \mid a^{4}=b^{4}=c^{2}=1, a b=b a, c^{-1} a c=a b^{2}, c^{-1} b c=b a^{2}\right\rangle= \\
=(\langle a\rangle \times\langle b\rangle) \lambda\langle c\rangle=\left(C_{4} \times C_{4}\right) \lambda C_{2}, \\
G_{41}=\left\langle a, b, c \mid a^{4}=b^{4}=c^{2}=1, a b=b a, c^{-1} a c=a^{-1} b^{2}, c^{-1} b c=b a^{2}\right\rangle= \\
=(\langle a\rangle \times\langle b\rangle) \lambda\langle c\rangle=\left(C_{4} \times C_{4}\right) \lambda C_{2}
\end{gathered}
$$

by their endomorphism semigroups.
Theorem 1.5 $A$ finite group $G$ is isomorphic to a group from the class $\left\{G_{34}, G_{39}, G_{41}\right\}$ if and only if $|\operatorname{Aut}(G)| \in\left\{2^{6} \cdot 3,2^{8}, 2^{9} \cdot 3\right\}$ and there exists $x \in I(G)$ such that the following properties hold:
$1^{0} \quad K(x) \cong \operatorname{End}\left(C_{2}\right) ;$
$2^{0}|H(x)|=4$;
$3^{0} z^{2}=0$ for each $z \in J(x)$;
$4^{0}\left|J_{1}(x)\right|=10$;
$5^{0}$ there exists $y \in J_{1}(x)$ such that $V(x) \cap V(y)$ is a 2-group;
$6^{0} \quad z \in V(x) \cap\left(\cap_{y \in J_{1}(x)} V(y)\right) \Longrightarrow z^{2}=1$;
$7^{0} \quad|P(x)| \neq 48$;
$8^{0} \quad|W(x)| \in\{8,12,20\}$.
Moreover,

1) if $|\operatorname{Aut}(G)|=2^{9} \cdot 3$, then $G \cong G_{34}$,
2) if $|\operatorname{Aut}(G)|=2^{8}$, then $G \cong G_{39}$,
3) if $|\operatorname{Aut}(G)|=2^{6} \cdot 3$, then $G \cong G_{41}$.

Proof. Necessity. Assume that $G \in\left\{G_{34}, G_{39}, G_{41}\right\}$. In the Table 1 (see the beginning of section 1.1) it was said that $|\operatorname{Aut}(G)| \in\left\{2^{6} \cdot 3,2^{8}, 2^{9} \cdot 3\right\}$. Denote by $x$ the projection of $G$ onto its subgroup $\langle c\rangle$ of order two (see the equalities given in the beginning of this subsection). Then

$$
\text { Ker } x=\langle a, b\rangle=\langle a\rangle \times\langle b\rangle \cong C_{4} \times C_{4}, \quad \operatorname{Im} x=\langle c\rangle
$$

Prove that properties $1^{0}-8^{0}$ are satisfied for $x$.
Lemma 4 implies property $1^{0}$.
By Lemma $6, H(x)$ consists of endomorphisms $y$ of $G$ such that $(\operatorname{Im} x) y \subset$ Ker $x$ and $(\operatorname{Ker} x) y=\langle 1\rangle$, i.e., $a y=b y=1, c y \in\langle a\rangle \times\langle b\rangle$. As $\langle c\rangle \cong C_{2}$, there are exactly 4 endomorphisms $y$ and property $2^{0}$ holds.

Choose $y \in J(x)$. By Lemma 5,

$$
\begin{equation*}
c y=1, \quad a y=a^{i} b^{j}, \quad b y=a^{k} b^{l} \tag{1.15}
\end{equation*}
$$

for some $i, j, k, l \in \mathbb{Z}_{4}$. Since $y$ is an endomorphism of $G$, it preserves the defining relations of $G$. Map (1.15) preserves the defining relations of $G$ if and only if

$$
\begin{equation*}
i \equiv j \equiv k \equiv l \equiv 0 \quad(\bmod 2) \tag{1.16}
\end{equation*}
$$

Let us find $y^{2}$ :

$$
\begin{gathered}
c y^{2}=1, a y^{2}=(a y) y=\left(a^{i} b^{j}\right) y=(a y)^{i}(b y)^{j}=a^{i^{2}+k j} b^{i j+l j}=1 \\
b y^{2}=(b y) y=\left(a^{k} b^{l}\right) y=(a y)^{k}(b y)^{l}=a^{i k+l k} b^{j k+l^{2}}=1
\end{gathered}
$$

i.e., $y^{2}=0$ and property $3^{0}$ holds.

By definition, $J_{1}(x)$ consists of $y \in J(x)$ such that $v x=v$ and $v w=y$ for some $v, w \in \operatorname{End}(G)$. Each such $y$ is given by (1.15) and (1.16). Due to Lemma $1, \operatorname{Im} v \subset \operatorname{Im} x=\langle c\rangle \cong C_{2}$, i.e., $\operatorname{Im} y=\operatorname{Im}(v w) \subset\langle c w\rangle$ and

$$
\begin{equation*}
\operatorname{Im} y=\langle 1\rangle \quad \text { or } \quad \operatorname{Im} y \cong C_{2} \tag{1.17}
\end{equation*}
$$

Clearly, each $y \in J(x)$ which satisfies (1.17) belongs to $J_{1}(x)$. Map (1.15), where conditions (1.16) hold, satisfies conditions (1.17) if and only if

$$
a y=1,\langle b y\rangle \cong C_{2} \text { or } \quad\langle a y\rangle \cong C_{2}, b y=1 \text { or } a y=b y
$$

The number of such maps is $3+3+4=10$, i.e., property $4^{0}$ holds.
Let us prove property $5^{0}$. Consider the following element $y$ of $J_{1}(x)$ :

$$
c y=b y=1, a y=a^{2} .
$$

If $G=G_{39}$, then $\operatorname{Aut}(G)$ is a 2-group, and property $5^{0}$ holds. Therefore, assume that $G=G_{34}$ or $G=G_{41}$ and find $V(x) \cap V(y)$. Choose $z \in V(x)$. By Lemma 3, $z$ maps on generators of $G$ as follows

$$
\begin{equation*}
c z=c a^{i} b^{j}, a z=a^{k} b^{l}, b z=a^{m} b^{n} \tag{1.18}
\end{equation*}
$$

for some $i, j, k, l, m, n \in \mathbb{Z}_{4}$. If $G=G_{34}$, then map (1.18) preserves the generating relations of $G$ and is an endomorphism for each values of parameters, but it is an automorphism, and therefore, an element of $V(x)$ if and only if

$$
\begin{equation*}
k n-m l \equiv 1(\bmod 2) \tag{1.19}
\end{equation*}
$$

This $z$ belongs to $V(y)$ if and only if $z y=y$, i.e.,

$$
c(z y)=a^{2 i}=c y=1, a(z y)=a^{2 k}=a y=a^{2}, b(z y)=a^{2 m}=b y=1
$$

or, equivalently,

$$
\begin{equation*}
i \equiv m \equiv 0 \quad(\bmod 2), k \equiv 1 \quad(\bmod 2) \tag{1.20}
\end{equation*}
$$

There exist $2^{8}$ different values of $i, j, k, l, m, n$ which satisfy conditions (1.19) and (1.20). Hence, if $G=G_{34}$, then $|V(x) \cap V(y)|=2^{8}$ and in this case property $5^{0}$ holds. If $G=G_{41}$, then map (1.18) preserves the generating relations of $G$ and it is an endomorphism if and only if

$$
\begin{equation*}
i \equiv j \equiv 0(\bmod 2), l \equiv m(\bmod 2), n \equiv l+k(\bmod 2) \tag{1.21}
\end{equation*}
$$

Endomorphism $z$ is an automorphism and belongs to $V(x) \cap V(y)$ if and only if conditions (1.19) and (1.20) hold. There exist $2^{6}$ different values of $i, j, k, l, m, n$ which satisfy conditions (1.19)-(1.21). Hence, if $G=G_{41}$, then $|V(x) \cap V(y)|=2^{6}$ and the property $5^{0}$ holds. Property $5^{0}$ is proved.

Let us prove now property $6^{0}$. Choose the following elements $u$ and $v$ from $J_{1}(x)$ :

$$
\begin{aligned}
& u: c \longmapsto 1, a \longmapsto a^{2}, b \longmapsto 1 \\
& v: \quad c \longmapsto 1, a \longmapsto 1, b \longmapsto b^{2}
\end{aligned}
$$

Assume that $z \in V(x) \cap\left(\cap_{y \in J_{1}(x)} V(y)\right)$. Then $z$ is given by (1.18) for some $i, j, k, l, m, n \in \mathbb{Z}_{4}$ and

$$
\begin{aligned}
& c(z u)=a^{2 i}=c u=1, c(z v)=b^{2 j}=c v=1, a(z u)=a^{2 k}=a u=a^{2} \\
& b(z u)=a^{2 m}=b u=1, a(z v)=b^{2 l}=a v=1, b(z v)=b^{2 n}=b v=b^{2}
\end{aligned}
$$

i.e.,

$$
\begin{equation*}
i \equiv j \equiv m \equiv l \equiv 0(\bmod 2), k \equiv n \equiv 1 \quad(\bmod 2) \tag{1.22}
\end{equation*}
$$

It is easy to check that under conditions (1.22) we have $z^{2}=1$. Property $6^{0}$ is proved.

In order to prove property $7^{0}$, we find elements of $P(x)$ for each three cases. By Lemma $7, P(x)$ consists of maps $y$ for which

$$
\begin{equation*}
y: \quad c \longmapsto c, a \longmapsto a^{i} b^{j}, b \longmapsto a^{k} b^{l} \tag{1.23}
\end{equation*}
$$

for some $i, j, k, l \in \mathbb{Z}_{4}$. Map (1.23) is an endomorphism of $G$, and therefore, it is an element of $P(x)$ if and only if it preserves the generating relations of $G$. If $G=G_{34}$, then the map (1.23) preserves the generating relations of $G$ for each $i, j, k, l \in \mathbb{Z}_{4}$ and in this case $|P(x)|=4 \cdot 4 \cdot 4 \cdot 4=256$. If $G=G_{39}$, then the map (1.23) preserves the generating relations of $G$ if and only if

$$
j \equiv k \quad(\bmod 2), \quad i \equiv l(\bmod 2)
$$

and therefore, in this case $|P(x)|=4 \cdot 2 \cdot 4 \cdot 2=64$. If $G=G_{41}$, then the map (1.23) preserves the generating relations of $G$ if and only if

$$
j \equiv k \quad(\bmod 2), \quad l \equiv i+j \quad(\bmod 2)
$$

and in this case $|P(x)|=4 \cdot 4 \cdot 2 \cdot 2=64$. Consequently, property $7^{0}$ is true.
By Lemma $8, W(x)$ consists of maps $y$ for which $a y=b y=1$ and $c y$ is an arbitrary element $d$ of $G$ such that $d^{2}=1$. Hence $|W(x)|=\mid\{d \in$ $\left.G \mid d^{2}=1\right\} \mid$. The numbers of elements of order two are given in the Table 1 (see the beginning of section 1.1). For groups $G_{34}, G_{39}$ and $G_{41}$ they are $19,11,7$. Therefore, $|W(x)| \in\{8,12,20\}$ and property $8^{0}$ holds. The necessity is proved.

Sufficiency. Let $G$ be a finite group such that $|\operatorname{Aut}(G)| \in\left\{2^{6} \cdot 3,2^{8}, 2^{9}\right.$. $3\}$. Assume that there exists $x \in I(G)$ which satisfies properties $1^{0}-$ $8^{0}$. Our aim is to prove that $G$ is isomorphic to a group from the class $\left\{G_{34}, G_{39}, G_{41}\right\}$.

As previously, property $1^{0}$ implies the semidirect product

$$
G=\operatorname{Ker} x \lambda \operatorname{Im} x, \quad \operatorname{Im} x=\langle c\rangle \cong C_{2}
$$

By Lemma $5, J(x)$ consists of endomorphisms $y$ of $G$ such that $c y=1$ and $(\operatorname{Ker} x) y \subset \operatorname{Ker} x$. We saw that $y$ belongs to $J_{1}(x)$ if and only if it satisfies the condition (1.17), i.e.,

$$
\begin{equation*}
J_{1}(x)=\{y \in \operatorname{End}(G) \mid c y=1, \text { Ker } x \xrightarrow{y} \operatorname{Ker} x, \operatorname{Im} y=\langle d\rangle \tag{1.24}
\end{equation*}
$$

for some $d \in \operatorname{Ker} x$ such that $\left.d^{2}=1\right\}$.
By property $5^{0}$, there exists $y \in J_{1}(x)$ such that $V(x) \cap V(y)$ is a 2 group. In view of (1.24), $\operatorname{Im} y$ is Abelian. As $\operatorname{Im} x$ is Abelian as well, Lemma 2 implies that $G / Z(G) \cong \widehat{G} \subset V(x) \cap V(y)$. As $V(x) \cap V(y)$ is a 2-group, all $2^{\prime}$-elements of $G$ belong to $Z(G)$ and hence $G$ splits into the direct product $G=G_{2^{\prime}} \times G_{2}$ of its Hall $2^{\prime}$-subgroup $G_{2^{\prime}}$ and Sylow 2-subgroup $G_{2}$. Denote by $z$ the projection of $G$ onto its subgroup $G_{2^{\prime}}$. Then $z \in I(G) \cap J(x)$ and, by $3^{0}, z=0$. Hence $G$ is 2-group.

It was shown that $\operatorname{Im} x$ and $\operatorname{Im} y$ are Abelian for each $y \in J_{1}(x)$. Hence by Lemma $2, G / Z(G) \cong \widehat{G} \subset V(x) \cap\left(\cap_{y \in J_{1}(x)} V(y)\right)$. Due to this and property $6^{0}$, we have

$$
\begin{equation*}
g^{2} \in Z(G) \text { for each } g \in G \tag{1.25}
\end{equation*}
$$

Therefore, $G / Z(G)$ is Abelian and

$$
\begin{equation*}
G^{\prime} \subset Z(G), \quad g^{2}=1 \text { for each } g \in G^{\prime} \tag{1.26}
\end{equation*}
$$

By Lemma 6, $|H(x)|$ is equal to the number of homomorphisms $\operatorname{Im} x=$ $\langle c\rangle \longrightarrow$ Ker $x$. Hence and by property $2^{0}$, Ker $x$ has three elements of order 2. Since $\operatorname{Im} x$ is Abelian, we have $G^{\prime} \subset \operatorname{Ker} x$ and, by (1.26),

$$
\begin{equation*}
G^{\prime}=C_{2^{n}} \times C_{2^{m}}, \quad 0 \leq m, n \leq 1 \tag{1.27}
\end{equation*}
$$

Property $4^{0}$ and (1.24) imply that there exist $y, z \in J_{1}(x)$ and $a, b \in$ Ker $x$ such that

$$
\begin{aligned}
& \text { Ker } x /(\operatorname{Ker} x \cap \operatorname{Ker} y)=\langle a \cdot(\text { Ker } x \cap \operatorname{Ker} y)\rangle \cong C_{2}, \\
& \text { Ker } x /(\operatorname{Ker} x \cap \operatorname{Ker} z)=\langle b \cdot(\operatorname{Ker} x \cap \operatorname{Ker} z)\rangle \cong C_{2}, \\
& \quad a \in \operatorname{Ker} x \cap \operatorname{Ker} z, \quad b \in \operatorname{Ker} x \cap \operatorname{Ker} y .
\end{aligned}
$$

Denote

$$
N=\text { Ker } x \cap \text { Ker } y \cap \text { Ker } z
$$

It is obvious that under these conditions

$$
G / N=\langle a N\rangle \times\langle b N\rangle \times\langle c N\rangle \cong C_{2} \times C_{2} \times C_{2}
$$

Note that $a^{2} \neq 1$ because otherwise $G=\langle N, b, c\rangle \lambda\langle a\rangle$ and the projection of $G$ onto $\langle a\rangle$ is non-zero element of $I(G) \cap J(x)$ which contradicts $3^{0}$. Similarly, $b^{2} \neq 1$ and $(a b)^{2} \neq 1$.

Clearly, $G^{\prime} \subset N$ because $G / N$ is Abelian. It has been proved that Ker $x$ has three elements of order two. As each 2-group has the non-trivial center, we can assume that these three elements are $a_{0}, b_{0}$ and $a_{0} b_{0}$. Therefore, we can consider the following endomorphisms $x_{i j}, y_{i j}$ and $z_{i j}$ of $G$ :

$$
\begin{gathered}
\langle c, b, N\rangle x_{i j}=\langle 1\rangle, a x_{i j}=a_{0}^{i} b_{0}^{j}, \\
\langle c, a, N\rangle y_{i j}=\langle 1\rangle, b y_{i j}=a_{0}^{i} b_{0}^{j} \\
\langle c, a b, N\rangle z_{i j}=\langle 1\rangle, a z_{i j}=b z_{i j}=a_{0}^{i} b_{0}^{j}
\end{gathered}
$$

where $i, j \in \mathbb{Z}_{2}$. All these endomorphisms belong to $J_{1}(x)$ and the number of them is 10 . Hence, by $4^{0}$,

$$
\begin{equation*}
J_{1}(x)=\left\{x_{i j}, y_{i j}, z_{i j} \mid i, j \in \mathbb{Z}_{2}\right\} \tag{1.28}
\end{equation*}
$$

As $G / G^{\prime}$ is Abelian, it splits into a direct product

$$
G / G^{\prime}=\left\langle a_{1} G^{\prime}\right\rangle \times \ldots \times\left\langle a_{r} G^{\prime}\right\rangle \times\left\langle c G^{\prime}\right\rangle,\left\langle a_{k} G^{\prime}\right\rangle \cong C_{2^{n_{k}}}
$$

where $n_{k} \geqslant 1 ; k=1, \ldots, r$ and $r \geqslant 2$. Consider now the following endomorphisms $u_{k}(k=1, \ldots, r)$ of $G$ :

$$
\left\langle G^{\prime}, c\right\rangle u_{k}=\langle 1\rangle, \quad a_{k} u_{k}=\left\{\begin{array}{l}
a_{k}^{2^{m_{k}-1}} \text { if } i=k \\
1 \text { if } i \neq k
\end{array}\right.
$$

where $m_{k}$ is the order of $a_{k}$. Clearly, these endomorphisms belong to $J_{1}(x)$. In view of (1.28), $r=2$ and we can assume that $a=a_{1}, b=a_{2}$, i.e.,

$$
\begin{equation*}
G / G^{\prime}=\left\langle a G^{\prime}\right\rangle \times\left\langle b G^{\prime}\right\rangle \times\left\langle c G^{\prime}\right\rangle \tag{1.29}
\end{equation*}
$$

By (1.25), (1.27) and (1.29), the map

$$
z: c \longmapsto 1, a \longmapsto a^{2}, b \longmapsto b^{2}, G^{\prime} \longrightarrow\langle 1\rangle,
$$

can be extended to an endomorphism of $G$. This endomorphism belongs to $J(x)$. Therefore, by property $3^{0}, z^{2}=0$, i.e.,

$$
a^{4}=b^{4}=1
$$

Remark that

$$
a^{2}, b^{2} \in G^{\prime}
$$

Indeed, if $a^{2} \notin G^{\prime}$, then $G=\left\langle G^{\prime}, b, c\right\rangle \lambda\langle a\rangle$ and the projection of $G$ onto its subgroup $\langle a\rangle$ is non-zero element of $I(G) \cap J(x)$. This contradicts property $3^{0}$. Hence $a^{2} \in G^{\prime}$. Similarly, $b^{2} \in G^{\prime}$.

If $n=0$ or $m=0$, then $a^{2}=b^{2}, G^{\prime}=\left\langle a^{2}\right\rangle$ and

$$
(a b)^{2}=a b a b=a b^{2} \cdot b^{-1} a b=b^{2} a^{2} \cdot a^{-1} b^{-1} a b=b^{2} a^{2} \cdot[a, b]=[a, b] .
$$

Since $(a b)^{2} \neq 1$, we have

$$
(a b)^{2}=[a, b] \neq 1, \quad[a, b]=a^{2}
$$

i.e., $b^{-1} a b=a^{-1}$ and Ker $x$ is the quaternion group $Q$ of order 8. This contradicts the fact that Ker $x$ has three elements of order two. Therefore, $m=n=1$ and

$$
\begin{equation*}
G^{\prime}=C_{2} \times C_{2} \tag{1.30}
\end{equation*}
$$

Assume that $b^{2}=a^{2}$. Then $[a, b] \neq 1$ because otherwise $G=\left\langle G^{\prime}, b, c\right\rangle \lambda$ $\left\langle a^{-1} b\right\rangle$ and the projection of $G$ onto $\left\langle a^{-1} b\right\rangle$ is non-zero element of $I(G) \cap$ $J(x)$ which contradicts $3^{0}$. If $[a, b] \in\langle a\rangle$, then

$$
[a, b]=a^{2}, a^{-1} b^{-1} a b=a^{2}, b^{-1} a b=a^{-1}
$$

and we have

$$
\langle a, b\rangle=Q, G=(Q \times\langle d\rangle) \lambda\langle c\rangle
$$

( $d$ is an element of order two, $d \in G^{\prime}$ ). If $[a, b] \notin\langle a\rangle$, then $(a b)^{2}=[a, b] \neq$ $a^{2}$ and we can suppose from the beginning that $a^{2} \neq b^{2}$ (otherwise we can change $b$ to $a b$ ). Therefore, below we have to study two different cases:

I $G=(Q \times\langle d\rangle) \lambda\langle c\rangle$,

$$
Q=\left\langle a, b \mid a^{4}=1, a^{2}=b^{2}, b^{-1} a b=a^{-1}\right\rangle
$$

II $a^{2} \neq b^{2}$.

## Case I

In this case

$$
c^{-1} a c=a a^{2 i} d^{j}=a^{ \pm 1} d^{j}, c^{-1} b c=b b^{2 k} d^{l}=b^{ \pm 1} d^{l}
$$

for some $i, j, k, l \in \mathbb{Z}_{2}$ and, in view of $(a b)^{2}=a^{2}$,

$$
c^{-1}(a b) c=a b a^{2 i+2 k} d^{j+l}=a b(a b)^{2 i+2 k} d^{j+l}=(a b)^{ \pm 1} d^{j+l} .
$$

If $j=l=0$, then $G=\langle a, b, c\rangle \times\langle d\rangle$ and the projection of $G$ onto $\langle d\rangle$ is non-zero element of $I(G) \cap J(x)$ which contradicts $3^{0}$. If $j=l=1$, then $c^{-1}(a b) c=(a b)^{ \pm 1}$ and we can change $a$ with $a b$. Therefore, we can assume that $j \neq l$. Suppose $j=1, l=0$ (the case $j=0, l=1$ can be studied similarly). Consequently,

$$
c^{-1} a c=a^{ \pm 1} d, c^{-1} b c=b^{ \pm 1}
$$

and we have to study four cases:
A. $c^{-1} a c=a d, c^{-1} b c=b$.
B. $c^{-1} a c=a d, c^{-1} b c=b^{-1}$.
C. $c^{-1} a c=a^{-1} d, c^{-1} b c=b$.
D. $c^{-1} a c=a^{-1} d, c^{-1} b c=b^{-1}$.

Our aim is to prove that these four cases are impossible, and therefore, the case I as well. We will use property $7^{0}$. Choose $z \in P(x)$. By Lemma $7, z$ acts on generators of $G$ as follows:

$$
\begin{equation*}
z: \quad c \longmapsto c, \quad d \longmapsto d^{i} a^{2 j}, \quad a \longmapsto a^{k} b^{l} d^{m}, \quad b \longmapsto a^{n} b^{r} d^{s} \tag{1.31}
\end{equation*}
$$

for some $i, j, m, s \in \mathbb{Z}_{2} ; k, l, n, r \in \mathbb{Z}_{4}$. Since $a^{2}=b^{2}$, we can assume that $l, r \in\{0,1\}$. Map (1.31) is an endomorphism of $G$ and belong to $P(x)$ if and only if it preserves the defining relations of $G$. Elementary calculations show that the map (1.31) preserves the defining relations of $G$ only in the following cases:

$$
A:\left\{\begin{array}{l}
i=j=l=r=0 ; n, k \in\{0,2\}, m, s \in\{0,1\} ; \\
i=r=1 ; j=l=0 ; n \in\{0,2\}, k \in\{1,3\}, m, s \in\{0,1\} \\
i=l=r=1 ; j=0 ; n \in\{0,2\}, k \in\{1,3\}, m, s \in\{0,1\}
\end{array}\right.
$$

$$
\begin{aligned}
& B:\left\{\begin{array}{l}
i=j=l=r=0 ; n, k \in\{0,2\}, m, s \in\{0,1\} ; \\
i=r=1 ; j=l=0 ; n \in\{0,2\}, k \in\{1,3\}, m, s \in\{0,1\} ; \\
i=j=l=r=1 ; n \in\{0,2\}, k \in\{1,3\}, m, s \in\{0,1\} ;
\end{array}\right. \\
& C:\left\{\begin{array}{l}
i=j=l=r=0 ; n, k \in\{0,2\}, m, s \in\{0,1\} ; \\
i=r=1 ; j=l=0 ; n \in\{0,2\}, k \in\{1,3\}, m, s \in\{0,1\} ; \\
i=l=r=1 ; j=0 ; n \in\{0,2\}, k \in\{1,3\}, m, s \in\{0,1\} ;
\end{array}\right. \\
& D:\left\{\begin{array}{l}
i=j=l=r=0 ; n, k \in\{0,2\}, m, s \in\{0,1\} ; \\
i=r=1 ; j=l=0 ; n \in\{0,2\}, k \in\{1,3\}, m, s \in\{0,1\} ; \\
i=j=l=r=1 ; n \in\{0,2\}, k \in\{1,3\}, m, s \in\{0,1\}
\end{array}\right.
\end{aligned}
$$

In all these four cases $|P(x)|=48$ which contradicts property $7^{0}$. Consequently, case I cannot be possible, too, and we have case II, i.e.,

$$
a^{2} \neq b^{2}
$$

and, by (1.30),

$$
G^{\prime}=\left\langle a^{2}\right\rangle \times\left\langle b^{2}\right\rangle
$$

Since $(a b)^{2}=a^{2} b^{2} \cdot[a, b]$ and $(a b)^{2} \neq 1$, we have $[a, b] \neq a^{2} b^{2}$ and $[a, b] \in\left\{1, a^{2}, b^{2}\right\}$, i.e.,

$$
a b=b a \text { or } b^{-1} a b=a^{-1} \text { or } a^{-1} b a=b^{-1} .
$$

As the cases $b^{-1} a b=a^{-1}$ and $a^{-1} b a=b^{-1}$ are similar, below we have to study only the following two cases: $\left.\mathcal{A}) b^{-1} a b=a^{-1} ; \mathcal{B}\right) a b=b a$.
Case $\mathcal{A}$ : $\quad b^{-1} a b=a^{-1}$.
In this case, the group $G$ is a group of order 32 in which the group

$$
{ }_{16} G_{10}=\left\langle a, b \mid a^{4}=b^{4}=1, b^{-1} a b=a^{-1}\right\rangle
$$

of order 16 is a maximal subgroup (the subindex 16 shows the order of the given group and the subindex 10 shows the ordering number in the list of groups of order 16 given by Hall and Senior [12]). By [12], only 14 groups of order 32 have a maximal subgroup isomorphic to ${ }_{16} G_{10}$. They are

$$
\begin{equation*}
G_{12}, G_{14}, G_{15}, G_{16}, G_{27}, G_{28}, G_{29}, G_{30}, G_{35}, G_{36}, G_{37}, G_{38}, G_{40}, G_{41} \tag{1.32}
\end{equation*}
$$

Due to [12] again, the numbers of elements of order two in these groups are

$$
\begin{equation*}
7,11,3,7,11,3,3,3,3,15,7,11,3,7 . \tag{1.33}
\end{equation*}
$$

respectively. By Lemmas 1 and 8,

$$
|W(x)|=|\operatorname{Hom}(\operatorname{Im} x, G)|=|\operatorname{Hom}(\langle c\rangle, G)|,
$$

i.e., $|W(x)|-1$ is the number of elements of order two in $G$. In view of property $8^{0}$, the number of elements of order two of $G$ is 7 or 11 or 19 . Hence, by (1.32) and (1.33), $G$ is one of following groups:

$$
\begin{equation*}
G_{12}, G_{14}, G_{16}, G_{27}, G_{37}, G_{38}, G_{41} \tag{1.34}
\end{equation*}
$$

By [12], the numbers of automorphisms of groups (1.34) are

$$
2^{9}, 2^{7}, 2^{8}, 2^{6}, 2^{7}, 2^{7}, 2^{6} \cdot 3
$$

respectively. Therefore, $G \in\left\{G_{16}, G_{41}\right\}$. Since $G_{16}^{\prime} \cong C_{2}, G=G_{41}$. It means that case $\mathcal{A}$ is impossible.

Case B: $a b=b a$. Assume that $a b=b a$. Then

$$
G=(\langle a\rangle \times\langle b\rangle) \lambda\langle c\rangle, \quad G^{\prime}=\left\langle a^{2}\right\rangle \times\left\langle b^{2}\right\rangle \cong C_{2} \times C_{2} .
$$

By [12], only certain number of non-abelian groups of order 32 have a maximal subgroup isomorphic to $C_{4} \times C_{4}$. These groups are

$$
\begin{equation*}
G_{14}, G_{15}, G_{16}, G_{19}, G_{21}, G_{31}, G_{34}, G_{35}, G_{39}, G_{40}, G_{41} \tag{1.35}
\end{equation*}
$$

Among groups (1.35) only 5 groups have a derived group isomorphic to $C_{2} \times C_{2}$ and those groups are

$$
\begin{equation*}
G_{34}, G_{35}, G_{39}, G_{40}, G_{41} \tag{1.36}
\end{equation*}
$$

Among groups (1.36) only the groups $G_{34}, G_{39}$ and $G_{41}$ are isomorphic to a semidirect product $\left(C_{4} \times C_{4}\right) \lambda C_{2}$. Therefore, $G$ is one of the groups $G_{34}, G_{39}$ and $G_{41}$. The sufficiency is proved and so is Theorem 1.5.

Theorem 1.6 The groups $G_{34}, G_{39}$ and $G_{41}$ are determined by their endomorphism semigroups in the class of all groups.

The proof of Theorem 1.6 is similar to that of Theorem 1.2.

### 1.2 The groups presentable in the form $\left(C_{8} \times C_{2}\right) \lambda C_{2}$

The results presented in this section have been published in [8].
By [12], the groups $G$ of order 32 such that presentable in the form $G=\left(C_{8} \times C_{2}\right) \lambda C_{2}$, are $G_{4}, G_{17}, G_{20}, G_{26}$ and $G_{27}$, i.e., the groups

$$
\begin{gathered}
G_{4}=C_{8} \times C_{2} \times C_{2} \\
G_{17}=\left\langle a, b, c \mid a^{8}=b^{2}=c^{2}=1, a b=b a, a c=c a, c^{-1} b c=b a^{4}\right\rangle
\end{gathered}
$$

$$
\begin{gathered}
G_{20}=\left\langle a, b, c \mid a^{8}=b^{2}=c^{2}=1, a b=b a, b c=c b, c^{-1} a c=a b\right\rangle \\
G_{26}=\left\langle a, b, c \mid a^{8}=b^{2}=c^{2}=1, a b=b a, c^{-1} a c=a^{-1}, c^{-1} b c=a^{4} b\right\rangle \\
G_{27}=\left\langle a, b, c \mid a^{8}=b^{2}=c^{2}=1, a b=b a, b c=c b, c^{-1} a c=a^{-1} b\right\rangle
\end{gathered}
$$

The group $G_{4}$ is Abelian and, therefore, it is determined by its endomorphism semigroup in the class of all groups (Lemma 10). The group $G_{26}$ can be presented in the form $G_{26}=\langle a, d\rangle \lambda\langle c\rangle$ and $\langle a, d\rangle \cong Q_{3}$, where $d=c b a^{6}$ and $Q_{3}$ is a generalized quaternion group of order 16. Semidirect products $Q_{n} \lambda C_{2}, n \geqslant 3$, were investigated in [20]. It was proved that they are determined by their endomorphism semigroups in the class of all groups. In this section we shall describe the groups $G_{17}, G_{20}$ and $G_{27}$, by their endomorphism semigroups (theorems 1.7, 1.9 and 1.11). From these descriptions follows that these groups also are determined by their endomorphism semigroups in the class of all groups (theorems 1.8, 1.10 and 1.12).

### 1.2.1 The group $G_{17}$

In this subsection, we shall characterize the group

$$
\begin{gathered}
G_{17}=\left\langle a, b, c \mid a^{8}=b^{2}=c^{2}=1, a b=b a, a c=c a, c^{-1} b c=b a^{4}\right\rangle= \\
=(\langle a\rangle \times\langle b\rangle) \lambda\langle c\rangle=(\langle a\rangle \times\langle c\rangle) \lambda\langle b\rangle
\end{gathered}
$$

by its endomorphism semigroup.
Theorem 1.7 A finite group $G$ is isomorphic to the group $G_{17}$ if and only if there exist $x, y \in I(G)$ which satisfy the following properties:
$1^{0} \quad K(x) \cong K(y) \cong \operatorname{End}\left(C_{2}\right) ; \quad 2^{0} \quad x y=y x=0 ; \quad 3^{0} \quad V(x)$ is a 2-group;
$4^{0} \quad I(G) \cap J(x) \cap J(y)=\{0\} ; \quad 5^{0} \quad|J(x) \cap J(y)|=4 ;$
$6^{0} \quad|\{z \in \operatorname{End}(G) \mid x z=z, z x=z y=0\}|=2$;
$7^{0}$ there exists $z \in J(x) \cap J(y)$ such that $z^{2} \neq 0$ and $z^{3}=0$;
$8^{0} \quad\{z \in I(G) \mid z x=x z=x, z y=y z=y\}=\{1\}$.
Proof. Necessity. Let $G=G_{17}$. Denote by $x$ and $y$ the projections of $G$ onto its subgroups $\langle c\rangle$ and $\langle b\rangle$. Then $x, y \in I(G)$, and, similarly to Theorems 1.1, 1.3 and 1.5, direct calculations show that $x$ and $y$ satisfy properties $1^{0}-8^{0}$.

Sufficiency. Assume that $G$ is a finite group and $x, y \in I(G)$ such that properties $1^{0}-8^{0}$ hold. By property $2^{0}, G$ splits up as follows

$$
G=((\operatorname{Ker} x \cap \operatorname{Ker} y) \lambda \operatorname{Im} x) \lambda \operatorname{Im} y=(\operatorname{Ker} x \cap \operatorname{Ker} y) \lambda \operatorname{Im} y) \lambda \operatorname{Im} x
$$

By property $1^{0}, K(x) \cong \operatorname{End}(\operatorname{Im} x) \cong \operatorname{End}\left(C_{2}\right)$. Similarly, $\operatorname{End}(\operatorname{Im} y) \cong$ $\operatorname{End}\left(C_{2}\right)$. As each finite Abelian group is determined by its endomorphism
semigroup in the class of all groups, we have $\operatorname{Im} x \cong \operatorname{Im} y \cong C_{2}$, i.e., $\operatorname{Im} x=\langle c\rangle$ and $\operatorname{Im} y=\langle b\rangle$ for some elements $c, b \in G$ of order 2 . Hence

$$
G=(M \lambda\langle c\rangle) \lambda\langle b\rangle=(M \lambda\langle b\rangle) \lambda\langle c\rangle,
$$

where $M=\operatorname{Ker} x \cap \operatorname{Ker} y$ and $c^{2}=b^{2}=1$.
Assume that $g \in G$ is a $2^{\prime}$-element of $G$. Then $g \in M$. Since $\operatorname{Im} x=\langle c\rangle$ is Abelian, $\widehat{g} \in V(x)$ and $\widehat{g}$ is a $2^{\prime}$-element. Property $3^{0}$ implies that $\widehat{g}=1$, i.e., $g \in Z(G)$. Therefore, all $2^{\prime}$-elements of $G$ contain in the center $Z(G)$ of $G$ and $G$ splits up into the direct product $G=G_{2^{\prime}} \times G_{2}$ of its Hall $2^{\prime}$-subgroup $G_{2^{\prime}}$ and Sylow 2-subgroup $G_{2}$. Denote by $z$ the projection of $G$ onto its subgroup $G_{2^{\prime}}$. Clearly, $z \in I(G) \cap J(x) \cap J(y)$. Property $4^{0}$ implies $z=0$, i.e., $G_{2^{\prime}}=\langle 1\rangle$ and $G$ is a 2 -group.

Basing on property $7^{0}$, subgroup $M$ of $G$ is non-trivial. Choose an element $d \in M$ of order 2. There exist two endomorphisms $z_{0}$ and $z_{1}$ of $G$ such that $c z_{i}=d^{i}$ and $M z_{i}=\langle 1\rangle, b z_{i}=1$. These endomorphisms satisfy equalities $x z_{i}=z_{i}, z_{i} x=z_{i} y=0$. Therefore, by property $6^{0}$, the subgroup $M$ of $G$ contains only one element of order 2 and hence is cyclic or a generalized quaternion group ([37], Theorem 5.3.6). Since a product of two proper endomorphisms of a generalized quaternion group is equal to 0 ([35], Theorem 14), property $7^{0}$ implies that $M$ is a cyclic subgroup of $G$, i.e., $M=\langle a\rangle \cong C_{2^{n}}$, and $n \geqslant 2$.

Let us show that $n=3$. Clearly, $G^{\prime} \subset M=\langle a\rangle$. Assume that $G^{\prime}=\left\langle a^{2^{m}}\right\rangle$. Choose $z \in J(x) \cap J(y)$. Then $\operatorname{Im} z \subset\langle a\rangle$ and $\operatorname{Im} z$ is Abelian. Hence $G^{\prime} \subset$ Ker $z$ and $z$ can be presented as a product of following homomorphisms:

$$
G \xrightarrow{\varepsilon} G / G^{\prime}=\left\langle a G^{\prime}\right\rangle \times\left\langle b G^{\prime}\right\rangle \times\left\langle c G^{\prime}\right\rangle \xrightarrow{\pi}\left\langle a G^{\prime}\right\rangle \xrightarrow{\tau}\langle a\rangle,
$$

where $\varepsilon$ is the natural homomorphism, $\pi$ is a projection and $\left(a G^{\prime}\right) \tau=a z$. Conversely, each such product of homomorphisms belongs to $J(x) \cap J(y)$. Hence property $5^{0}$ implies $G^{\prime}=\left\langle a^{4}\right\rangle$ and $a z=a^{i 2^{n-2}}$ for some $i \in \mathbb{Z}_{4}$. By property $7^{0}$, there exists $i \in \mathbb{Z}_{4}$ such that $z^{2} \neq 0$ and $z^{3}=0$. For such $z$ we have

$$
a z^{2}=a^{i^{2} 2^{2 n-4}} \neq 1, \quad a z^{3}=a^{i^{3} 2^{3 n-6}}=1
$$

This implies that $i \equiv 1(\bmod 2), 2 n-4<n$ and $3 n-6 \geqslant n$, i.e., $n=3$.
We have already proved that $M=\langle a\rangle \cong C_{8}$ and $G^{\prime}=\left\langle a^{4}\right\rangle \cong C_{2}$. Note that $b c \neq c b$. Indeed, if $b c=c b$, then the map $z: G \longrightarrow G$, where $b z=$ $b, c z=c$ and $M z=\langle 1\rangle$, can be uniquely extended to an endomorphism of $G$ such that $x=z x=x, z y=y z=y$ and $z \neq 1$. This contradicts property $8^{0}$. Therefore, $b c \neq c b$ and $[b, c]=a^{4}$, i.e.,

$$
c^{-1} b c=b a^{4}
$$

In order to prove that $G \cong G_{17}$, we consider two possible cases: $a b=b a$ or $a b \neq b a$.

Assume that $a b=b a$. If $a c=c a$, then the elements $a, b, c$ satisfy the generating relations of $G_{17}$ and, therefore, $G \cong G_{17}$. Suppose now that $a c \neq c a$. Then $[a, c]=a^{4}$, i.e., $c^{-1} a c=a^{5}$. Denote $\tilde{a}=a b$. Then $\tilde{a}$ is an element of order 8 of $G, G=\langle\tilde{a}, b, c\rangle, \tilde{a} b=b \tilde{a}$ and

$$
c^{-1} \tilde{a} c=c^{-1} a b c=c^{-1} a c \cdot c^{-1} b c=a^{5} b a^{4}=a b=\tilde{a}, \tilde{a} c=c \tilde{a}
$$

Hence the elements $\tilde{a}, b, c$ satisfy the generating relations of $G_{17}$ and $G \cong$ $G_{17}$.

Assume now that $a b \neq b a$. Then $[a, b]=a^{4}$ and $b^{-1} a b=a^{5}$. Denote $\bar{a}=a c$. Then $\bar{a}^{2}=a c a c=a^{2}[a, c]=a^{2} a^{4 i}$ for some $i \in \mathbb{Z}_{2}, \bar{a}^{4}=a^{4}$ and therefore, $\bar{a}$ is an element of order 8 . In addition,

$$
\bar{a} b=a c b=a \cdot c^{-1} b c \cdot c=a \cdot b a^{4} \cdot c=b \cdot b^{-1} a b \cdot a^{4} c=b a^{5} a^{4} c=b a c=b \bar{a} .
$$

Similarly to the case $a b=b a$ (take instead $a$ the element $\bar{a}$ ), we obtain that $G \cong G_{17}$. Theorem 1.7 is proved.

Theorem 1.8 The group $G_{17}$ is determined by its endomorphism semigroup in the class of all groups.

The proof of Theorem 1.8 is similar to that of Theorem 1.2.

### 1.2.2 The group $G_{20}$

In this subsection we shall characterize the group

$$
\begin{gathered}
G_{20}=\left\langle a, b, c \mid a^{8}=b^{2}=c^{2}=1, a b=b a, b c=c b, c^{-1} a c=a b\right\rangle= \\
=(\langle a\rangle \times\langle b\rangle) \lambda\langle c\rangle=(\langle b\rangle \times\langle c\rangle) \lambda\langle a\rangle
\end{gathered}
$$

by its endomorphism semigroup.
Theorem 1.9 A finite group $G$ is isomorphic to the group $G_{20}$ if and only if $\operatorname{Aut}(G)$ is a 2-group and there exist $x, y \in I(G)$ which satisfy the following properties:

$$
\begin{array}{ll}
1^{0} & K(x) \cong \operatorname{End}\left(C_{2}\right) ; \quad 2^{0} \quad K(y) \cong \operatorname{End}\left(C_{8}\right) ; \quad 3^{0} \quad x y=y x=0 \\
4^{0} & J(x) \cap J(y)=\{0\} ; \quad 5^{0} \quad|\{z \in \operatorname{End}(G) \mid y z=z, z x=z y=0\}|=2
\end{array}
$$

Proof. Necessity. Let $G=G_{20}$. By [12], $\left|\operatorname{Aut}\left(G_{20}\right)\right|=2^{6}$. Denote by $x$ and $y$ the projections of $G$ onto its subgroups $\langle c\rangle$ and $\langle a\rangle$, respectively. Then $x, y \in I(G)$, and, similarly to Theorems $1.1,1.3$ and 1.5 , direct calculations show that $x$ and $y$ satisfy properties $1^{0}-5^{0}$.

Sufficiency. Assume that $G$ is a finite $\operatorname{group}, \operatorname{Aut}(G)$ is a 2 -group and $x, y \in I(G)$ such that properties $1^{0}-5^{0}$ hold. Similarly to the proof of theorem 1.7, properties $1^{0}-4^{0}$ imply that $G$ is a 2 -group such that

$$
G=(M \lambda\langle c\rangle) \lambda\langle b\rangle=(M \lambda\langle b\rangle) \lambda\langle c\rangle,
$$

where

$$
M=\operatorname{Ker} x \cap \operatorname{Ker} y, \operatorname{Im} x=\langle c\rangle \cong C_{2}, \operatorname{Im} y=\langle a\rangle \cong C_{8}
$$

Hence $G / M=\langle a M\rangle \times\langle c M\rangle \cong C_{8} \times C_{2}$ and an endomorphism $z$ of $G$ which satisfies equalities $y z=z$ and $z x=z y=0$ is a product $z=\varepsilon \pi \tau$ of the natural homomorphism $G \xrightarrow{\varepsilon} G / M$, the projection $G / M \xrightarrow{\pi}\langle a M\rangle$ and a homomorphism $\langle a M\rangle \xrightarrow{\tau} M$. Conversely, for each homomorphism $\langle a M\rangle \xrightarrow{\tau} M$ the endomorphism $z=\varepsilon \pi \tau$ of $G$ satisfies equalities $y z=z$ and $z x=z y=0$. By property $5^{0}$ it follows that the subgroup $M$ of $G$ has only one element of order 2 and does not contain an element of order 4. Therefore, by [37], Theorem 5.3.6, $M$ is a cyclic group of order 2, i.e., $M=\langle b\rangle \cong C_{2}$ for an element $b$ of $G$. Since $M$ is an invariant subgroup of $G$, we have $b a=a b$ and $c b=b c$.

The elements $a$ and $b$ do not commute. Indeed, if $a c=c a$, then $G=$ $\langle b\rangle \times\langle a\rangle \times\langle c\rangle$ and the projection $z$ of $G$ onto $\langle b\rangle$ belongs to $J(x) \cap J(y)$ which contradicts property $4^{0}$. Therefore, $a c \neq c a,[c, a]=c^{-1} a^{-1} c a \in$ $M=\langle b\rangle \cong C_{2}$, i.e., $c^{-1} a^{-1} c a=b$ and $c^{-1} a c=a b$. So it follows that the elements $a, b$ and $c$ of $G$ satisfy the generating relations of the group $G_{20}$. Consequently, $G \cong G_{20}$. Theorem 1.9 is proved.

Theorem 1.10 The group $G_{20}$ is determined by its endomorphism semigroup in the class of all groups.

The proof of Theorem 1.10 is similar to the proof of Theorem 1.2.

### 1.2.3 The group $G_{27}$

In this subsection, we shall characterize the group

$$
\begin{gathered}
G_{27}=\left\langle a, b, c \mid a^{8}=b^{2}=c^{2}=1, a b=b a, b c=c b, c^{-1} a c=a^{-1} b\right\rangle= \\
=(\langle a\rangle \times\langle b\rangle) \lambda\langle c\rangle \cong\left(C_{8} \times C_{2}\right) \lambda C_{2}
\end{gathered}
$$

by its endomorphism semigroup.
Theorem 1.11 $A$ finite group $G$ is isomorphic to the group $G_{27}$ if and only if there exists $x \in I(G)$ which satisfies the following properties:
$1^{0} K(x) \cong \operatorname{End}\left(C_{2}\right) ; \quad 2^{0} \quad J(x) \cap I(G)=\{0\} ; \quad 3^{0} \quad|J(x)|=8 ;$
$4^{0} \quad|H(x)|=4 ; \quad 5^{0} \quad V(x)$ is a 2-group;
$6^{0} \quad|\{y \in I(G) \mid x y=y, y x=x\}|=8$;
$7^{0}$ there exists $z \in H(x)$ such that $z \cdot J(x) \neq\{0\}$;
$8^{0} \quad$ if $z \in V(x), v \in H(x)$ and $u \in \operatorname{End}(G)$ such that $x u=0$ and $u x=u$, then $u v z=u v$.

Proof. Necessity. Let $G=G_{27}$. Denote by $x$ the projection of $G$ onto its subgroup $\langle c\rangle$. Then $x \in I(G)$ and direct calculations show that $x$ satisfies properties $1^{0}-8^{0}$.

Sufficiency. Assume that $G$ is a finite group and $x \in I(G)$ such that properties $1^{0}-8^{0}$ hold. Similarly to the proof of theorem 1.7 , properties $1^{0}, 2^{0}$ and $5^{0}$ imply that $G$ is a 2 -group such that

$$
G=\operatorname{Ker} x \lambda \operatorname{Im} x, \operatorname{Im} x=\langle c\rangle \cong C_{2}
$$

By Lemma 6 there exists an one-to-one correspondence between $H(x)$ and $\operatorname{Hom}(\operatorname{Im} x, \operatorname{Ker} x)$. Hence by property $4^{0}, \operatorname{Ker}(x)$ has 3 elements of order 2. Since $G$ is a 2-group, one of these belongs to the center of $G$. Denote it by $b_{0}$. Let $a_{0}$ be an element of order 2 in Ker $x$ different from $b_{0}$. Then $b_{0} a_{0}$ is the third element of order 2 in Ker $x$.

Since $\operatorname{Im} x$ is Abelian and $J(x) \neq\{0\}$, we have $G^{\prime} \subset \operatorname{Ker} x$ and

$$
G / G^{\prime}=\left\langle a_{1} G^{\prime}\right\rangle \times \ldots \times\left\langle a_{k} G^{\prime}\right\rangle \times\left\langle c G^{\prime}\right\rangle
$$

for some $k \geqslant 1\left(a_{i} \in \operatorname{Ker} x \backslash G^{\prime}\right)$. Then $\varepsilon \pi \tau \in J(x)$, where $G \xrightarrow{\varepsilon} G / G^{\prime}$ is the natural homomorphism, $G / G^{\prime} \xrightarrow{\pi}\left\langle a_{i} G^{\prime}\right\rangle$ is a projection and $\left(a_{i} G^{\prime}\right) \tau=$ $a_{0}^{s} b_{0}^{t}\left(s, t \in \mathbb{Z}_{2}\right)$. By property $3^{0}, k=1$, i.e., Ker $x / G^{\prime}=\left\langle a_{1} G^{\prime}\right\rangle$. Using again property $3^{0}$ and elements $a_{0}, b_{0}$, it is easy to check that $\left\langle a_{1} G^{\prime}\right\rangle \cong C_{4}$ and

$$
\begin{equation*}
z \in J(x) \Longrightarrow G^{\prime} \subset \operatorname{Ker} z \tag{1.37}
\end{equation*}
$$

Therefore,

$$
G / G^{\prime}=\left\langle a G^{\prime}\right\rangle \times\left\langle c G^{\prime}\right\rangle \cong C_{4} \times C_{2}
$$

$\left(a=a_{1}\right)$. Note that $a^{4} \neq 1$, because otherwise the product of the natural homomorphism $G \longrightarrow G / G^{\prime}$, the projection $G / G^{\prime} \longrightarrow\left\langle a G^{\prime}\right\rangle$ and the isomorphism $\left\langle a G^{\prime}\right\rangle \cong\langle a\rangle$ is a non-zero element in $J(x) \cap I(G)$ which contradicts property $2^{0}$.

Property $7^{0}$, Lemmas 6,5 and condition (1.37) imply that Ker $x \backslash G^{\prime}=$ $\left\langle a, G^{\prime}\right\rangle \backslash G^{\prime} \quad$ contains an element of order 2. Denote this element by $b$. Therefore, $b \in\left\langle a, G^{\prime}\right\rangle \backslash G^{\prime}, b^{2}=1, b \in\left\{a_{0}, b_{0}, a_{0} b_{0}\right\}$. Since $G^{\prime}$ has an element of order 2 and Ker $x$ has 3 elements of order $2, G^{\prime}$ has only one element of order 2. Hence $G^{\prime}$ is cyclic or a generalized quaternion group. If $G^{\prime}$ is a generalized quaternion group, then it has at least 6 elements of order 4 and, therefore, we can construct more than 8 endomorphisms which
belong to $J(x)$. This contradicts property $3^{0}$. Consequently, $G^{\prime}$ is a cyclic group and

$$
G^{\prime}=\langle d\rangle \cong C_{2^{m}}, a^{4} \in G^{\prime}, a^{4} \neq 1
$$

Clearly, $a^{4} \in\left\langle d^{2}\right\rangle$, because otherwise $\left\langle a^{4}\right\rangle=\langle d\rangle$, Ker $x=\langle a\rangle$ and this contradicts to the fact that Ker $x$ has three elements of order 2. It follows also from here that $o(d) \geqslant 4$.

Let us prove that each element $h \in \operatorname{Ker} x$ of order 2 belongs to the center $Z(G)$ of $G$. The maps $u$ and $v$, where

$$
c u=1, G^{\prime} u=\langle 1\rangle, a u=c,(\operatorname{Ker} x) v=\langle 1\rangle, c v=h
$$

can be extended to endomorphisms of $G$ such that $v \in H(x), x u=0$ and $u x=u$. Denote $z=u v$. Choose an arbitrary element $g \in G$. Since $\operatorname{Im} x$ is Abelian, $\widehat{g} \in V(x)$. Hence $z$ and $y=\widehat{g}$ satisfy to the conditions of property $8^{0}$. Therefore, $z y=z, z \widehat{g}=z$. Since $\operatorname{Im} z=\langle h\rangle$, we have $h \widehat{g}=h$, i.e., $h g=g h$ and $h \in Z(G)$. Particularly, $b \in Z(G)$ and $a b=b a$.

Due to $a^{4} \neq 1$, we have $b \notin\langle a\rangle$ and hence

$$
\langle a, b\rangle=\langle a\rangle \times\langle b\rangle
$$

Therefore, all 8 elements of $J(x)$ can be obtained as products $\varepsilon \pi \tau_{i j}$, where $G \xrightarrow{\varepsilon} G / G^{\prime}=\left\langle a G^{\prime}\right\rangle \times\left\langle c G^{\prime}\right\rangle$ is the natural homomorphism, $G / G^{\prime} \xrightarrow{\pi}\left\langle a G^{\prime}\right\rangle$ is a projection and $\left(a G^{\prime}\right) \tau_{i j}=a^{i \cdot o(a) / 4} b^{j}\left(i \in \mathbb{Z}_{4}, j \in \mathbb{Z}_{2}\right)$.

Denote $N=\left\langle d^{2}\right\rangle$ and $M=\left\langle a^{2}, N\right\rangle$. Then $N$ and $M$ are normal subgroups of $G$. Since $a^{4} \in\left\langle d^{2}\right\rangle$, we have Ker $x / N=\langle a N\rangle \times\langle d N\rangle \cong$ $C_{4} \times C_{2}$,

Ker $x / M=\langle a M\rangle \times\langle d M\rangle \cong C_{2} \times C_{2}$,

$$
G / M=(\langle a M\rangle \times\langle d M\rangle) \lambda\langle c M\rangle \cong\left(C_{2} \times C_{2}\right) \lambda C_{2}
$$

If $c M \cdot a M=a M \cdot c M$, then we have $G / M=\langle a M\rangle \times\langle d M\rangle \times\langle c M\rangle$ and the endomorphism $z$ of $G$ defined by $M z=\langle 1\rangle, a z=c z=1, d z=b$, is an element of $J(x)$ which does not have the form showed above. Therefore, $c M \cdot a M \neq a M \cdot c M,[a, c] \notin M=\left\langle a^{2}, d^{2}\right\rangle,\langle[a, c]\rangle=\langle d\rangle=G^{\prime}$ and we can assume that $[a, c]=d$, i.e.,

$$
c^{-1} a c=a d
$$

and $a^{-1} c a=[a, c] c=d c, d c \cdot d c=a^{-1} c^{2} a=1, c^{-1} d c=d^{-1}$. Hence for each integer $i$, the element $c d^{i}$ of $G$ is an element of order 2: $c d^{i} \cdot c d^{i}=$ $c^{-1} d^{i} c \cdot d^{i}=d^{-i} d^{i}=1$.

Let us define for each integer $i$ an endomorphism $z_{i}$ of $G$ as follows:

$$
(\operatorname{Ker} x) z_{i}=\langle 1\rangle, \quad c z_{i}=c d^{i}
$$

Define $z \in \operatorname{End}(G)$ by $(\operatorname{Ker} x) z=\langle 1\rangle, c z=c b$. Then $z \neq z_{i}$ and

$$
\begin{equation*}
z, z_{i} \in\{y \in I(G) \mid x y=y, y x=x\} \tag{1.38}
\end{equation*}
$$

By property $6^{0}, o(d) \geqslant 4$ and (1.38), we have $o(d)=4$. Therefore, $|\operatorname{Ker} x|=16, o(a)=8,|\langle a\rangle \times\langle b\rangle|=16$ and

$$
\text { Ker } x=\langle a\rangle \times\langle b\rangle \cong C_{8} \times C_{2}
$$

Let us prove now that $G \cong G_{27}$. By construction, $b=a^{2} d^{i}$ for some $i \in \mathbb{Z}_{4}$. Since $1=b^{2}=a^{4} d^{2 i}=d^{2} d^{2 i}=d^{2(i+1)}$, we have $i \equiv 1(\bmod 2)$, i.e., $i \in\{1,3\}$. If $i=1$, then $d=b a^{-2}, c^{-1} a c=a d=a^{-1} b$ and $a, b, c$ satisfy the generating relations of the group $G_{27}$, i.e., $G \cong G_{27}$. If $i=3$, then $b=a^{2} d^{3}=a^{2} d^{-1}, d=a^{2} b, c^{-1} a c=a d=a^{-1} \cdot a^{4} b$ and the map $u: G_{27}=\langle a, b, c\rangle \longrightarrow G=\langle a, b, c\rangle$ defined by $c u=c, a u=a, b u=a^{4} b$, is an isomorphism, i.e., $G \cong G_{27}$. Theorem 1.11 is proved.

Theorem 1.12 The group $G_{27}$ is determined by its endomorphism semigroup in the class of all groups.

The proof of Theorem 1.12 is similar to the proof of Theorem 1.2.

## 2 The groups presentable in the form $\left(C_{2^{n}} \times C_{2^{n}}\right) \lambda C_{2}$

### 2.1 A characterization of groups presentable in the form $\left(C_{2^{n}} \times C_{2^{n}}\right) \lambda C_{2}$ by their defining relations

The results presented in this section have been published in [10].

### 2.1.1 Main concepts

In this section we find all non-isomorphic groups of order $2^{2 n+1}(n \geqslant 3)$ which can be presented in the form $\mathcal{G}=\left(C_{2^{n}} \times C_{2^{n}}\right) \lambda C_{2}$, i.e.,

$$
\mathcal{G}=\left\langle a, b, c \mid a^{2^{n}}=b^{2^{n}}=c^{2}=1, a b=b a, c^{-1} a c=a^{p} b^{q}, c^{-1} b c=a^{r} b^{s}\right\rangle,
$$

where $p, q, r, s \in \mathbb{Z}_{2^{n}}$. An element $c$ induces an inner automorphism $\widehat{c}$ of order 1 or 2 :

$$
a \widehat{c}=c^{-1} a c=a^{p} b^{q}, \quad b \widehat{c}=c^{-1} b c=a^{r} b^{s},
$$

and to find all groups in given form we have to find all automorphisms of the group $C_{2^{n}} \times C_{2^{n}}=\langle a\rangle \times\langle b\rangle$ of such kind.

It is clear that the map

$$
\begin{equation*}
\varphi: C_{2^{n}} \times C_{2^{n}} \longrightarrow C_{2^{n}} \times C_{2^{n}}, \quad a \varphi=a^{p} b^{q}, \quad b \varphi=a^{r} b^{s} \tag{2.1}
\end{equation*}
$$

satisfies the defining relations of the group

$$
C_{2^{n}} \times C_{2^{n}}=\left\langle a, b, c \mid a^{2^{n}}=b^{2^{n}}=1, a b=b a\right\rangle
$$

and it is an endomorphism of this group for every $p, q, r, s \in \mathbb{Z}_{2^{n}}$. An endomorphism (2.1) is an automorphism of $C_{2^{n}} \times C_{2^{n}}$ if and only if

$$
\begin{equation*}
p s-r q \equiv 1(\bmod 2), \tag{2.2}
\end{equation*}
$$

i.e., if and only if the matrix $A=\left\|\begin{array}{ll}p & q \\ r & s\end{array}\right\|$ is invertible. Let us find, under which conditions an automorphism (2.1), (2.2) has order 1 or 2 :

$$
\begin{aligned}
a & =(a) \varphi^{2}=(a \varphi) \varphi=\left(a^{p} b^{q}\right) \varphi=\left(a^{p} b^{q}\right)^{p}\left(a^{r} b^{s}\right)^{q}=a^{p^{2}+r q} b^{q(p+s)}, \\
b & =(b) \varphi^{2}=(b \varphi) \varphi=\left(a^{r} b^{s}\right) \varphi=\left(a^{p} b^{q}\right)^{r}\left(a^{r} b^{s}\right)^{s}=a^{r(p+s)} b^{q r+s^{2}},
\end{aligned}
$$

i.e., it is an automorphism of order 1 or 2 if and only if the matrix $\left\|\begin{array}{ll}p & q \\ r & s\end{array}\right\|$ over $\mathbb{Z}_{2^{n}}$ satisfies condition (2.2) and the condition $A^{2}=I$, where $I$ is the identity matrix.

Recall that matrices $A_{1}=\left\|\begin{array}{ll}p_{1} & q_{1} \\ r_{1} & s_{1}\end{array}\right\|$ and $A_{2}=\left\|\begin{array}{cc}p_{2} & q_{2} \\ r_{2} & s_{2}\end{array}\right\|$ (over $\mathbb{Z}_{2^{n}}$ ) are conjugate if there exists a regular matrix $g\left(\right.$ over $\left.\mathbb{Z}_{2^{n}}\right)$ such that $g^{-1} A_{2} g \equiv A_{1}$.

It is obvious, that the relation "to be conjugate" is an equivalence relation on the set of all regular $(2 \times 2)$-matrices over $\mathbb{Z}_{2^{n}}$. Let us denote the conditions $a^{2^{n}}=b^{2^{n}}=c^{2}=1, a b=b a$ by (*).

Lemma 2.1 If matrices $A_{1}$ and $A_{2}\left(\right.$ over $\left.\mathbb{Z}_{2^{n}}\right)$ are conjugate, then the groups

$$
\mathcal{G}_{1}=\left\langle a, b, c \mid(*), c^{-1} a c=a^{p_{1}} b^{q_{1}}, c^{-1} b c=a^{r_{1}} b^{s_{1}}\right\rangle=\left(C_{2^{n}} \times C_{2^{n}}\right) \lambda C_{2}
$$

and

$$
\mathcal{G}_{2}=\left\langle a, b, c \mid(*), c^{-1} a c=a^{p_{2}} b^{q_{2}}, c^{-1} b c=a^{r_{2}} b^{s_{2}}\right\rangle=\left(C_{2^{n}} \times C_{2^{n}}\right) \lambda C_{2},
$$

corresponding matrices $A_{1}$ and $A_{2}$, are isomorphic.
Proof. Let matrices $A_{1}$ and $A_{2}$ (over $\mathbb{Z}_{2^{n}}$ ) be conjugate, i.e., there exists $g=\left\|\begin{array}{cc}x & y \\ z & w\end{array}\right\|, \operatorname{det} g \not \equiv 0(\bmod 2)$, such that $g^{-1} A_{2} g \equiv A_{1}$. It is easy to verify that the map

$$
\varphi: \mathcal{G}_{2} \longrightarrow \mathcal{G}_{1}, \quad c \varphi=c, a \varphi=a^{x} b^{y}, b \varphi=a^{z} b^{w}
$$

is an isomorphism of the groups $\mathcal{G}_{1}$ and $\mathcal{G}_{2}$. Lemma 2.1 is proved.
To find all groups presentable in the form $\mathcal{G}=\left(C_{2^{n}} \times C_{2^{n}}\right) \lambda C_{2}$, first of all we find all regular $(2 \times 2)$-matrices $A$ over $\mathbb{Z}_{2^{n}}$ such that $A^{2}=I$. Next, by Lemma 2.1, we divide all obtained matrices into conjugacy classes. Finally, we decide under which conditions two groups corresponding to two matrices of different conjugacy classes are isomorphic.

### 2.1.2 Regular $(2 \times 2)$-matrices over $\mathbb{Z}_{2^{n}}$ of order 1 or 2

The aim of this subsection is to find all matrices $A=\left\|\begin{array}{ll}a & b \\ c & d\end{array}\right\|$ (over $\mathbb{Z}_{2^{n}}$ ) which satisfy the conditions (2.2) and $A^{2}=I$, i.e.,

$$
\begin{equation*}
a d-b c \not \equiv 0(\bmod 2) \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
a^{2} \equiv 1-b c, \quad(a-d)(a+d) \equiv 0, b(a+d) \equiv 0, c(a+d) \equiv 0 \tag{2.4}
\end{equation*}
$$

modulo $2^{n}$. Second congruence of (2.4) implies $a^{2} \equiv d^{2}$, i.e., the numbers $a$ and $d$ are both even or odd.

Let us solve system (2.4) assuming (2.3). The sets of obtained solutions in the form of matrices are denoted by $M_{1}, M_{2}, \ldots, M_{36}$. The list of all sets $M_{i}$ is given in Appendix B. Note that the sets $M_{i}$ are pairwise disjoint. We consider two cases separately: i) at least one of the numbers $b, c$ (or both) is odd and ii) both $b$ and $c$ are even.

Proposition 2.1 Let at least one of the numbers $b, c$ (or both) be odd. Then the solutions of system (2.4) belong to the sets $M_{1}$ and $M_{2}$. The number of matrices of these sets are

$$
\left|M_{1}\right|=2^{2 n-2}, \quad\left|M_{2}\right|=2^{2 n-1}
$$

Proof. Assume first that $b$ and $c$ be both odd numbers. Then the numbers $a, d$ are both even and the first congruence of (2.4) implies $c \equiv$ $\left(1-a^{2}\right) b^{-1}\left(\bmod 2^{n}\right)$. The third congruence of (2.4) implies $d=-a$ and we get the set $M_{1}$. Let us find the number of elements of the set $M_{1}$. There is $2^{n-1}$ possibilities to choose odd number $b$, and $2^{n-1}$ possibilities to choose even number $a$. Hence $\left|M_{1}\right|=2^{n-1} 2^{n-1}=2^{2 n-2}$.

Let now only one of numbers $b$ or $c$ be odd. Then, by (2.3), $a$ and $d$ are odd numbers. The last two congruences of (2.4) imply again $d=-a$. The first congruence of (2.4) implies $c \equiv\left(1-a^{2}\right) b^{-1}\left(\bmod 2^{n}\right)$ if $b$ is odd and $b \equiv\left(1-a^{2}\right) c^{-1}\left(\bmod 2^{n}\right)$ if $c$ is odd. Hence we get the set $M_{2}$. It is $2^{n-1} \cdot 2^{n-1}$ possibilities to choose two odd numbers $a$ and $b$ (or $c$ ) and $\left|M_{2}\right|=2^{n-1} \cdot 2^{n-1} \cdot 2=2^{2 n-1}$. Proposition 2.1 is proved.

Let now both $b$ and $c$ be even. We give without any proof the next well-known result:

Lemma 2.2 Solutions of the congruence

$$
a^{2} \equiv 1\left(\bmod 2^{n}\right)
$$

are $a \in\left\{ \pm 1, \pm 1+2^{n-1}\right\}$.
Lemma 2.2 gives us solutions of the first congruence of system (2.4) in the case $b c \equiv 0\left(\bmod 2^{n}\right)$. Let us solve now this congruence if $b c \not \equiv$ $0\left(\bmod 2^{n}\right)$.

Lemma 2.3 Let numbers $b, c$ be even and $b c \not \equiv 0\left(\bmod 2^{n}\right)$. Then solutions of the congruence

$$
a^{2} \equiv 1-b c\left(\bmod 2^{n}\right)
$$

are triples
$(a, b, c)=\left(\varepsilon+2^{t+s-1} p, 2^{t} u, 2^{s}\left(-\left(\varepsilon+2^{t+s-2} p\right) p u^{2^{n-s-t-1}-1}+2^{n-t-s} k\right)\right)$,
where

$$
\begin{aligned}
& t, \\
\varepsilon= \pm & \in \mathbb{Z}_{n} \backslash\{0\}, \quad n>t+s \geqslant 3, \\
\varepsilon= \pm & u \in \mathbb{Z}_{2^{n-t}}^{*}, \quad p \in \mathbb{Z}_{2^{n-(t+s)+1}}^{*}, \quad k \in \mathbb{Z}_{2^{t}} .
\end{aligned}
$$

The number of solutions is $|\{(a, b, c)\}|=2^{n+1}\left(3 \cdot 2^{n-3}-n\right)$.
Proof. Let $b=2^{t} u, c=2^{s} v$, where $t, s \in \mathbb{Z}_{n} \backslash\{0\}, u \in \mathbb{Z}_{2^{n-t}}^{*}$, $v \in \mathbb{Z}_{2^{n-s}}^{*}$. Denote $s+t=m$. If our congruence has a solution then $1-b c \equiv$ $1(\bmod 8)$, i.e., $b c \equiv 0(\bmod 8)$ and $m \geqslant 3$. We can write our congruence in the form

$$
(a-1)(a+1) \equiv-2^{m} u v\left(\bmod 2^{n}\right)
$$

Thus

$$
a-1=2^{r} p \text { and } a+1=2^{m-r} q
$$

where $r \in \mathbb{Z}_{m} \backslash\{0\}, p \in \mathbb{Z}_{2^{n-r}}^{*}, q \in \mathbb{Z}_{2^{n-m+r}}^{*}$. Then

$$
2^{r} p \cdot 2^{m-r} q \equiv-2^{m} u v\left(\bmod 2^{n}\right)
$$

and, therefore,

$$
\begin{equation*}
p q \equiv-u v\left(\bmod 2^{n-m}\right) \tag{2.5}
\end{equation*}
$$

On the other hand,

$$
a=1+2^{r} p \equiv-1+2^{m-r} q
$$

i.e., $2\left(1+2^{r-1} p\right)=2^{m-r} q$ and

$$
1+2^{r-1} p \equiv 2^{m-r-1} q
$$

The last equation has a solution only in the cases $r=1$ and $r=m-1$.
In the case $r=1$ we have

$$
p=-1+2^{m-2} q
$$

i.e., $p=-1+2^{m-2} q$. Therefore,

$$
a=1+2\left(-1+2^{m-2} q\right)=-1+2^{m-1} q, \quad q \in \mathbb{Z}_{2^{n-m+1}}^{*}
$$

Analogously, in the case $r=m-1$ we have

$$
q=1+2^{m-2} p, a=1+2^{m-1} p, \quad p \in \mathbb{Z}_{2^{n-m+1}}^{*}
$$

Resume, that in both considered cases we can write

$$
q=\varepsilon+2^{m-2} p, a=\varepsilon+2^{m-1} p, \quad p \in \mathbb{Z}_{2^{n-m+1}}^{*}
$$

where $\varepsilon= \pm 1$. By (2.5), we have

$$
\left(\varepsilon+2^{m-2} q\right) q \equiv-u v\left(\bmod 2^{n-m}\right)
$$

and

$$
v=-\left(\varepsilon+2^{m-2} q\right) q u^{-1}=-\left(\varepsilon+2^{m-2} q\right) q u^{2^{n-m-1}-1}\left(\bmod 2^{n-m}\right)
$$

Since $0<v<2^{n-s}$, we have $2^{n-s} / 2^{n-m}=2^{t}$ different values modulo $2^{n}$ in the form $v_{k}=v+2^{n-m} k$, where $k \in \mathbb{Z}_{2^{t}}$. We have obtained the first statement of Lemma 2.3.

Let us now determine the number of triples $(a, b, c)$, which satisfy the congruence $a^{2} \equiv 1-b c\left(\bmod 2^{n}\right)$, where $b c \not \equiv 0\left(\bmod 2^{n}\right)$ and $b, c$ are both even numbers. Denote the number of such kind of triples by $|\{(a, b, c)\}|$. The triples $(a, b, c)$ are given by the parameters $s, t, \varepsilon, u, k, p$. The numbers of possible values of the parameters $\varepsilon, u, k, p$ are $2,2^{n-t-1}, 2^{t}, 2^{n-t-s}$, respectively. If we sum up over possible values of $s$ and $t$, we get

$$
|\{(a, b, c)\}|=2 \sum_{t=1}^{n-1} 2^{n-t-1} \sum_{s=1, s+t \geqslant 3}^{n-t-1}\left(2^{t} \cdot 2^{n-t-s}\right)=2^{n+1}\left(3 \cdot 2^{n-3}-n\right) .
$$

Lemma 2.3 is proved.
For even numbers $b, c$ we consider two cases: one of the numbers (or both) $b, c$ is zero and both numbers $b, c$ are nonzero even numbers.

Proposition 2.2 Let one of numbers (or both) b, $c$ be zero. Then solutions of system (2.4) belong to the sets $M_{3}, M_{4}, M_{5}, M_{6}, M_{7}, M_{8}, M_{9}, M_{10}, M_{11}$, $M_{12}, M_{13}, M_{14}, M_{15}, M_{16}, M_{17}, M_{18}, M_{19}, M_{20}, M_{21}, M_{22}$. The number of elements of these sets are $\left|M_{3}\right|=\left|M_{4}\right|=\left|M_{5}\right|=\left|M_{6}\right|=1,\left|M_{i}\right|=2$ $(i=7,8, \ldots, 12,15,16,17,18),\left|M_{19}\right|=\left|M_{20}\right|=4$ and

$$
\left|M_{13}\right|=\left|M_{14}\right|=\left|M_{21}\right|=\left|M_{22}\right|=4\left(2^{n-1}-1\right) .
$$

Proof. By Lemma 2.2, the solution of the first congruence of system (2.4) is $a \in\left\{ \pm 1, \pm 1+2^{n-1}\right\}$.
I) If $b=c=0$ then the third and fourth congruence of system (2.4) hold. In the second congruence, we have two possibilities: 1) one of factors equals to zero (i.e., $a+d \equiv 0$ or $a-d \equiv 0$ ) and $\mathbf{2}$ ) both factors are non-zero (i.e. $a+d \not \equiv 0$ and $a-d \not \equiv 0$ ).

In the case 1) $d= \pm a$ and we get the sets $M_{3}, M_{4}, M_{5}, M_{6}, M_{7}, M_{8}$.
In the case 2) we denote $a+d=2^{m} x, a-d=2^{k} y \quad$ (where $m, k \in$ $\mathbb{Z}_{n} \backslash\{0\}, x \in \mathbb{Z}_{2^{n-m}}^{*}, \quad y \in \mathbb{Z}_{2^{n-k}}^{*}$ and $\left.m+k \geqslant n\right)$. We have

$$
a=2^{m-1} x+2^{k-1} y, d=2^{m-1} x-2^{k-1} y
$$

modulo $2^{n-1}$ and

$$
\begin{equation*}
a=2^{m-1} x+2^{k-1} y+2^{n-1} z, d=2^{m-1} x-2^{k-1} y+2^{n-1} z \tag{2.6}
\end{equation*}
$$

modulo $2^{n}$, where $z=0,1$. As $a, d$ are odd, so one of the numbers $m-1$ or $k-1$ has to be zero (another has to be nonzero): $\mathbf{a}) m-1=0, \mathbf{b}$ ) $k-1=0$. Let us consider these two cases.
a) If $m=1$ and $k>1$, we have $k=n-1, y=1$, because $m+k \geqslant n$, and the solution of (2.6) is

$$
a=x+2^{n-2}+2^{n-1} z, d=a+2^{n-1}
$$

where $x \in \mathbb{Z}_{2^{n-1}}^{*}, z=0,1$.
b) Similarly, if $k=1$ and $m>1$, we get $m=n-1, x=1$ and the solution of (2.6) is

$$
a=2^{n-2}+y+2^{n-1} z, d=2^{n-1}-a
$$

where $y \in \mathbb{Z}_{2^{n-1}}^{*}, z=0,1$.
Summarizing the case 2), we obtain $d= \pm a+2^{n-1}$ and the values of number $a$ which give us the sets $M_{9}, M_{10}, M_{11}, M_{12}$.
II) Let us now consider the case if $b=0, c=2^{t} u$ ( or $c=0, b=2^{t} u$ ), where $t \in \mathbb{Z}_{n} \backslash\{0\}, u \in \mathbb{Z}_{2^{n-t}}^{*}$. Then the fourth (or third) congruence of system (2.4) holds only if 1) $a+d=0$ or 2) $a+d=2^{m} x(n-t \leqslant m \leqslant n-1$, $\left.x \in \mathbb{Z}_{2^{n-m}}^{*}\right)$.

1) If $a+d=0$ we get the sets $M_{13}$ and $M_{14}$. It is clear that for even number $2^{t} u \not \equiv 0$ there is $2^{n-1}-1$ possibilities and $\left|M_{13}\right|=\left|M_{14}\right|=$ $4\left(2^{n-1}-1\right)$.
2) If $a+d=2^{m} x\left(n-t \leqslant m \leqslant n-1, x \in \mathbb{Z}_{2^{n-m}}^{*}\right)$, the second congruence of (2.4) implies a) $a-d=0$ or $\mathbf{b}$ ) $a-d=2^{k} y$ (where $n-m \leqslant k \leqslant n-1$, $\left.y \in \mathbb{Z}_{2^{n-k}}^{*}\right)$.
a) If $a-d=0$, then $2^{m} x=a+d=2 a\left(m \geqslant n-t, x \in \mathbb{Z}_{2^{n-m}}^{*}\right)$ and $a=2^{m-1} x$ is odd only if $m=1$. Then $n-t \leqslant 1$, i.e., $t \geqslant n-1$ and $t=n-1$ (thus $u=1$ ). We get the sets $M_{15}, M_{16}, M_{17}, M_{18}$.
b) If $a-d=2^{k} y$ (where $n-m \leqslant k \leqslant n-1, y \in \mathbb{Z}_{2^{n-k}}^{*}$ ), then we get

$$
\begin{equation*}
a=2^{m-1} x+2^{k-1} y+2^{n-1} z, d=2^{m-1} x-2^{k-1} y+2^{n-1} z \tag{2.7}
\end{equation*}
$$

modulo $2^{n}$, where $z=0,1$. Since $a$, $d$ have to be odd numbers, one of the numbers $m-1$ or $k-1$ have to be zero: i) $m-1=0$, ii) $k-1=0$. Let us consider these two cases.
i) Case $m=1$ and $k>1$. Then $k=n-1, y=1$ and $t \geqslant n-m=n-1$ i.e. $t=n-1, s=1$. In this case we have $b=0, c=2^{n-1}$ (or $b=2^{n-1}$, $c=0$ ) and the solution of (2.7) is $a=x+2^{n-2}+2^{n-1} z, d=a+2^{n-1}$, where $x \in \mathbb{Z}_{2^{n-1}}^{*}, z=0,1$. Since we already know all values of $a$, we get the sets $M_{19}, M_{20}$.
ii) Case $k=1$ and $m>1$. Then $m=n-1, x=1$ and $t \geqslant n-m=1$. In this case the solution of (2.7) is $a=2^{n-2}+y+2^{n-1} z, d=2^{n-1}-a$, where $y \in \mathbb{Z}_{2^{n-1}}^{*}, z=0,1$. Since all values of $a$ are already known, we get the sets $M_{21}, M_{22}$. It is clear, that $\left|M_{21}\right|=\left|M_{22}\right|=4\left(2^{n-1}-1\right)$. Proposition 2.2 is proved.

Now let $b$ and $c$ both be nonzero even numbers.
Proposition 2.3 Let $b$ and $c$ both be nonzero even numbers i.e. $b=2^{t} u$, $c=2^{s} v$, where $t, s \in \mathbb{Z}_{n} \backslash\{0\}, t+s \geqslant 3, u \in \mathbb{Z}_{2^{n-t}}^{*}, v \in \mathbb{Z}_{2^{n-s}}^{*}$. Then the solutions of system (2.4) belong to one of the sets $M_{23}, M_{24}, M_{25}, M_{26}$, $M_{27}, M_{28}, M_{29}, M_{30}, M_{31}, M_{32}, M_{33}, M_{34}, M_{35}, M_{36}$. Numbers of elements of these sets are $\left|M_{23}\right|=\left|M_{24}\right|=\left|M_{25}\right|=\left|M_{26}\right|=1,\left|M_{31}\right|=\left|M_{32}\right|=2$ and

$$
\begin{aligned}
& \left|M_{27}\right|=\left|M_{28}\right|=\left|M_{33}\right|=\left|M_{34}\right|=(n-2) 2^{n}+2, \\
& \left|M_{29}\right|=\left|M_{30}\right|=\left|M_{35}\right|=\left|M_{36}\right|=2^{n}\left(3 \cdot 2^{n-3}-n\right) .
\end{aligned}
$$

Proof. Considering the second congruence of system (2.4), the following three cases are possible: I) $a-d=0, \mathbf{I I}) a+d=0, \mathbf{I I I}) a-d \not \equiv$ $0\left(\bmod 2^{n}\right), a+d \not \equiv 0\left(\bmod 2^{n}\right)$.
I) If $a-d=0$, then the third congruence implies $2^{t} u \cdot 2 a=2^{t+1} u a \equiv$ $0\left(\bmod 2^{n}\right)$ and the fourth congruence implies $2^{s} v \cdot 2 a=2^{s+1} v a \equiv 0\left(\bmod 2^{n}\right)$, i.e., $t=s=n-1$. Since in this case $a^{2} \equiv 1\left(\bmod 2^{n}\right)$, we get, by Lemma 2.2, the sets $M_{23}, M_{24}, M_{25}, M_{26}$.
II) If $a+d=0$, then we have two possibilities: 1) $t+s \geqslant n$ and 2) $3 \leqslant t+s<n$.

1) If $t+s \geqslant n$, then $a^{2} \equiv 1\left(\bmod 2^{n}\right)$ and, by Lemma 2.2 , we get the sets $M_{27}, M_{28}$. Clearly, $\left|M_{27}\right|=\left|M_{28}\right|$ and

$$
\left|M_{27} \cup M_{28}\right|=\left|\left\{(a, b, c): a \in\left\{ \pm 1, \pm 1+2^{n-1}\right\}, b=2^{t} u, c=2^{s} v\right\}\right|
$$

where $t, s \in \mathbb{Z}_{n} \backslash\{0\}, t+s \geqslant n, u \in \mathbb{Z}_{2^{n-t}}^{*}, v \in \mathbb{Z}_{2^{n-s}}^{*}$. We have four possibilities for the choice of $a$. The number of choices of $(b, c)$ depends on $t$ : there is $2^{n-t-1}$ possibilities for the choice of $u$ and $t$ possibilities for the choice of $s$; for every $s$ we have $2^{n-s-1}$ possibilities for the choice of $v$. Hence

$$
\begin{aligned}
\left|M_{27}\right| & =\left|M_{28}\right|=\frac{1}{2}\left|M_{27} \cup M_{28}\right|= \\
& =\frac{1}{2} \cdot 4 \cdot \sum_{t=1}^{n-1} 2^{n-t-1}\left(\sum_{s=n-t}^{n-1} 2^{n-s-1}\right)=(n-2) 2^{n}+2
\end{aligned}
$$

2) If $3 \leqslant t+s<n$, we use Lemma 2.3 and get the sets $M_{29}, M_{30}$. Clearly,

$$
\left|M_{29}\right|=\left|M_{30}\right|=\frac{1}{2}\left|M_{29} \cup M_{30}\right|=\frac{1}{2}|\{(a, b, c)\}|=2^{n}\left(3 \cdot 2^{n-3}-n\right) .
$$

III) If $a+d=2^{m} x\left(m \in \mathbb{Z}_{n} \backslash\{0\}, x \in \mathbb{Z}_{2^{n-m}}^{*}\right)$, the third and fourth congruences of system (2.4) imply $m+t \geqslant n, m+s \geqslant n$ and $a-d=2^{k} y$ $\left(k \in \mathbb{Z}_{n} \backslash\{0\}, y \in \mathbb{Z}_{2^{n-k}}^{*}, k+m \geqslant n\right)$. Then

$$
a=2^{m-1} x+2^{k-1} y, d=2^{m-1} x-2^{k-1} y
$$

modulo $2^{n-1}$ and, therefore, the solution is

$$
\begin{equation*}
a=2^{m-1} x+2^{k-1} y+2^{n-1} z, d=2^{m-1} x-2^{k-1} y+2^{n-1} z \tag{2.8}
\end{equation*}
$$

modulo $2^{n}$ where $z=0,1$. Since $a, d$ are odd, two cases are possible: 1) $m=1, k>1$ and 2) $k=1, m>1$.

1) In the case of $m=1$ and $k>1$ we have $k=s=t=n-1$, $y=u=v=1$ and the solution of (2.8) is

$$
b=c=2^{n-1}, a=x+2^{n-2}+2^{n-1} z, d=a+2^{n-1}
$$

where $x=1,3, \ldots, 2^{n-1}-1, z=0,1$. Since in this case $a^{2} \equiv 1\left(\bmod 2^{n}\right)$, we get the sets $M_{31}, M_{32}$.
2) Assume $k=1$ and $m>1$. Then $m=n-1, x=1 ; s, t \geqslant n-m=1$ and the solution of (2.8) is

$$
a=2^{n-2}+y+2^{n-1} z, d=2^{n-1}-a, \text { where } y \in \mathbb{Z}_{2^{n-1}}^{*}, z=0,1
$$

So, we have two possibilities for odd number $a$ : a) $t+s \geqslant n$ and b) $3 \leqslant t+s<n$.
a) If $t+s \geqslant n$, then $a^{2} \equiv 1\left(\bmod 2^{n}\right)$, and we get the sets $M_{33}, M_{34}$. Analogously to the sets $M_{27}, M_{28}$, the numbers of elements of the sets $M_{33}, M_{34}$ are

$$
\left|M_{33}\right|=\left|M_{34}\right|=\frac{1}{2}\left|M_{33} \cup M_{34}\right|=(n-2) 2^{n}+2
$$

b) If $3 \leqslant t+s<n$, then $a^{2} \not \equiv 1\left(\bmod 2^{n}\right)$ and, by Lemma 2.3 , we obtain the sets $M_{35}, M_{36}$. Similarly to the sets $M_{29}, M_{30}$, the numbers of elements of the sets $M_{35}, M_{36}$ are

$$
\left|M_{35}\right|=\left|M_{36}\right|=\frac{1}{2}\left|M_{35} \cup M_{36}\right|=\frac{1}{2}|\{(a, b, c)\}|=2^{n}\left(3 \cdot 2^{n-3}-n\right) .
$$

Proposition 2.3 is proved.
From Propositions 2.1, 2.2 and 2.3 it follows that the following theorem is true:

Theorem 2.1 There is exactly $9 \cdot 4^{n-1}+32$ matrices over $Z_{2^{n}}$ satisfying condition (2.4) i.e., $\left|\bigcup_{i=1}^{36} M_{i}\right|=9 \cdot 4^{n-1}+32$.

### 2.1.3 Conjugacy classes of regular $(2 \times 2)$-matrices over $\mathbb{Z}_{2^{n}}$ of order 1 or 2

The aim of this subsection is to divide the set of regular $(2 \times 2)$-matrices over $\mathbb{Z}_{2^{n}}$ of order 1 or 2 into conjugacy classes. This set was founded in subsection 2.1.2. Denote $A=\left\|\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right\|, B=\left\|\begin{array}{ll}a & b \\ c & d\end{array}\right\|$ and $g=\left\|\begin{array}{cc}x & y \\ z & w\end{array}\right\|$.

It is clear that if $A$ and $B$ are conjugate, i.e., $g^{-1} A g=B$, then $\operatorname{det} A=$ $\operatorname{det} B$ and $\alpha+\delta=a+d$, i.e., $\operatorname{Tr} A=\operatorname{Tr} B$.

| $\operatorname{Tr} A=a+d$ | set $M_{i}$, where belongs matrix $A$ |
| :--- | :--- |
| 0 | $M_{1}, M_{2}, M_{7}, M_{8}, M_{13}, M_{14}, M_{27}, M_{28}, M_{29}, M_{30}$ |
| $2^{n-1}$ | $M_{11}, M_{12}, M_{21}, M_{22}, M_{33}, M_{34}, M_{35}, M_{36}$ |
| 2 | $M_{3}, M_{5}, M_{15}, M_{16}, M_{23}, M_{24}$ |
| -2 | $M_{4}, M_{6}, M_{17}, M_{18}, M_{25}, M_{26}$ |
| $2+2^{n-1}$ | $M_{9}, M_{19}, M_{31}$ |
| $-2+2^{n-1}$ | $M_{10}, M_{20}, M_{32}$ |

Table 2. Traces of matrices

Theorem 2.2 For every $n \geqslant 3$, there is 17 conjugacy classes $K_{i}$ ( $i=1,2, \ldots, 17$ ) of regular $(2 \times 2)$-matrices $A$ of order less or equal to 2 $\left(\right.$ over $\left.\mathbb{Z}_{2^{n}}\right)$ :

$$
\begin{gathered}
K_{1}=M_{3}, \quad K_{2}=M_{5}, \quad K_{3}=M_{15} \cup M_{23}, \quad K_{4}=M_{16} \cup M_{24} \\
K_{5}=M_{4}, \quad K_{6}=M_{6}, \quad K_{7}=M_{17} \cup M_{25}, \quad K_{8}=M_{18} \cup M_{26} \\
K_{9}=M_{31}, \quad K_{10}=M_{9} \cup M_{19}, \quad K_{11}=M_{32} \\
K_{12}=M_{10} \cup M_{20}, \quad K_{13}=M_{11} \cup M_{21} \cup M_{33} \cup M_{35}, \\
K_{14}=M_{12} \cup M_{22} \cup M_{34} \cup M_{36}, \quad K_{15}=M_{1} \cup M_{2} \\
K_{16}=M_{7} \cup M_{13} \cup M_{27} \cup M_{29}, \quad K_{17}=M_{8} \cup M_{14} \cup M_{28} \cup M_{30}
\end{gathered}
$$

and

$$
\begin{gathered}
\left|K_{1}\right|=\left|K_{2}\right|=\left|K_{5}\right|=\left|K_{6}\right|=1, \quad\left|K_{9}\right|=\left|K_{11}\right|=2 \\
\left|K_{13}\right|=\left|K_{14}\right|=\left|K_{16}\right|=\left|K_{17}\right|=3 \cdot 2^{2 n-3}, \quad\left|K_{15}\right|=3 \cdot 2^{2 n-2} \\
\left|K_{3}\right|=\left|K_{4}\right|=\left|K_{7}\right|=\left|K_{8}\right|=3, \quad\left|K_{10}\right|=\left|K_{12}\right|=6 .
\end{gathered}
$$

Remark. If $n=3$ then $M_{29}=M_{30}=M_{35}=M_{36}=\emptyset$.

Proof. We have to solve the system $\left\{\begin{array}{c}g B g^{-1} \equiv A\left(\bmod 2^{n}\right) \\ \operatorname{det} g \not \equiv 0(\bmod 2)\end{array}\right.$, i.e.,

$$
\begin{equation*}
g B \equiv A g\left(\bmod 2^{n}\right), \quad \operatorname{det} g \not \equiv 0(\bmod 2), \tag{2.9}
\end{equation*}
$$

where $A, B$ are given and $g$ is unknown. We choose the representatives $A_{i}$ of classes $K_{i}$ (see Appendix C).
I) Let us prove that these representatives are not conjugate to each other. By Table 2, we have to check only 18 conditions modulo $2^{n}$ :

$$
\begin{array}{llll}
g A_{15} g^{-1} \equiv A_{16}, & g A_{15} g^{-1} \equiv A_{17}, & g A_{16} g^{-1} \equiv A_{17}, & g A_{13} g^{-1} \equiv A_{14}, \\
g A_{1} g^{-1} \equiv A_{2}, & g A_{1} g^{-1} \equiv A_{3}, & g A_{1} g^{-1} \equiv A_{4}, & g A_{2} g^{-1} \equiv A_{3}, \\
g A_{2} g^{-1} \equiv A_{4}, & g A_{3} g^{-1} \equiv A_{4}, & g A_{5} g^{-1} \equiv A_{6}, & g A_{5} g^{-1} \equiv A_{7}, \\
g A_{5} g^{-1} \equiv A_{8}, & g A_{6} g^{-1} \equiv A_{7}, & g A_{6} g^{-1} \equiv A_{8}, & g A_{7} g^{-1} \equiv A_{8}, \\
g A_{10} g^{-1} \equiv A_{9}, & g A_{12} g^{-1} \equiv A_{11}, & &
\end{array}
$$

where $\operatorname{det} g \not \equiv 0(\bmod 2)$. It is easy to verify that all these congruences do not have a solution.
II) Let us prove that all other matrices of $K_{i}$ are conjugate to representative $A_{i}$ of this class. Note that if a matrix $g$ is a solution of system (2.9) then the matrix

$$
\left\|\begin{array}{cc}
x+2^{n-1} x_{1} & y+2^{n-1} y_{1} \\
z+2^{n-1} z_{1} & w+2^{n-1} w_{1}
\end{array}\right\|,
$$

where $x_{1}, y_{1}, z_{1}, w_{1} \in \mathbb{Z}_{2}$, is also a solution of the system (2.9). To prove that two matrices are conjugate we do not need to find all solutions of system (2.9); it is sufficient to give some solutions. Computations in this subsection are elementary. The solutions $g$ for each form of matrices of the sets $M_{j}(j=1,2, \ldots, 36)$ are presented in Appendix A. 1 as well argumentations for the classes $K_{13}, K_{14}, K_{16}$ and $K_{17}$. Theorem 2.2 is proved.

### 2.1.4 Non-isomorphic groups $\mathcal{G}_{i}$

In this subsection we consider the groups $\mathcal{G}_{i}$ which correspond to the matrices $A_{i}(i=1, \ldots, 17)$ (see Appendix C) described in subsection 2.1.3. These groups are:

$$
\begin{aligned}
& \mathcal{G}_{1}=\left\langle a, b, c \mid(*), c^{-1} a c=a, c^{-1} b c=b\right\rangle=\left(C_{2^{n}} \times C_{2^{n}}\right) \times C_{2}, \\
& \mathcal{G}_{2}=\left\langle a, b, c \mid(*), c^{-1} a c=a^{1+2^{n-1}}, c^{-1} b c=b^{1+2^{n-1}}\right\rangle, \\
& \mathcal{G}_{3}=\left\langle a, b, c \mid(*), c^{-1} a c=a b^{2^{n-1}}, c^{-1} b c=b\right\rangle, \\
& \mathcal{G}_{4}=\left\langle a, b, c \mid(*), c^{-1} a c=a^{1+2^{n-1}} b^{2^{n-1}}, c^{-1} b c=b^{1+2^{n-1}}\right\rangle, \\
& \mathcal{G}_{5}=\left\langle a, b, c \mid(*), c^{-1} a c=a^{-1}, c^{-1} b c=b^{-1}\right\rangle,
\end{aligned}
$$

$$
\begin{aligned}
& \mathcal{G}_{6}=\left\langle a, b, c \mid(*), c^{-1} a c=a^{-1+2^{n-1}}, c^{-1} b c=b^{-1+2^{n-1}}\right\rangle \\
& \mathcal{G}_{7}=\left\langle a, b, c \mid(*), c^{-1} a c=a^{-1} b^{2^{n-1}}, c^{-1} b c=b^{-1}\right\rangle \\
& \mathcal{G}_{8}=\left\langle a, b, c \mid(*), c^{-1} a c=a^{-1+2^{n-1}} b^{2^{n-1}}, c^{-1} b c=b^{-1+2^{n-1}}\right\rangle \\
& \mathcal{G}_{9}=\left\langle a, b, c \mid(*), c^{-1} a c=a b^{2^{n-1}}, c^{-1} b c=a^{2^{n-1}} b^{1+2^{n-1}}\right\rangle \\
& \mathcal{G}_{10}=\left\langle a, b, c \mid(*), c^{-1} a c=a, c^{-1} b c=b^{1+2^{n-1}}\right\rangle \\
& \mathcal{G}_{11}=\left\langle a, b, c \mid(*), c^{-1} a c=a^{-1} b^{2^{n-1}}, c^{-1} b c=a^{2^{n-1}} b^{-1+2^{n-1}}\right\rangle, \\
& \mathcal{G}_{12}=\left\langle a, b, c \mid(*), c^{-1} a c=a^{-1}, c^{-1} b c=b^{-1+2^{n-1}}\right\rangle, \\
& \mathcal{G}_{13}=\left\langle a, b, c \mid(*), c^{-1} a c=a, c^{-1} b c=b^{-1+2^{n-1}}\right\rangle \\
& \mathcal{G}_{14}=\left\langle a, b, c \mid(*), c^{-1} a c=a^{-1}, c^{-1} b c=b^{1+2^{n-1}}\right\rangle \\
& \mathcal{G}_{15}=\left\langle a, b, c \mid(*), c^{-1} a c=b, c^{-1} b c=a\right\rangle \\
& \mathcal{G}_{16}=\left\langle a, b, c \mid(*), c^{-1} a c=a, c^{-1} b c=b^{-1}\right\rangle \\
& \mathcal{G}_{17}=\left\langle a, b, c \mid(*), c^{-1} a c=a^{1+2^{n-1}}, c^{-1} b c=b^{-1+2^{n-1}}\right\rangle,
\end{aligned}
$$

where the conditions $a^{2^{n}}=b^{2^{n}}=c^{2}=1, a b=b a$ are denoted by $(*)$.
Let us prove next Theorem.
Theorem 2.3 There is 17 non-isomorphic groups $\mathcal{G}_{i}(i=1, \ldots, 17)$ which can be presented in the form $\left(C_{2^{n}} \times C_{2^{n}}\right) \lambda C_{2}$.

Proof. To prove Theorem 2.3, we find first the derived subgroups $\mathcal{G}_{i}^{\prime}$ and centers $Z\left(\mathcal{G}_{i}\right)$ of the groups $\mathcal{G}_{i}$. The obtained results are given in the Table 3.

| derived subgroup $\mathcal{G}_{i}^{\prime}$ | center $Z\left(\mathcal{G}_{i}\right)$ | group $\mathcal{G}_{i}$ |
| :--- | :--- | :--- |
| $C_{2^{n}}$ | $C_{2^{n}}$ | $\mathcal{G}_{15}$ |
| $\{1\}$ | $C_{2^{n}} \times C_{2^{n}} \times C_{2^{n}}$ | $\mathcal{G}_{1}$ |
| $C_{2^{n-1}} \times C_{2^{n-1}}$ | $C_{2} \times C_{2}$ | $\mathcal{G}_{5}, \mathcal{G}_{6}, \mathcal{G}_{7}, \mathcal{G}_{8}, \mathcal{G}_{11}, \mathcal{G}_{12}$ |
| $C_{2} \times C_{2}$ | $C_{2^{n-1}} \times C_{2^{n-1}}$ | $\mathcal{G}_{2}, \mathcal{G}_{4}, \mathcal{G}_{9}$ |
| $C_{2^{n-1}}$ | $C_{2} \times C_{2^{n}}$ | $\mathcal{G}_{13}, \mathcal{G}_{16}$ |
| $C_{2} \times C_{2^{n-1}}$ | $C_{2^{n-1}} \times C_{2}$ | $\mathcal{G}_{14}, \mathcal{G}_{17}$ |
| $C_{2}$ | $C_{2^{n}} \times C_{2^{n-1}}$ | $\mathcal{G}_{3}, \mathcal{G}_{10}$ |

Table 3. Derived subgroups $\mathcal{G}_{i}^{\prime}$ and centers $Z\left(\mathcal{G}_{i}\right)$ of groups $\mathcal{G}_{i}$.
If the derived subgroups $\mathcal{G}_{i}^{\prime}$ (or centers $Z\left(\mathcal{G}_{i}\right)$ ) of two groups are different then these groups are non-isomorphic. Therefore, by Table 3, we have to check the problem of isomorphism I) for the groups $\mathcal{G}_{5}, \mathcal{G}_{6}, \mathcal{G}_{7}, \mathcal{G}_{8}, \mathcal{G}_{11}$, $\mathcal{G}_{12}$, II) for the groups $\mathcal{G}_{2}, \mathcal{G}_{4}, \mathcal{G}_{9}$, III) for the groups $\mathcal{G}_{13}, \mathcal{G}_{16}$, IV) for the groups $\mathcal{G}_{14}, \mathcal{G}_{17}$ and $\mathbf{V}$ ) for the groups $\mathcal{G}_{3}, \mathcal{G}_{10}$. As follows, we determine the numbers of automorphisms of these groups. Obviously if the
numbers of automorphisms of two groups are different, then these groups are non-isomorphic. For example, we present the computations of the number of automorphisms of the group $\mathcal{G}_{8}$ (Appendix A.2.1). The numbers of automorphisms of the groups $\mathcal{G}_{i}(i=1,2, \ldots, 17)$ are:

$$
\begin{array}{lll}
\left|\operatorname{Aut}\left(\mathcal{G}_{1}\right)\right|=3 \cdot 2^{4 n-1} & \left|\operatorname{Aut}\left(\mathcal{G}_{2}\right)\right|=3 \cdot 2^{4 n-1} & \left|\operatorname{Aut}\left(\mathcal{G}_{3}\right)\right|=2^{4 n} \\
\left|\operatorname{Aut}\left(\mathcal{G}_{4}\right)\right|=2^{4 n-1} & \left|\operatorname{Aut}\left(\mathcal{G}_{5}\right)\right|=3 \cdot 2^{6 n-3} & \left|\operatorname{Aut}\left(\mathcal{G}_{6}\right)\right|=3 \cdot 2^{6 n-5} \\
\left|\operatorname{Aut}\left(\mathcal{G}_{7}\right)\right|=2^{6 n-4} & \left|\operatorname{Aut}\left(\mathcal{G}_{8}\right)\right|=2^{6 n-5} & \left|\operatorname{Aut}\left(\mathcal{G}_{9}\right)\right|=3 \cdot 2^{4 n-2} \\
\left|\operatorname{Aut}\left(\mathcal{G}_{10}\right)\right|=2^{4 n-1} & \left|\operatorname{Aut}\left(\mathcal{G}_{11}\right)\right|=3 \cdot 2^{6 n-6} & \left|\operatorname{Aut}\left(\mathcal{G}_{12}\right)\right|=2^{6 n-5} \\
\left|\operatorname{Aut}\left(\mathcal{G}_{13}\right)\right|=2^{3 n} & \left|\operatorname{Aut}\left(\mathcal{G}_{14}\right)\right|=2^{3 n+1} & \left|\operatorname{Aut}\left(\mathcal{G}_{15}\right)\right|=2^{3 n-1} \\
\left|\operatorname{Aut}\left(\mathcal{G}_{16}\right)\right|=2^{3 n+1} & \left|\operatorname{Aut}\left(\mathcal{G}_{17}\right)\right|=2^{3 n} &
\end{array}
$$

Since $\left|\operatorname{Aut}\left(\mathcal{G}_{8}\right)\right|=\left|\operatorname{Aut}\left(\mathcal{G}_{12}\right)\right|$, it is still necessary to check whether the groups $\mathcal{G}_{8}$ and $\mathcal{G}_{12}$ are non-isomorphic.

Let us determine the number of elements of order 2 in the groups $\mathcal{G}_{8}$ and $\mathcal{G}_{12}$. Consider an element $c^{x} a^{i} b^{j} \neq 1$ of $\mathcal{G}_{8}$ or $\mathcal{G}_{12}$. If $x=0$, then in the both groups $1=\left(a^{i} b^{j}\right)^{2}=a^{2 i} b^{2 j}$ and we have $i \equiv j \equiv 0\left(\bmod 2^{n-1}\right)$ and there is 3 possibilities for $(i, j)$. If $x=1$, then for $c a^{i} b^{j} \in \mathcal{G}_{8}$ we have

$$
1=\left(c a^{i} b^{j}\right)^{2}=\left(c^{-1} a^{i} c\right)\left(c^{-1} b^{j} c\right) a^{i} b^{j}=a^{2^{n-1} i} b^{2^{n-1}(i+j)}
$$

and, therefore, $i \equiv j \equiv 0(\bmod 2)$ and it is $2^{n-1} \cdot 2^{n-1}=2^{2 n-2}$ possibilities for $(i, j)$. Hence the number of elements of order 2 in the group $\mathcal{G}_{8}$ is $3+2^{2 n-2}$. Similarly, for $c a^{i} b^{j} \in \mathcal{G}_{12}$ we have

$$
1=\left(c a^{i} b^{j}\right)^{2}=\left(c^{-1} a^{i} c\right)\left(c^{-1} b^{j} c\right) a^{i} b^{j}=b^{2^{n-1} j}
$$

and therefore, $j \equiv 0(\bmod 2), i \in \mathbb{Z}_{2^{n}}$ and it is $2^{n} \cdot 2^{n-1}=2^{2 n-1}$ possibilities for $(i, j)$. Hence the number of elements of order 2 in group $\mathcal{G}_{12}$ is $3+2^{2 n-1}$.

Since the numbers of elements of order two in groups $\mathcal{G}_{8}$ and $\mathcal{G}_{12}$ are different, the groups $\mathcal{G}_{8}$ and $\mathcal{G}_{12}$ are non-isomorphic. Theorem 2.3 is proved.

### 2.2 A characterization of group $\mathcal{G}_{15}$ by its endomorphism semigroup

In this section we shall characterize the group

$$
\begin{aligned}
\mathcal{G}_{15} & =\left\langle a, b, c \mid a^{2^{n}}=b^{2^{n}}=c^{2}=1, a b=b a, c^{-1} a c=b, c^{-1} b c=a\right\rangle= \\
& =(\langle a\rangle \times\langle b\rangle) \lambda\langle c\rangle=\left(C_{2^{n}} \times C_{2^{n}}\right) \lambda C_{2}
\end{aligned}
$$

by its endomorphism semigroup.

Let us find the derived group of $\mathcal{G}_{15}$. The generating relations of $\mathcal{G}_{15}$ imply

$$
c^{-t} a^{m} c^{t}=a^{\frac{1+(-1)^{t}}{2} m} b^{\frac{1-(-1)^{t}}{2} m}, c^{-t} b^{m} c^{t}=a^{\frac{1-(-1)^{t}}{2} m} b^{\frac{1+(-1)^{t}}{2} m} .
$$

Therefore,

$$
\begin{gathered}
{\left[c^{x} a^{i} b^{j}, c^{y} a^{k} b^{l}\right]=b^{-j} a^{-i} c^{-x} b^{-l} a^{-k} c^{-y} c^{x} a^{i} b^{j} c^{y} a^{k} b^{l}=} \\
=b^{-j} a^{-i}\left(c^{-x} b^{-l} c^{x}\right)\left(c^{-x} a^{-k} c^{x}\right)\left(c^{-y} a^{i} c^{y}\right)\left(c^{-y} b^{j} c^{y}\right) a^{k} b^{l}= \\
=\left(a^{-1} b\right)^{\frac{1-(-1)^{y}}{2} i-\frac{1-(-1)^{y}}{2} j-\frac{1-(-1)^{x}}{2} k+\frac{1-(-1)^{x}}{2} l},
\end{gathered}
$$

i.e., $\mathcal{G}_{15}^{\prime}=\left\langle a^{-1} b\right\rangle \cong C_{2^{n}}$. Denote $d=a^{-1} b$. Then $c^{-1} d c=d^{-1}, c^{-1} a c=$ $b=a d$ and replacing the letter $d$ by $b$, we get

$$
\begin{aligned}
\mathcal{G}_{15} & =(\langle a\rangle \times\langle b\rangle) \lambda\langle c\rangle=\left(C_{2^{n}} \times C_{2^{n}}\right) \lambda C_{2}= \\
& =\left\langle a, b, c \mid(*), a b=b a, c^{-1} a c=a b, c^{-1} b c=b^{-1}\right\rangle= \\
& =\left\langle a, b, c \mid(*), c^{-1} b c=b^{-1}, a^{-1} b a=b, a^{-1} c a=c b^{-1}\right\rangle= \\
& =(\langle b\rangle \lambda\langle c\rangle) \lambda\langle a\rangle=\left(C_{2^{n}} \lambda C_{2}\right) \lambda C_{2^{n}},
\end{aligned}
$$

where $(*)$ denotes the relations $a^{2^{n}}=b^{2^{n}}=c^{2}=1$. Using these notations, the derived group of $\mathcal{G}_{15}$ is $\mathcal{G}_{15}^{\prime}=\langle b\rangle \cong C_{2^{n}}$ and

$$
\mathcal{G}_{15} / \mathcal{G}_{15}^{\prime}=\left\langle c \mathcal{G}_{15}^{\prime}\right\rangle \times\left\langle a \mathcal{G}_{15}^{\prime}\right\rangle \cong C_{2} \times C_{2^{n}} .
$$

The center of this group is $Z\left(\mathcal{G}_{15}\right)=\left\langle a^{2} b\right\rangle$. Computations of the number of automorphisms of the group $\mathcal{G}_{15}$ are given in Appendix A.2.2.

Theorem 2.4 A finite group $\mathcal{G}$ is isomorphic to $\mathcal{G}_{15}$ if and only if $\mid$ Aut $(\mathcal{G}) \mid=2^{3 n-1}$ and there exist $x, y \in I(\mathcal{G})$ such that the following properties hold:

$$
\begin{array}{ll}
1^{0} & K(x) \cong \operatorname{End}\left(C_{2}\right) ; \\
2^{0} & y \in J(x) \text { and } K(y) \cong \operatorname{End}\left(C_{2^{n}}\right) ; \\
3^{0} & J(x) \cap J(y)=\{0\} ; \\
4^{0} & |\{z \in \operatorname{End}(\mathcal{G}) \mid x z=z, z x=z y=0\}|=2 \\
5^{0} & \left|\left\{u^{n-2} S \mid u \in K(y), u^{n-1} \neq 0, u^{n}=0\right\}\right|=4 \\
& \text { where } S=\{z \in \operatorname{End}(\mathcal{G}) \mid y z=z, z x=z y=0\} ; \\
6^{0} & |T|=2^{n}, w h e r e T=\{z \in I(\mathcal{G}) \mid y z=z, z y=y, z x=0\} \\
7^{0} & u \in D(x), v \in D(y) \Longrightarrow u^{-1} v u \in D(y) \\
8^{0} & |D(x)|=2^{2 n-1}
\end{array}
$$

Proof. Necessity. Let $\mathcal{G}=\mathcal{G}_{15}$.

Denote by $x$ and $y$ the projections of $\mathcal{G}$ onto its subgroups $\langle c\rangle$ and $\langle a\rangle$, respectively:

$$
x: \mathcal{G} \longrightarrow\langle c\rangle ; \quad y: \mathcal{G} \longrightarrow\langle a\rangle .
$$

Then Ker $x=\langle a, b\rangle=\langle a\rangle \times\langle b\rangle$, Ker $y=\langle b, c\rangle$ and Ker $x \cap \operatorname{Ker} y=\langle b\rangle$. Clearly, $x, y \in I(\mathcal{G})$ and $x y=y x=0$, i.e., $y \in J(x)$. We shall prove that $x$ and $y$ satisfy properties $1^{0}-7^{0}$.

Lemma 4 implies properties $1^{0}$ and $2^{0}$. By Lemma $5, J(x) \cap J(y)$ consists of $z \in \operatorname{End}(\mathcal{G})$ such that $(\operatorname{Im} x) z=(\operatorname{Im} y) z=\langle 1\rangle$ and $(\operatorname{Ker} x) z \subset$ $\operatorname{Ker} x$, $(\operatorname{Ker} y) z \subset \operatorname{Ker} y$, i.e.,

$$
\begin{equation*}
c z=a z=1 ; b z=b^{i}, i \in \mathbb{Z}_{2^{n}} \tag{2.10}
\end{equation*}
$$

Map (2.10) preserves the defining relations of $\mathcal{G}$ and is an endomorphism of $\mathcal{G}$ if and only if $i=0$. Hence property $3^{0}$ holds.

Choose $z \in\{z \in \operatorname{End}(\mathcal{G}) \mid x z=z, z x=z y=0\}$. Then

$$
\begin{aligned}
a z=a(x z)=(a x) z=1 z=1, & b z=b(x z)=(b x) z=1 z=1, \\
(c z) x=c(z x)=c \theta=1, & (c z) y=c(z y)=c \theta=1,
\end{aligned}
$$

i.e., $c z \in \operatorname{Ker} x \cap \operatorname{Ker} y=\langle b\rangle$, and

$$
z: \quad c \longmapsto b^{i}, a \longmapsto 1, b \longmapsto 1 \quad\left(i \in \mathbb{Z}_{2^{n}}\right) .
$$

This map preserves the defining relations of $\mathcal{G}$ if and only if $i \in\left\{0,2^{n-1}\right\}$. Hence property $4^{0}$ holds.

Choose $z \in S=\{z \in \operatorname{End}(\mathcal{G}) \mid y z=z, z x=z y=0\}$. Then

$$
\begin{gathered}
c z=c(y z)=(c y) z=1 z=1, \quad b z=b(y z)=(b y) z=1 z=1, \\
(a z) x=a(z x)=a \theta=1, \quad(a z) y=a(z y)=a \theta=1
\end{gathered}
$$

i.e., $a z \in \operatorname{Ker} x \cap \operatorname{Ker} y=\langle b\rangle$ and

$$
z: \quad c \longmapsto 1, a \longmapsto b^{j}, b \longmapsto 1 \quad\left(j \in \mathbb{Z}_{2^{n}}\right) .
$$

This map preserves the defining relations of $\mathcal{G}$ and therefore, is an element of $S$ for each $j \in \mathbb{Z}_{2^{n}}$. By Lemma $4, K(y)$ consists of the following maps $u$ :

$$
u: \quad c \longmapsto 1, a \longmapsto a^{l}, b \longmapsto 1 \quad\left(l \in \mathbb{Z}_{2^{n}}\right)
$$

The map $u \in K(y)$ satisfies conditions $u^{n-1} \neq 0, u^{n}=0$ if and only if $l=2 i, i \in \mathbb{Z}_{2^{n-1}}^{*}$. In this case

$$
u^{n-2}: \quad c \longmapsto 1, a \longmapsto a^{2^{n-2} i^{n-2}}, b \longmapsto 1 \quad\left(i \in \mathbb{Z}_{2^{n-1}}^{*}\right)
$$

and

$$
u^{n-2} z: \quad c \longmapsto 1, a \longmapsto b^{2^{n-2} i^{n-2} j}, b \longmapsto 1 \quad\left(i \in \mathbb{Z}_{2^{n-1}}^{*}, j \in \mathbb{Z}_{2^{n}}\right)
$$

where $z \in S$ is given above. Since $2^{n-2} i^{n-2} j \in\left\{0 ; 2^{n-2} ; 2^{n-1} ; 3 \cdot 2^{n-2}\right\}$, property $5^{0}$ holds.

Denote $T=\{z \in I(\mathcal{G}) \mid y z=z, z y=y, z x=0\}$ and choose $z \in T$. Then

$$
c z=c(y z)=(c y) z=1, b z=b(y z)=(b y) z=1, a z \in \operatorname{Ker} x
$$

i.e., $a z=a^{j} b^{i}$, where $i, j \in \mathbb{Z}_{2^{n}}$. By condition $y=z y$,

$$
a=a y=a(z y)=(a z) y=\left(a^{j} b^{i}\right) y=a^{j}
$$

i.e., $j=1$ and

$$
z: \quad c \longmapsto 1, b \longmapsto 1, a \longmapsto a b^{i} \quad\left(i \in \mathbb{Z}_{2^{n}}\right)
$$

This map preserves the defining relations of $\mathcal{G}$ and is an element of $T$ for each $i \in \mathbb{Z}_{2^{n}}$. Hence $|T|=2^{n}$. Property $6^{0}$ is proved.

In order to prove properties $7^{0}$ and $8^{0}$ we find the set

$$
D(x)=\left\{u \in \operatorname{Aut}\left(\mathcal{G}_{15}\right) \mid u x=x u=x\right\} .
$$

By Lemma $7, D(x)$ consists of automorphisms $u$ of $\mathcal{G}_{15}$ such that $c u=c$ and $b u$, $a u \in \operatorname{Ker} x$, i.e., $c u=c, a u=a^{i} b^{j}, b u=a^{k} b^{l}$ for some $i, j, k, l \in \mathbb{Z}_{2^{n}}$. Therefore, by appendix A.2.2, $D(x)$ consists of maps

$$
\begin{equation*}
u: c u=c, a u=a^{i} b^{j}, b u=b^{l} \tag{2.11}
\end{equation*}
$$

where

$$
\begin{equation*}
l=i-2 j, j \in \mathbb{Z}_{2^{n}}, i \in \mathbb{Z}_{2^{n}}^{*} \tag{2.12}
\end{equation*}
$$

what means that $|D(x)|=2^{n} \cdot 2^{n-1}=2^{2 n-1}$. Property $8^{0}$ is proved. We need below the inverse $u^{-1}$ of $u \in D(x)$ :

$$
\begin{equation*}
u^{-1}: c u^{-1}=c, a u^{-1}=a^{i^{-1}} b^{-j l^{-1} i^{-1}}, b u^{-1}=b^{l^{-1}} . \tag{2.13}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
D(y)=\left\{v \in \operatorname{Aut}\left(\mathcal{G}_{15}\right) \mid c v=c b^{q}, a v=a, b v=b, q \in \mathbb{Z}_{2^{n}}\right\} \tag{2.14}
\end{equation*}
$$

Choose $u \in D(x), v \in D(y)$ and compute $u^{-1} v u$. Using (2.11)-(2.14), we obtain

$$
\begin{aligned}
c\left(u^{-1} v u\right) & =\left(c u^{-1}\right)(v u)=(c v) u=\left(c b^{q}\right) u=c b^{l q} \\
a\left(u^{-1} v u\right) & =\left(a u^{-1}\right)(v u)=\left(a^{i^{-1}} b^{-j l^{-1} i^{-1}}\right) v u= \\
& =\left((a v)^{i^{-1}}(b v)^{-j l^{-1} i^{-1}}\right) u=\left(a^{i^{-1}} b^{-j l^{-1} i^{-1}}\right) u= \\
& =(a u)^{i^{-1}}(b u)^{-j l^{-1} i^{-1}}=\left(a^{i} b^{j}\right)^{i^{-1}}\left(b^{l}\right)^{-j l^{-1} i^{-1}}=a \\
b\left(u^{-1} v u\right) & =\left(b u^{-1}\right)(v u)=\left(b^{l^{-1}}\right) v u=\left(b^{l^{-1}}\right) u=b^{l^{-1} l}=b .
\end{aligned}
$$

Hence $u^{-1} v u \in D(y)$ and property $7^{0}$ is proved.
Sufficiency. Let $\mathcal{G}$ be a finite group such that $|\operatorname{Aut}(\mathcal{G})|=2^{3 n-1}$ and there exist $x, y \in I(\mathcal{G})$ satisfying properties $1^{0}-8^{0}$. We have to prove that $\mathcal{G} \cong \mathcal{G}_{15}$.

By Lemmas 1 and 4,

$$
\begin{aligned}
\mathcal{G} & =\operatorname{Ker} x \lambda \operatorname{Im} x, K(x) \cong \operatorname{End}(\operatorname{Im} x) \stackrel{1^{0}}{\cong} \operatorname{End}\left(C_{2}\right) \\
\mathcal{G} & =\operatorname{Ker} y \lambda \operatorname{Im} y, K(y) \cong \operatorname{End}(\operatorname{Im} y) \stackrel{2^{0}}{\cong} \operatorname{End}\left(C_{2^{n}}\right)
\end{aligned}
$$

Since each finite Abelian group is determined by its endomorphism semigroup in the class of all groups (Lemma 10), we have $\operatorname{Im} x \cong\langle c\rangle$ and $\operatorname{Im}$ $y \cong\langle a\rangle$ for some $c, a \in \mathcal{G}, o(c)=2, o(a)=2^{n}$, i.e., $c^{2}=1, a^{2^{n}}=1$. In view of Lemmas 1 and 9,

$$
\mathcal{G}=(M \lambda\langle c\rangle) \lambda\langle a\rangle=(M \lambda\langle a\rangle) \lambda\langle c\rangle,
$$

where

$$
\begin{gathered}
M=\operatorname{Ker} x \cap \operatorname{Ker} y, \operatorname{Im} x=\langle c\rangle, \quad \operatorname{Im} y=\langle a\rangle \\
\text { Ker } x=M \lambda\langle a\rangle, \text { Ker } y=M \lambda\langle c\rangle
\end{gathered}
$$

Therefore, $\mathcal{G} / M=\langle a M\rangle \times\langle c M\rangle$ and $\mathcal{G}^{\prime} \subset M$.
As $\operatorname{Aut}(\mathcal{G})$ is a 2 -group, so the group of inner automorphism $\widehat{\mathcal{G}} \cong$ $\mathcal{G} / Z(\mathcal{G})$ is also a 2 -group. Hence all $2^{\prime}$-elements of $\mathcal{G}$ belong to its center $Z(\mathcal{G})$. Therefore, the group $\mathcal{G}$ splits into the direct product $\mathcal{G}=\mathcal{G}_{2^{\prime}} \times \mathcal{G}_{2}$ of its Hall $2^{\prime}$-subgroup $\mathcal{G}_{2^{\prime}}$ and Sylow 2 -subgroup $\mathcal{G}_{2}$. Denote by $z$ the projection of $\mathcal{G}$ onto its subgroup $\mathcal{G}_{2^{\prime}}$. Then $z \in J(x) \cap J(y) \stackrel{3^{0}}{=}\{0\}$ and $z=0$. Hence $\mathcal{G}$ is 2 -group.

Choose $z \in \operatorname{End}(\mathcal{G})$ such that $x z=z, z x=z y=0$. Then $(c z)^{2}=1$, $(\operatorname{Ker} x) z=(\operatorname{Ker} x) x z=\langle 1\rangle z=\langle 1\rangle,(\operatorname{Im} x) z=\langle c\rangle z=\langle c z\rangle \subset \operatorname{Ker} x \cap$ Ker $y=M$. Conversely, if $d \in M$ such that $d^{2}=1$, we can define $z \in$ End $(\mathcal{G})$ by setting

$$
(\operatorname{Ker} x) z=\langle 1\rangle,(\operatorname{Im} x) z=\langle d\rangle=\langle c z\rangle, \text { where } c z=d
$$

This endomorphism satisfies equalities $x z=z, z x=z y=0$. Property $4^{0}$ implies that the subgroup $M$ of $\mathcal{G}$ has only one element of order 2 . Therefore, $M$ is cyclic or a generalized quaternion group ([38], Theorem 5.46). By property $5^{0}, M$ has 4 elements $d$ such that $d^{4}=1$. Since the number of elements $d$, $d^{4}=1$, is greater than 4 in each generalized quaternion group, the subgroup $M$ is cyclic of order $2^{k}, k \geqslant 2$ and

$$
M=\langle b\rangle \cong C_{2^{k}}, \quad k \geqslant 2
$$

for some $b \in M$.
Assume that $M \neq \mathcal{G}^{\prime}$. Then

$$
\mathcal{G} / \mathcal{G}^{\prime}=\left\langle a \mathcal{G}^{\prime}\right\rangle \times\left\langle b \mathcal{G}^{\prime}\right\rangle \times\left\langle c \mathcal{G}^{\prime}\right\rangle, \quad\left\langle b \mathcal{G}^{\prime}\right\rangle \not \equiv\langle 1\rangle
$$

and we can find a non-zero element $z \in J(x) \cap J(y)$ :

$$
\left(\mathcal{G}^{\prime}\right) z=\langle 1\rangle, a z=c z=1, b z=b^{2^{k-1}}
$$

This contradicts property $3^{0}$. Therefore,

$$
\begin{equation*}
\mathcal{G}^{\prime}=M=\langle b\rangle \cong C_{2^{k}} \quad(k \geqslant 2), \quad \mathcal{G} / \mathcal{G}^{\prime}=\left\langle a \mathcal{G}^{\prime}\right\rangle \times\left\langle c \mathcal{G}^{\prime}\right\rangle . \tag{2.15}
\end{equation*}
$$

In view of (2.15),

$$
c^{-1} b c=b^{t}, a^{-1} b a=b^{s}
$$

for some $s, t \equiv 1(\bmod 2)$. Hence

$$
\begin{aligned}
b^{-1} c^{-1} b c & =[b, c]=b^{t-1} \in\left\langle b^{2}\right\rangle \\
b^{-1} a^{-1} b a & =[b, a]=b^{s-1} \in\left\langle b^{2}\right\rangle
\end{aligned}
$$

Since $\mathcal{G}^{\prime}=\langle b\rangle$,

$$
[a, c]=a^{-1} c^{-1} a c=b^{i}
$$

Here $i \equiv 1(\bmod 2)$, because otherwise $[a, c] \in\left\langle b^{2}\right\rangle$ and $\mathcal{G}^{\prime} \subset\left\langle b^{2}\right\rangle$ which is impossible. As $\left\langle b^{i}\right\rangle=\langle b\rangle$, we can assume that $i=1$, i.e.,

$$
c^{-1} a c=a b .
$$

To find the value of $t$, we calculate

$$
\begin{aligned}
a & =c^{-2} a c^{2}=c^{-1}\left(c^{-1} a c\right) c=c^{-1} a b c= \\
& =\left(c^{-1} a c\right)\left(c^{-1} b c\right)=a b b^{t}=a b^{t+1}
\end{aligned}
$$

Hence $t=-1$ and

$$
c^{-1} b c=b^{-1}
$$

Next we show that $k=n$. For this purpose, let us find $\left(a b^{m}\right)^{2^{l}}$ for each $1 \leqslant l \leqslant n$ :

$$
\begin{gathered}
\left(a b^{m}\right)^{2}=\left(a b^{m}\right)\left(a b^{m}\right)=a^{2}\left(a^{-1} b^{m} a\right) b^{m}=a^{2} b^{m(s+1)} \\
\left(a b^{m}\right)^{2^{2}}=a^{4}\left(a^{-2} b^{m(s+1)} a^{2}\right) b^{m(s+1)}=a^{4} b^{m\left(s^{2}+1\right)(s+1)}
\end{gathered}
$$

and, using induction by $l$,

$$
\begin{equation*}
\left(a b^{m}\right)^{2^{l}}=a^{2^{l}} b^{m\left(s^{2^{l-1}}+1\right) \cdot \ldots\left(s^{4}+1\right)\left(s^{2}+1\right)(s+1)} . \tag{2.16}
\end{equation*}
$$

The element $a$ is an element of order $2^{n}$. Therefore, $a b\left(=c^{-1} a c\right)$ is also an element of order $2^{n}$ and, by (2.16),

$$
\begin{equation*}
1=(a b)^{2^{n}}=b^{\left(s^{2^{n-1}}+1\right) \cdot \cdots \cdot\left(s^{4}+1\right)\left(s^{2}+1\right)(s+1)} \tag{2.17}
\end{equation*}
$$

Equalities (2.16) and (2.17) imply

$$
\begin{aligned}
\left(a b^{m}\right)^{2^{n}} & =a^{2^{n}} b^{m\left(s^{2^{n-1}}+1\right) \cdot \ldots \cdot\left(s^{4}+1\right)\left(s^{2}+1\right)(s+1)}= \\
& =\left(b^{\left(s^{2^{n-1}}+1\right) \cdots \cdot\left(s^{4}+1\right)\left(s^{2}+1\right)(s+1)}\right)^{m}=1
\end{aligned}
$$

for each $m \in \mathbb{Z}_{2^{k}}$, i.e., $a b^{m}$ is also an element of order $2^{n}$. This implies that the group $\mathcal{G}$ splits into the semidirect product

$$
\mathcal{G}=\langle b, c\rangle \lambda\left\langle a b^{m}\right\rangle
$$

for each $m \in \mathbb{Z}_{2^{k}}$. Denote by $z_{m}$ the projection of $\mathcal{G}$ onto its subgroup $\left\langle a b^{m}\right\rangle \cong C_{2^{n}}$. Then $z_{m} \in I(\mathcal{G}), y z_{m}=z_{m}, z_{m} y=y, z_{m} x=\theta$, i.e., $z_{m} \in T$. On the other hand, assume that $z \in T$. Then $y z=z, z y=y, z x=0$, and, therefore,

$$
\text { Ker } z=\operatorname{Ker} y=\langle b, c\rangle, \operatorname{Im} z=\langle a z\rangle \cong \operatorname{Im} y \cong C_{2^{n}}
$$

$$
\operatorname{Im} z \subset \operatorname{Ker} x=\langle a, b\rangle
$$

It follows that $a z=a^{i} b^{j}$ for some $i, j$, and $a=a y=a(z y)=\left(a^{i} b^{j}\right) y=a^{i}$, i.e., $\operatorname{Im} z=\left\langle a b^{j}\right\rangle$. Hence $z=z_{j}$. Consequently, $T=\left\{z_{m} \mid m \in \mathbb{Z}_{2^{k}}\right\}$. Property $6^{0}$ implies that $k=n$.

We have already proved that $\mathcal{G}^{\prime}=\langle b\rangle \cong C_{2^{n}}, o(c)=2, o(a)=o(b)=2^{n}$ and

$$
c^{-1} a c=a b, c^{-1} b c=b^{-1}, a^{-1} b a=b^{s}
$$

for some $s \in \mathbb{Z}_{2^{n}}^{*}$. Our aim is to prove that $s=1$. In this case, $\mathcal{G} \cong \mathcal{G}_{15}$. Since $\mathcal{G}$ depends on the parameter $s$, we denote $\mathcal{G}=\mathcal{G}(s)$, i.e.,

$$
\mathcal{G}=\mathcal{G}(s)=\left\langle a, b, c \mid(*), a^{-1} b a=b^{s}, c^{-1} b c=b^{-1}, c^{-1} a c=a b\right\rangle
$$

where $(*)$ denotes the relations $a^{2^{n}}=b^{2^{n}}=c^{2}=1$. Note, that $\mathcal{G}(1)=\mathcal{G}_{15}$. The following equalities hold in the group $\mathcal{G}(s)$ :

$$
c^{t}=c^{-t}, \quad c^{-1} b^{r} c=b^{-r}, \quad b^{r} a^{t}=a^{t} b^{s^{t} r}, \quad c^{-1} a^{r} c=a^{r} b^{1+s+\ldots+s^{r-1}}
$$

Next we shall find $D(x)=\{z \in \operatorname{Aut}(\mathcal{G}(s)) \mid z x=x z=x\}$. By Lemma $7, D(x)$ consists of maps $z \in \operatorname{Aut}(\mathcal{G}(s))$ which are given on the generators as follows:

$$
c z=c, a z=a^{i} b^{j}, b z=a^{k} b^{l} \quad\left(i, j, k, l \in \mathbb{Z}_{2^{n}}\right)
$$

The map $z$, given by last equalities, is an automorphism if and only if it preserves the defining relations of $\mathcal{G}(s)$ and is bijective.

The map $z$ preserves the relation $c^{-1} a c=a b$ if and only if

$$
\begin{aligned}
(c z)^{-1}(a z)(c z) & =\left(c^{-1} a^{i} c\right)\left(c^{-1} b^{j} c\right)=a^{i} b^{\left(1+s+\ldots+s^{i-1}\right)-j}= \\
& =(a z)(b z)=a^{i}\left(b^{j} a^{k}\right) b^{l}=a^{i+k} b^{s^{k} j+l}
\end{aligned}
$$

i.e.,

$$
k=0, l=-\left(1+s+\ldots s^{i-1}\right)+2 j .
$$

Since $z$ preserves orders of elements and is invertible, it follows that

$$
i \equiv l \equiv 1(\bmod 2)
$$

By the last conditions, $z$ preserves the relation $c^{-1} b c=b^{-1}$ trivially. The map $z$ preserves the relation $a^{-1} b a=b^{s}$ if and only if

$$
(a z)^{-1}(b z)(a z)=b^{-j}\left(a^{-i} b^{l} a^{i}\right) b^{j}=b^{s^{i} l}=(b z)^{s}=b^{l s},
$$

i.e., $\left(s^{i}-s\right) l \equiv 0\left(\bmod 2^{n}\right)$ and hence

$$
s^{i-1} \equiv 1\left(\bmod 2^{n}\right)
$$

Consequently, if $z \in D(x)$, then the parameters by which $z$ is given, satisfy the following conditions:

$$
\begin{equation*}
k=0, j \in \mathbb{Z}_{2^{n}}, i \in \mathbb{Z}_{2^{n}}^{*}, s^{i-1} \equiv 1\left(\bmod 2^{n}\right), l=-\left(1+s+\ldots s^{i-1}\right)+2 j . \tag{2.18}
\end{equation*}
$$

The maximal possible number of values of parameters $i, j, k, l$, satisfying (2.18), is $2^{n} \cdot 2^{n-1}=2^{2 n-1}$. Therefore, $|D(x)| \leq 2^{2 n-1}$. By property $8^{0}$, $|D(x)|=2^{2 n-1}$, and hence the condition $s^{i-1} \equiv 1\left(\bmod 2^{n}\right)$ has to hold for every $i \in \mathbb{Z}_{2}^{*}$. It follows from here (take $\left.i=3\right)$ that $s^{2} \equiv 1\left(\bmod 2^{n}\right)$, i.e.,

$$
s \in\left\{ \pm 1, \pm 1+2^{n-1}\right\}
$$

The numbers of automorphisms of the groups $\mathcal{G}(-1), \mathcal{G}\left(-1+2^{n-1}\right)$ and $\mathcal{G}\left(1+2^{n-1}\right)$ are calculated in Appendix A.2.3 and they are

$$
\begin{aligned}
& |\operatorname{Aut}(\mathcal{G}(-1))|=\left|\operatorname{Aut}\left(\mathcal{G}\left(-1+2^{n-1}\right)\right)\right|=2^{3 n} \\
& \left|\operatorname{Aut}\left(\mathcal{G}\left(1+2^{n-1}\right)\right)\right|=2^{3 n-1}=|\operatorname{Aut}(\mathcal{G}(1))|
\end{aligned}
$$

By assumptions of the theorem, $|\operatorname{Aut}(\mathcal{G})|=|\operatorname{Aut}(\mathcal{G}(s))|=2^{3 n-1}$. Hence $s=1$ or $s=1+2^{n-1}$. To eliminate the case $s=1+2^{n-1}$, we use property $7^{0}$.

Assume that $s=1+2^{n-1}$ and consider property $7^{0}$. By (2.18), the set $D(x)$ consists of automorphisms $u$ of $\mathcal{G}\left(1+2^{n-1}\right)$ such that

$$
c u=c, \quad a u=a^{i} b^{j}, \quad b u=b^{l}
$$

and

$$
i \in \mathbb{Z}_{2^{n}}^{*}, j \in \mathbb{Z}_{2^{n}}, \quad l \equiv-\left(i+2^{n-2}(i-1)\right)+2 j\left(\bmod 2^{n}\right)
$$

The inverse $u^{-1}$ of this $u$ is

$$
c u^{-1}=c, \quad a u^{-1}=a^{i^{-1}} b^{-j i^{-1} l^{-1}}, \quad b u^{-1}=b^{l^{-1}}
$$

Similarly to $D(x)$, we can find the subset $D(y)$ of $\operatorname{Aut}\left(\mathcal{G}\left(1+2^{n-1}\right)\right)$. We obtain that $D(y)$ consists of maps $v$ such that

$$
c v=c b^{w}, \quad a v=a, \quad b v=b^{t}
$$

and

$$
w \in \mathbb{Z}_{2^{n}}, \quad t=1+2^{n-1} w
$$

Let us compute $u^{-1} v u$ for these $u$ and $v$. Since

$$
\left(a^{i} b^{j}\right)^{i^{-1}}=a b^{i^{-1} j+2^{n-2}\left(i^{-1}-1\right) j}
$$

we have

$$
\begin{aligned}
c\left(u^{-1} v u\right) & =\left(c u^{-1}\right)(v u)=(c v) u=\left(c b^{w}\right) u=c b^{l w}, \\
b\left(u^{-1} v u\right) & =\left(b u^{-1}\right)(v u)=\left(b^{l^{-1}}\right) v u=\left(b^{t l^{-1}}\right) u=b^{t l^{-1} l}=b^{t}, \\
a\left(u^{-1} v u\right) & =\left(a u^{-1}\right)(v u)=\left(a^{i^{-1}} b^{-j i^{-1} l^{-1}}\right) v u= \\
& =\left((a v)^{i^{-1}}(b v)^{-j i^{-1} l^{-1}}\right) u=\left(a^{i^{-1}} b^{-j i^{-1} l^{-1} t}\right) u= \\
& =(a u)^{i^{-1}}(b u)^{-j i^{-1} l^{-1} t}=\left(a^{i} b^{j}\right)^{i^{-1}} b^{-j i^{-1} l^{-1} t l}= \\
& =a b^{i^{-1} j+2^{n-2}\left(i^{-1}-1\right) j-j i^{-1} t}=a b^{i^{-1} j(1-t)+2^{n-2}\left(i^{-1}-1\right) j}= \\
& =a b^{i^{-1} j 2^{n-1} w+2^{n-2}\left(i^{-1}-1\right) j}=a b^{2^{n-2} j\left[i^{-1}(2 w+1)-1\right] .}
\end{aligned}
$$

Therefore, choosing $i, j \in \mathbb{Z}_{2^{n}}^{*}$ so that $i \not \equiv 2 w+1(\bmod 4)$ (it is possible to choose), we get $i^{-1}(2 w+1)-1 \not \equiv 0(\bmod 4), a b^{2^{n-2} j\left[i^{-1}(2 w+1)-1\right]} \neq a$ and $u^{-1} v u \notin D(y)$. This contradicts property $7^{0}$., i.e., the case $s=1+2^{n-1}$ is impossible and, consequently, $s=1$. This imlplies that $\mathcal{G} \cong \mathcal{G}_{15}$. The sufficiency is proved and so is Theorem 2.4.

Theorem 2.5 The group $\mathcal{G}_{15}$ is determined by its endomorphism semigroup in the class of all groups.

The proof of Theorem 2.5 is similar to the proof of Theorem 1.2.

## 3 The groups presentable in the form $\left(C_{2^{n}} \times C_{2^{n}}\right) \lambda C_{4}$

The results presented in this chapter (except section 3.5) have been published in [42].

### 3.1 Introduction

In this chapter we shall find all groups of order $2^{2(n+1)}(n \geqslant 3)$ which can be presented in the form $\mathcal{G}=\left(C_{2^{n}} \times C_{2^{n}}\right) \lambda C_{4}$, i.e.,

$$
\mathcal{G}=\left\langle a, b, c \mid a^{2^{n}}=b^{2^{n}}=c^{4}=1, a b=b a, c^{-1} a c=a^{p} b^{q}, c^{-1} b c=a^{r} b^{s}\right\rangle
$$

where $p, q, r, s \in \mathbb{Z}_{2^{n}}$. We shall describe all possible values of parameters $p, q, r$, $s$. The question when different quadruples of parameters imply isomorphic groups of this kind is not considered in this Theses.

An element $c$ induces an inner automorphism $\widehat{c}$ such that $\widehat{c}^{4}=1$ :

$$
a \widehat{c}=c^{-1} a c=a^{p} b^{q}, \quad b \widehat{c}=c^{-1} b c=a^{r} b^{s}
$$

Consequently, we have to find all automorphisms $\varphi$ of the group $C_{2^{n}} \times C_{2^{n}}=$ $\langle a\rangle \times\langle b\rangle$ such that $\varphi^{4}=1$.

A map

$$
\begin{equation*}
\varphi: C_{2^{n}} \times C_{2^{n}} \longrightarrow C_{2^{n}} \times C_{2^{n}}, \quad a \varphi=a^{p} b^{q}, \quad b \varphi=a^{r} b^{s} \tag{3.1}
\end{equation*}
$$

satisfies the defining relations of the group

$$
C_{2^{n}} \times C_{2^{n}}=\left\langle a, b \mid a^{2^{n}}=b^{2^{n}}=1, a b=b a\right\rangle
$$

for every $p, q, r, s \in \mathbb{Z}_{2^{n}}$, and, therefore, is an endomorphism of this group:

$$
\begin{aligned}
1 & =1 \varphi=\left(a^{2^{n}}\right) \varphi=(a \varphi)^{2^{n}}=\left(a^{p} b^{q}\right)^{2^{n}}=1 \\
1 & =1 \varphi=\left(b^{2^{n}}\right) \varphi=(b \varphi)^{2^{n}}=\left(a^{r} b^{s}\right)^{2^{n}}=a^{2^{n} r} b^{2^{n} s}=a^{2^{n} r}, \\
(a b) \varphi & =a \varphi \cdot b \varphi=\left(a^{p} b^{q}\right)\left(a^{r} b^{s}\right)=a^{p+r} b^{q+s}= \\
& =a^{r+p} b^{s+q}=\left(a^{r} b^{s}\right)\left(a^{p} b^{q}\right)=b \varphi \cdot a \varphi=(b a) \varphi
\end{aligned}
$$

An endomorphism (3.1) is an automorphism of $C_{2^{n}} \times C_{2^{n}}$ if and only if

$$
\begin{equation*}
p s-r q \equiv 1 \quad(\bmod 2) \tag{3.2}
\end{equation*}
$$

i.e., if and only if matrix $\{\{p, q\},\{r, s\}\}$ is invertible. Now let us decide under which conditions $\varphi^{4}=1$ :

$$
\begin{aligned}
a & =(a) \varphi^{4}=\left(a \varphi^{2}\right) \varphi^{2}=\left(a^{p^{2}+r q} b^{q(p+s)}\right) \varphi^{2}= \\
& \left.=\left(a^{p^{2}+r q} b^{q(p+s)}\right)^{p^{2}+r q}\left(a^{r(p+s)} b^{q r+s^{2}}\right)\right)^{q(p+s)}= \\
& =a^{\left(p^{2}+r q\right)^{2}+q r(p+s)^{2}} b^{q(p+s)\left(p^{2}+2 q r+s^{2}\right)}, \\
b & =(b) \varphi^{4}=\left(b \varphi^{2}\right) \varphi^{2}=\left(a^{r(p+s)} b^{q r+s^{2}}\right) \varphi^{2}= \\
& =\left(a^{p^{2}+r q} b^{q(p+s)}\right)^{r(p+s)}\left(a^{r(p+s)} b^{q r+s^{2}}\right)^{q r+s^{2}}= \\
& =a^{r(p+s)\left(p^{2}+2 q r+s^{2}\right)} b^{\left(s^{2}+r q\right)^{2}+q r(p+s)^{2}},
\end{aligned}
$$

i.e., $\varphi$ is an automorphism satisfying $\varphi^{4}=1$ if and only if the matrix $\{\{p, q\},\{r, s\}\}$ satisfies condition (3.2) and the next system modulo $2^{n}$

$$
\left\{\begin{align*}
\left(p^{2}+r q\right)^{2}+q r(p+s)^{2} & \equiv 1, \quad q(p+s)\left(p^{2}+2 q r+s^{2}\right)  \tag{3.3}\\
\equiv(p+s)\left(p^{2}+2 q r+s^{2}\right) & \equiv 0, \quad\left(s^{2}+r q\right)^{2}+q r(p+s)^{2}
\end{align*}\right.
$$

### 3.2 Simplification of system (3.3)

System (3.3) is equivalent to the system

$$
\left\{\begin{array}{r}
\left(p^{2}+r q\right)^{2} \equiv 1-q r(p+s)^{2}  \tag{3.4}\\
q(p+s)\left(p^{2}+2 q r+s^{2}\right) \equiv 0 \\
r(p+s)\left(p^{2}+2 q r+s^{2}\right) \equiv 0 \\
(p-s)(p+s)\left(p^{2}+2 q r+s^{2}\right) \equiv 0
\end{array} .\right.
$$

Let us consider condition (3.2), i.e., condition $p s-r q \equiv 1(\bmod 2)$. It is clear that the matrix $\{\{p, q\},\{r, s\}\}$ is congruent modulo 2 to one among of the next six matrices:

1) $\{\{1,1\},\{1,0\}\}$,
2) $\{\{0,1\},\{1,1\}\}$,
3) $\{\{0,1\},\{1,0\}\}$,
4) $\{\{1,1\},\{0,1\}\}$,
5) $\{\{1,0\},\{1,1\}\}$,
6) $\{\{1,0\},\{0,1\}\}$.

Consider two first cases, i.e., $p$ and $s$ are different modulo 2 . Then the numbers $(p-s)(p+s)=p^{2}-s^{2}$ and $p^{2}+s^{2}$ are odd and the fourth congruence of (3.4) imply $p^{2}+s^{2} \equiv-2 q r\left(\bmod 2^{n}\right)$ which is impossible. Therefore, only the following four cases are possible:
$\{\{0,1\},\{1,0\}\}, \quad\{\{1,1\},\{0,1\}\},\{\{1,0\},\{1,1\}\}, \quad\{\{1,0\},\{0,1\}\}$.
Let us consider now the expression $p^{2}+2 q r+s^{2}$. If $p$ and $s$ are both even then $q$ and $r$ are both odd and $2 \mid p^{2}+2 q r+s^{2}$, but $4 \nmid p^{2}+2 q r+s^{2}$.

If $p$ and $s$ are both odd $(p=2 k+1, s=2 l+1$, where $k, l \in \mathbb{Z})$ then at least one of the numbers $q$ or $r$ is even $(2 q r=4 m$, where $m \in \mathbb{Z})$ and $p^{2}+2 q r+s^{2}=(2 k+1)^{2}+4 m+(2 l+1)^{2}=2+4\left(k^{2}+l^{2}+k+l+m\right)$, i.e., $2 \mid p^{2}+2 q r+s^{2}$, but $4 \nmid p^{2}+2 q r+s^{2}$. Hence from the system (3.4) follows the system

$$
\left\{\begin{array}{c}
\left(p^{2}+r q\right)^{2} \equiv 1-q r(p+s)^{2} \quad\left(\bmod 2^{n}\right) \\
q(p+s) \equiv 0 \\
r(p+s) \equiv 0 \\
(p-s)(p+s) \equiv 0
\end{array} \quad\left(\bmod 2^{n-1}\right)\right. \text {. }
$$

Since $q(p+s) \equiv 0, r(p+s) \equiv 0$ modulo $2^{n-1}$, we have $q r(p+s)^{2} \equiv$ $0\left(\bmod 2^{n}\right)$ and system (3.4) get the form

$$
\left\{\begin{array}{c}
\left(p^{2}+r q\right)^{2} \equiv 1 \quad\left(\bmod 2^{n}\right)  \tag{3.5}\\
q(p+s) \equiv 0, \quad r(p+s) \equiv 0, \quad(p-s)(p+s) \equiv 0 \quad\left(\bmod 2^{n-1}\right)
\end{array}\right.
$$

### 3.3 Automorphisms of order 4

Since all automorphisms of order 1 or 2 of the group $C_{2^{n}} \times C_{2^{n}}$ were found in subsection 2.1.2, we need now to find only its automorphisms of order four. In this section we prove

Theorem 3.1 There are

$$
\begin{gathered}
464 \text { if } n=3 \\
39 \cdot 4^{n-1}+15 \cdot 2^{5} \text { if } n \geqslant 4
\end{gathered}
$$

automorphisms of order 4 of group $C_{2^{n}} \times C_{2^{n}}$, and all these automorphisms are described in Propositions 3.1, 3.2, 3.3, 3.4, 3.5 and 3.6.

### 3.3.1 Case $n \geqslant 3$

Assume that $\{\{p, q\},\{r, s\}\} \equiv\{\{0,1\},\{1,0\}\}(\bmod 2)$.
Proposition 3.1 Let $p, s$ be even. Then automorphisms of order four of the group $C_{2^{n}} \times C_{2^{n}}$ are given by matrices

1) $\{\{p, q\},\{r, s\}\} \equiv\left\{\{p, q\},\left\{\left(1-p^{2}\right) q^{-1},-p+2^{n-1}\right\}\right\}$,
2) $\{\{p, q\},\{r, s\}\} \equiv\left\{\{p, q\},\left\{\left(a-p^{2}\right) q^{-1},-p+2^{n-1} k\right\}\right\}$,
where $q \in \mathbb{Z}_{2^{n}}^{*}, a \in\left\{ \pm 1+2^{n-1},-1\right\}$ and $k \in \mathbb{Z}_{2}$. The number of automorphisms 1) - 2) is $7 \cdot 2^{2 n-2}$.

Proof. In this case by $(3.5) p+s \equiv 0\left(\bmod 2^{n-1}\right)$, i.e., $s=-p+2^{n-1} k$ and $p=2 u$, where $u \in \mathbb{Z}_{2^{n-1}}$ and $k \in \mathbb{Z}_{2}$. The first congruence of (3.5) implies

$$
\begin{aligned}
p^{2}+r q & \in\left\{ \pm 1, \pm 1+2^{n-1}\right\}, \\
r q & \in\left\{ \pm 1-p^{2}, \pm 1+2^{n-1}-p^{2}\right\} \\
r & \in\left\{\left( \pm 1-p^{2}\right) q^{-1},\left( \pm 1+2^{n-1}-p^{2}\right) q^{-1}\right\} .
\end{aligned}
$$

If $r=\left(1-p^{2}\right) q^{-1}$ and $k=0$ then automorphisms $\{\{p, q\},\{r, s\}\}$ have order $\leq 2$ (see Proposition 2.1). The first statement of the proposition is proved.

Let us find the number of automorphisms in forms 1)-2). There are $2^{n-1}$ possibilities for choosing odd number $q$ and $2^{n-1}$ possibilities for choosing even number $p$. The number of choices of $s$ depends on $k$, which have 2 possibilities in all cases 2 ) and 1 possibility in the case 1 ). In the case $2)$ we have also 3 possibilities for choice of number $a$. Thus the number of automorphisms in forms 1)-2) is $2^{n-1} \cdot 2^{n-1} \cdot(3 \cdot 2+1)=7 \cdot 2^{2 n-2}$. Proposition 3.1 is proved.

Let us now consider next two cases:

$$
\begin{aligned}
& \{\{p, q\},\{r, s\}\} \equiv\{\{1,1\},\{0,1\}\}(\bmod 2) \\
& \{\{p, q\},\{r, s\}\} \equiv\{\{1,0\},\{1,1\}\}(\bmod 2)
\end{aligned}
$$

Proposition 3.2 Let $p, s$ and one of the numbers $q, r$ be odd. Then the automorphisms of order four of the group $C_{2^{n}} \times C_{2^{n}}$ are given by matrices

1) $\{\{p, q\},\{r, s\}\} \equiv\left\{\{p, q\},\left\{\left(1-p^{2}\right) q^{-1},-p+2^{n-1}\right\}\right\}\left(q \in \mathbb{Z}_{2^{n}}^{*}\right)$,
2) $\{\{p, q\},\{r, s\}\} \equiv\left\{\{p, q\},\left\{\left(a-p^{2}\right) q^{-1},-p+2^{n-1} k\right\}\right\}\left(q \in \mathbb{Z}_{2^{n}}^{*}\right)$,
3) $\{\{p, q\},\{r, s\}\} \equiv\left\{\left\{p,\left(1-p^{2}\right) r^{-1}\right\},\left\{r,-p+2^{n-1}\right\}\right\}\left(r \in \mathbb{Z}_{2^{n}}^{*}\right)$,
4) $\{\{p, q\},\{r, s\}\} \equiv\left\{\left\{p,\left(a-p^{2}\right) r^{-1}\right\},\left\{r,-p+2^{n-1} k\right\}\right\}\left(r \in \mathbb{Z}_{2^{n}}^{*}\right)$,
where $p \in \mathbb{Z}_{2^{n}}^{*}, a \in\left\{ \pm 1+2^{n-1},-1\right\}$ and $k \in \mathbb{Z}_{2}$. The number of automorphisms 1) -4) is $7 \cdot 2^{2 n-1}$.

Proof. While by $(3.5) q(p+s) \equiv 0\left(\bmod 2^{n-1}\right), r(p+s) \equiv 0\left(\bmod 2^{n-1}\right)$ and one of numbers $q, r$ is odd, we have $p+s \equiv 0\left(\bmod 2^{n-1}\right)$, i.e., $s=$ $-p+2^{n-1} k$, where $k \in \mathbb{Z}_{2}$ and $p \in \mathbb{Z}_{2^{n}}^{*}$. The first congruence of (3.5) implies

$$
\begin{aligned}
p^{2}+r q & \in\left\{ \pm 1, \pm 1+2^{n-1}\right\} \\
r q & \in\left\{ \pm 1-p^{2}, \pm 1+2^{n-1}-p^{2}\right\}
\end{aligned}
$$

Hence

$$
r \in\left\{\left( \pm 1-p^{2}\right) q^{-1},\left( \pm 1+2^{n-1}-p^{2}\right) q^{-1}\right\}, \quad \text { if } q \text { is odd }
$$

$$
q \in\left\{\left( \pm 1-p^{2}\right) r^{-1},\left( \pm 1+2^{n-1}-p^{2}\right) r^{-1}\right\}, \quad \text { if } r \text { is odd. }
$$

It is easy to see that if if $r q=1-p^{2}$ and $k=0$ then automorphisms $\{\{p, q\},\{r, s\}\}$ have order $\leq 2$ (see Propositon 2.1). The first statement of the proposition is proved.

Let us calculate the number of all obtained solutions in forms 1)-2). There are $2^{n-1}$ possibilities for the choice of odd number $q$, and $2^{n-1}$ possibilities for the choice of odd number $p$. The number of choices of $s$ depends on $k$ which have 2 possibilities for forms 2 ) and only 1 possibility in form 1). For solutions in form 2) there are also 3 possibilities to choose the number $a$. Thus number of solutions in the forms 1)-4) is $2^{n-1} \cdot 2^{n-1} \cdot(2 \cdot 3+1)=7 \cdot 2^{2 n-2}$. Analogously the number of solutions in forms 3 ) -4 ) is $7 \cdot 2^{2 n-2}$ and we get the second statement of the proposition. Proposition 3.2 is proved.

In order to investigate the last case

$$
\{\{p, q\},\{r, s\}\} \equiv\{\{1,0\},\{0,1\}\}(\bmod 2)
$$

we need some lemmas. We shall consider the cases $n=3$ and $n \geqslant 4$ separately.

### 3.3.2 The case $n=3$

Assume that $n=3$. Then both numbers $r, q$ are even, i.e., $r=2 u$ and $q=2 v$, where $u, v \in \mathbb{Z}_{4}$. The first congruence of system (3.5) implies

$$
\left(p^{2}+r q\right)^{2}=p^{4}+8 p^{2} u v+16 u^{2} v^{2} \equiv p^{4} \quad(\bmod 8)
$$

and the system (3.5) takes the form

$$
\left\{\begin{align*}
p^{4} & \equiv 1 \quad(\bmod 8)  \tag{3.6}\\
\{q(p+s) \equiv 0, \quad r(p+s) & \equiv 0, \quad(p-s)(p+s) \equiv 0 \quad(\bmod 4)
\end{align*}\right.
$$

Clearly, all four odd numbers $p \in \mathbb{Z}_{8}^{*}$ are solutions of the congruence $p^{4} \equiv 1$ $(\bmod 8)$. We distinguish two cases: $p+s \equiv 0(\bmod 4)$ and $p+s \not \equiv 0(\bmod 4)$.

Proposition 3.3 Let $p, s$ be odd, $q, r$ be even and $p+s \equiv 0(\bmod 4)$. Then the automorphisms of order four of the group $C_{8} \times C_{8}$ are given by the matrices $\{\{p, q\},\{r, s\}\} \equiv\{\{p, 2 v\},\{2 u,-p+4 k\}\}$, where $k \in \mathbb{Z}_{2}$ and $u, v \in \mathbb{Z}_{2^{2}}^{*}$. The number of those automorphisms is $2^{5}$.

Proof. Let $q, r$ be even numbers and $p+s \equiv 0(\bmod 4)$, i.e., $r=2^{f} u$ or 0 and $q=2^{g} v$ or 0 , where $f, g \in \mathbb{Z}_{3} \backslash\{0\}$ and $u \in \mathbb{Z}_{2^{3-f}}^{*}, v \in \mathbb{Z}_{2^{3-g}}^{*}$. Then $s=-p+4 k$, where $k \in \mathbb{Z}_{2}, p \in \mathbb{Z}_{8}^{*}$. We get all automorphisms of orders 1 , 2 or 4 . Computing the square of these automorphisms, we get

$$
\{\{p, q\},\{r, s\}\}^{2} \equiv\{\{1+q r, 0\},\{0,1+q r\}\}
$$

i.e., the automorphism $\{\{p, q\},\{r, s\}\}$ has order 4 if and only if $q r \not \equiv$ $0(\bmod 8)$. The last condition is possible only if $f=g=1$. The first statement of the proposition is proved.

Calculating the number of all obtained solutions, we get the second statement of the proposition. Proposition 3.3 is proved.

Proposition 3.4 Let $p$, s be odd, $q$, $r$ be even and $p+s \not \equiv 0(\bmod 4)$. Then the automorphisms of order four of the group $C_{8} \times C_{8}$ are given by matrices

1) $\{\{p, q\},\{r, s\}\} \equiv\{\{p, q\},\{r, p\}\}$,
2) $\{\{p, q\},\{r, s\}\} \equiv\{\{p, q\},\{r, p-4\}\}$,
where $q, r \in 2 \mathbb{Z}_{4}$ and the condition $q \equiv r \equiv 0(\bmod 4)$ is impossible. The number of those automorphisms is 96 .

Proof. Let $q, r$ be even numbers $\left(q, r \in 2 \mathbb{Z}_{4}, r=2^{f} u, q=2^{g} v\right)$ and $p+s=2 k \quad\left(k \in \mathbb{Z}_{2^{2}}^{*}\right)$. Since $f, g \geqslant 1$ or one of the numbers (or both) $r, q$ is zero, the second and third congruences of the system (3.6) hold. The fourth congruence of system (3.6) implies a) $p-s=0$ or b) $p-s=2^{h} l$ $\left(h \geqslant 1, l \in \mathbb{Z}_{2^{3-h}}^{*}\right)$.
a) If $p-s=0$, then $s=p \in \mathbb{Z}_{8}^{*}$ and we get the automorphisms in the form 1).
b) Let now $p-s=2^{h} l$. Then

$$
\left\{\begin{array}{l}
p=k+2^{h-1} l \\
s=k-2^{h-1} l=p-2^{h} l .
\end{array}\right.
$$

Since $p, s$ are odd, it follows that $h>1$, i.e., $h=2$ and $l=1$. Hence $s=p-4, p \in \mathbb{Z}_{8}^{*}$. We get automorphisms in the form 2).

Let us compute the square of the automorphisms in the forms 1) and 2). Since $q, r \in 2 \mathbb{Z}_{4}$, we have

$$
\{\{p, q\},\{r, p\}\}^{2} \equiv\{\{p, q\},\{r, p-4 k\}\}^{2} \equiv\{\{1+q r, 2 q p\},\{2 r p, 1+q r\}\}
$$

This square is equal to the unity automorphism if and only if $q \equiv r \equiv 0$ $(\bmod 4)$. The first statement of the proposition is true.

Let us calculate the number of all obtained automorphisms of order 4. In the form 1) we have 48 automorphisms, because the numbers of possible values for $s, p$ and $(q, r)$ are 1,4 and $4 \cdot 4-4=12$, respectively. Similarly, in the form 2) we have 48 automorphisms. The second statement of the proposition is proved. Proposition 3.4 is proved.

### 3.3.3 The case $n \geqslant 4$

Assume that $n \geqslant 4$. First of all we need to solve the congruence $\left(p^{2}+r q\right)^{2} \equiv$ $1\left(\bmod 2^{n}\right)$ in the cases $r q \equiv 0\left(\bmod 2^{n}\right)$ and $r q \not \equiv 0\left(\bmod 2^{n}\right)$.

Lemma 3.1 Solutions of congruence

$$
p^{4} \equiv 1 \quad\left(\bmod 2^{n}\right)
$$

are $p \in\left\{ \pm 1, \pm 1+2^{n-1}\right\}$ and $p= \pm 1+2^{n-2} z \quad\left(\right.$ where $\left.z \in \mathbb{Z}_{4}^{*}\right)$.
We give 3.1 without any proof because it is well-known. Denote by $p_{1}$ a possible value of $p$ given in Lemma 3.1.

Lemma 3.2 Assume that $r q \not \equiv 0\left(\bmod 2^{n}\right)$ and both numbers $r, q$ are even, i.e., $r=2^{f} u$ and $q=2^{g} v$, where $f, g \in \mathbb{Z}_{n} \backslash\{0\}$ and $u \in \mathbb{Z}_{2^{n-f}}^{*}, v \in \mathbb{Z}_{2^{n-g}}^{*}$. Then the solutions of the congruence

$$
\left(p^{2}+r q\right)^{2} \equiv 1 \quad\left(\bmod 2^{n}\right)
$$

are
a) $p=\varepsilon+2^{f+g-1} x, r=2^{f} u$,

$$
q=2^{g}\left(\left[2^{n-f-g-1} l-\left(\varepsilon+2^{f+g-2} x\right) x\right] u^{2^{n-f-g-1}-1}+2^{n-f-g} k\right)
$$

where $\quad \varepsilon= \pm 1, x \in \mathbb{Z}_{2^{n-f-g+1}}^{*}, k \in \mathbb{Z}_{2^{f}}$, and

$$
\left(n-1>f+g \geqslant 3, l \in \mathbb{Z}_{2}\right) \quad \text { or }(f+g=n-1, l=0)
$$

b) $\quad p \in\left\{ \pm 1, \pm 1+2^{n-1}\right\}, r=2^{f} u, q=2^{g} v$, where $f+g=n-1$.

Proof. The proof of Lemma 3.2 is similar to that of Lemma 2.3 and it is given in Appendix A.3. Lemma 3.2 is proved.

Proposition 3.5 Let $p, s$ be odd, $p+s \equiv 0\left(\bmod 2^{n-1}\right)$ and $q, r$ be even, i.e., $r=2^{f} u$ or 0 and $q=2^{g} v$ or 0 , where $f, g \in \mathbb{Z}_{n} \backslash\{0\}$ and $u \in$ $\mathbb{Z}_{2^{n-f}}^{*}, v \in \mathbb{Z}_{2^{n-g}}^{*}$. Then automorphisms of order four of the group $C_{2^{n}} \times C_{2^{n}}$ are given by the matrices

1) if $p= \pm 1+2^{n-2} z, z \in \mathbb{Z}_{4}^{*}$, then

$$
\begin{aligned}
\{\{p, q\},\{r, s\}\} \equiv & \left\{\{p, q\},\left\{r,-p+2^{n-1} k\right\}\right\} \\
& \text { where }(q, r) \in\left\{(0,0),\left(0,2^{f} u\right),\left(2^{g} v, 0\right)\right\} \\
\{\{p, q\},\{r, s\}\} \equiv & \left\{\left\{p, 2^{g} v\right\},\left\{2^{f} u,-p+2^{n-1} k\right\}\right\} \\
& \text { where } f+g \geqslant n
\end{aligned}
$$

2) $\{\{p, q\},\{r, s\}\} \equiv\left\{\left\{\varepsilon+2^{f+g-1} x, 2^{g} v\right\},\left\{2^{f} u,-p+2^{n-1} k\right\}\right\}$,
where $v=\left[2^{n-f-g-1}-\left(\varepsilon+2^{f+g-2} x\right) x\right] u^{2^{n-f-g-1}-1}+2^{n-f-g} h$, $\varepsilon= \pm 1, x \in \mathbb{Z}_{2^{n-f-g+1}}^{*}, h \in \mathbb{Z}_{2^{f}},(n-1>f+g \geqslant 3) ;$
3) $\{\{p, q\},\{r, s\}\} \equiv\left\{\left\{p, 2^{g} v\right\},\left\{2^{f} u,-p+2^{n-1} k\right\}\right\}$,

$$
\text { where } f+g=n-1 \text { and } p \in\left\{ \pm 1, \pm 1+2^{n-1}\right\}
$$

for each $k \in \mathbb{Z}_{2}$. The number of automorphisms 1)-3) is $3 \cdot 2^{2 n-1}$.

Proof. Assume that the assumptions of the proposition hold. Then $s=$ $-p+2^{n-1} k$ for some $k \in \mathbb{Z}_{2}$. We need to solve only the first congruence of the system (3.5). We consider two cases: I) $r q \equiv 0\left(\bmod 2^{n}\right)$ and II) $r q \not \equiv 0\left(\bmod 2^{n}\right)$.
I) If $r q \equiv 0\left(\bmod 2^{n}\right)$ then at least one of the numbers $q, r$ is zero or $f+g \geqslant n$. By Lemma 3.1, $p=p_{1}$. Let us compute square of automorphisms of this form. If $p_{1} \in\left\{ \pm 1, \pm 1+2^{n-1}\right\}$, we have $p_{1}^{2} \equiv 1\left(\bmod 2^{n}\right)$ and it is easy to check that we get an automorphism of order $\leq 2$. Since $f, g \geqslant 1,2^{f+(n-1)} \equiv 2^{g+(n-1)} \equiv 0\left(\bmod 2^{n}\right)$ and we see that in this case automorphisms have order 2 . An alternative variant for $p_{1}$ implies the automorphisms in the form 1).
II) If $r q \not \equiv 0\left(\bmod 2^{n}\right)$, then $f+g<n$ and we can use Lemma 3.2. By Proposition 2.3, if $l=0$ then the corresponding automorphisms have order 1 or 2 . An alternative variant for $l$ gives the automorphisms of the forms 2)-3).

Let us determine the number automorphisms described in this proposition. For automorphisms in the form 1): $s$ has 2 possible values and the number of possible values for $(q, r)$ is

$$
\left\{\begin{array}{l}
1, \text { if }(q, r)=(0,0) \\
\sum_{f=1}^{n-1} 2^{n-f-1}=2^{n-1}-1, \text { if }(q, r)=\left(0,2^{f} u\right) \text { or }(q, r)=\left(2^{g} v, 0\right) \\
\sum_{f=1}^{n-1} 2^{n-f-1} \sum_{g=n-f}^{n-1} 2^{n-g-1}=(n-2) 2^{n-1}+1, \text { if }(q, r)=\left(2^{g} v, 2^{f} u\right)
\end{array}\right.
$$

Thus for the choice of the triple $(s, q, r)$ we have

$$
2\left[1+2\left(2^{n-1}-1\right)+\left((n-2) 2^{n-1}+1\right)\right]=2^{n} n
$$

possibilities. Since we have only 4 possible values for $p$, we state, that there is $2^{n+2} n$ automorphisms in the form 1 ).

The automorphisms of the form 2) are given by the parameters $f, g, \varepsilon, h$, $x, u, k$. The numbers of possible values of the parameters $\varepsilon, h, x, u, k$ are $2,2^{f}, 2^{n-f-g}, 2^{n-f-1}, 2$, respectively. If we sum up over possible values of $f$ and $g$, we get the number of automorphisms of the form 2 ):

$$
\begin{gathered}
2 \cdot 2 \cdot \sum_{f=1}^{n-3} 2^{n-f-1} \sum_{g=1, f+g \geqslant 3}^{n-f-2}\left(2^{f} \cdot 2^{n-f-g}\right)= \\
=4\left(2^{n-2} \cdot \sum_{g=2}^{n-3} 2^{n-g}+\sum_{f=2}^{n-3} 2^{n-f-1} \sum_{g=1}^{n-f-2} 2^{n-g}\right)= \\
=2^{n+3}\left(3 \cdot 2^{n-4}-n+1\right)
\end{gathered}
$$

The automorphisms of the form 3) are given by the parameters $p, k, f$, $u, v$. The numbers of possible values of the parameters $p, k, u, v$ are $4,2,2^{n-f-1}, 2^{n-g-1}=2^{f}$, respectively. Hence we have

$$
8 \sum_{f=1}^{n-2} 2^{n-f-1} 2^{f}=8 \sum_{f=1}^{n-2} 2^{n-1}=(n-2) 2^{n+2}
$$

automorphisms of the form 3).
If we sum up the numbers of automorphisms in all cases we obtain $3 \cdot 2^{2 n-1}$. Proposition 3.5 is proved.

Proposition 3.6 Let $p, s$ be odd, $q, r$ be even and $p+s \not \equiv 0\left(\bmod 2^{n-1}\right)$. Then automorphisms of order four of the group $C_{2^{n}} \times C_{2^{n}}$ are given by the matrices

1) $\{\{p, q\},\{r, s\}\} \equiv\left\{\left\{p, 2^{n-2} q^{\prime}\right\},\left\{2^{n-2} r^{\prime}, p+2^{n-1} k\right\}\right\}$, where $k \in \mathbb{Z}_{2}$, $q^{\prime}, r^{\prime} \in \mathbb{Z}_{4}$ and
a) $p= \pm 1+2^{n-2} z, z \in \mathbb{Z}_{4}^{*}$;
b) $p \in\left\{ \pm 1, \pm 1+2^{n-1}\right\}$, condition $q^{\prime} \equiv r^{\prime} \equiv 0(\bmod 2)$ does not hold;
2) for every $l \in \mathbb{Z}_{4}^{*}$ and $f, g \geqslant n-2$
$\{\{p, q\},\{r, s\}\} \equiv\left\{\left\{p_{1}, q\right\},\left\{r, p_{1}-2^{n-2} l\right\}\right\}$, where $(q, r) \in\left\{(0,0),\left(0,2^{f} u\right),\left(2^{g} v, 0\right)\right\}$;
$\{\{p, q\},\{r, s\}\} \equiv\left\{\left\{p_{1}, 2^{g} v\right\},\left\{2^{f} u, p_{1}-2^{n-2} l\right\}\right\} ;$
3) for $l \in \mathbb{Z}_{4}^{*}$

$$
\begin{aligned}
&\{\{p, q\},\{r, s\}\} \equiv\left\{\left\{p_{1}, q\right\},\left\{r,-p+2^{n-2} l\right\}\right\} \\
& \text { where }(q, r) \in\left\{(0,0),\left(0,2^{f} u\right),\left(2^{g} v, 0\right)\right\} \\
&\{\{p, q\},\{r, s\}\} \equiv\left\{\left\{p_{1}, 2^{g} v\right\},\left\{2^{f} u,-p+2^{n-2} l\right\}\right\}(f+g \geqslant n)
\end{aligned}
$$

4) for $l \in \mathbb{Z}_{4}^{*}$
$\{\{p, q\},\{r, s\}\} \equiv\left\{\left\{\varepsilon+2^{f+g-1} x, 2^{g} v\right\},\left\{2^{f} u,-p+2^{n-2} l\right\}\right\}$, where $v=\left[2^{n-f-g-1} y-\left(\varepsilon+2^{f+g-2} x\right) x\right] u^{2^{n-f-g-1}-1}+2^{n-f-g} h$, $\varepsilon= \pm 1, x \in \mathbb{Z}_{2^{n-f-g+1}}^{*}, h \in \mathbb{Z}_{2^{f}},\left(n-1>f+g \geqslant 3\right.$ and $\left.y \in \mathbb{Z}_{2}\right)$ or $(f+g=n-1$ and $y=0)$.
5) for $l \in \mathbb{Z}_{4}^{*}$ and $p \in\left\{ \pm 1, \pm 1+2^{n-1}\right\}$

$$
\{\{p, q\},\{r, s\}\} \equiv\left\{\left\{p, 2^{g} v\right\},\left\{2^{f} u,-p+2^{n-2} l\right\}\right\}
$$ where $f+g=n-1$.

The number of automorphisms 1) -5) is $3 \cdot 2^{2 n}+15 \cdot 2^{5}$.
Proof. Let $q, r$ be even numbers $\left(r=2^{f} u\right.$ or 0 and $q=2^{g} v$ or $0(f, g \in$ $\mathbb{Z}_{n} \backslash\{0\}$ and $\left.\left.u \in \mathbb{Z}_{2^{n-f}}^{*}, v \in \mathbb{Z}_{2^{n-g}}^{*}\right)\right)$ and $p+s=2^{m} l \quad\left(m \in \mathbb{Z}_{n-1} \backslash\{0\}\right.$, $l \in \mathbb{Z}_{2^{n-m}}^{*}$ ). Using the second, third and fourth congruence of system (3.5), we get $f, g \geqslant n-1-m$ and $\mathbf{I}) p-s \equiv 0\left(\bmod 2^{n-1}\right)$ or II) $p-s \not \equiv$ $0\left(\bmod 2^{n-1}\right)$.
I) Let us consider the case $p-s \equiv 0\left(\bmod 2^{n-1}\right)$. Then $s=p+$ $2^{n-1} k$ and $p+s=2\left(p+2^{n-2} k\right)$. Second and third congruence of (3.5) imply that $r \equiv q \equiv 0\left(\bmod 2^{n-2}\right)$. Denote $r=2^{n-2} r^{\prime}, q=2^{n-2} q^{\prime}$ (where $q^{\prime}, r^{\prime} \in \mathbb{Z}_{4}$ ). Since $n \geqslant 4$, we have $r q \equiv 2^{n} 2^{n-4} \equiv 0\left(\bmod 2^{n}\right)$, and, by Lemma 3.1, $p=p_{1}$. There are two possibilities: if $p_{1}= \pm 1+2^{n-2} z$, then $p_{1}^{2} \not \equiv 1\left(\bmod 2^{n}\right)$ and the corresponding automorphisms have order 4 ; if $p_{1} \in\left\{ \pm 1, \pm 1+2^{n-1}\right\}$, then $p_{1}^{2} \equiv 1\left(\bmod 2^{n}\right)$,

$$
\{\{p, q\},\{r, s\}\}^{2} \equiv\left\{\left\{1,2^{n-1} q^{\prime} p_{1}\right\},\left\{2^{n-1} r^{\prime} p_{1}, 1\right\}\right\}
$$

and the corresponding automorphisms have order 4 if and only if the condition $q^{\prime} \equiv r^{\prime} \equiv 0(\bmod 2)$ does not hold. We get automorphisms in form $1)$.
II) Let us consider the case $p-s \not \equiv 0\left(\bmod 2^{n-1}\right)$, i.e., $p-s=2^{h} l$ where $n-2 \geqslant h \geqslant n-1-m, l \in \mathbb{Z}_{2^{n-h}}^{*}$. Then

$$
\left\{\begin{array}{l}
p=2^{m-1} l+2^{h-1} t \\
s=2^{m-1} l-2^{h-1} t
\end{array}\right.
$$

Since $p, s$ are odd, it follows that i) $m=1, h>1$ or ii) $m>1, h=1$.
i) $m=1, h>1$. Then $s=p-2^{h} t, t \in \mathbb{Z}_{2^{n-h}}^{*}$. Since $f, g, h \geqslant n-1-m=$ $n-2$, we have $h=n-2$ and $r q \equiv 2^{2 n-4} \equiv 0\left(\bmod 2^{n}\right)$. Hence the first congruence of (3.5) takes the form $p^{4} \equiv 1\left(\bmod 2^{n}\right)$, which implies, by Lemma 3.1, that

$$
p \in\left\{ \pm 1, \pm 1+2^{n-1}\right\} \text { and } p= \pm 1+2^{n-2} z, z \in \mathbb{Z}_{4}^{*}
$$

and we obtained automorphisms 2).
ii) $m>1, h=1$. Condition $1=h \geqslant n-1-m$ implies that $m \geqslant n-2$. Since $m<n-1$, we have $m=n-2$ and $f, g \geqslant n-1-m=1$. Thus we have $s=-p+2^{m} l=-p+2^{n-2} l, l \in \mathbb{Z}_{2^{2}}^{*}$. If $r q \equiv 0\left(\bmod 2^{n}\right)$ then the first congruence of (3.5) implies, by Lemma 3.1, that

$$
p \in\left\{ \pm 1, \pm 1+2^{n-1}\right\}, p= \pm 1+2^{n-2} z \quad\left(\text { where } z \in \mathbb{Z}_{4}^{*}\right)
$$

and we get automorphisms in the form 3$)$. If $r q \not \equiv 0\left(\bmod 2^{n}\right)$ then the first congruence of (3.5) implies by Lemma 3.2 two possibilities:
a) $\quad p=\varepsilon+2^{f+g-1} x, r=2^{f} u$,

$$
q=2^{g}\left(\left[2^{n-f-g-1} y-\left(\varepsilon+2^{f+g-2} x\right) x\right] u^{2^{n-f-g-1}-1}+2^{n-f-g} k\right)
$$

where $\varepsilon= \pm 1, x \in \mathbb{Z}_{2^{n-f-g+1}}^{*}, k \in \mathbb{Z}_{2^{f}}$, and

$$
\left(n-1>f+g \geqslant 3 \text { and } y \in \mathbb{Z}_{2}\right) \text { or }(f+g=n-1 \text { and } y=0)
$$

b) $\quad p \in\left\{1,-1+2^{n-1}, 1+2^{n-1},-1+2^{n}\right\}, r=2^{f} u, q=2^{g} v$, where $f+g=n-1$.
These possibilities give the automorphisms of the forms 4) and 5).
Let us determine the number of automorphisms described in this proposition.

For automorphisms in form 1a), we have 4 possibilities for $p, 2$ possibilities for $s$ and for the pair $(r, q) 4 \cdot 4$ possibilities, i.e., there is $4 \cdot 2 \cdot 16=4 \cdot 2^{5}$ automorphisms in this form. We have for the automorphisms in the form 1b) 4 possibilities for $p, 2$ possibilities for $s$ and for the pair $(r, q) 4 \cdot 4-4$ possibilities, i.e., there is $4 \cdot 2 \cdot 12=3 \cdot 2^{5}$ automorphisms in this form. Therefore, there is $7 \cdot 2^{5}$ automorphisms in form 1).

In form 2), we have 8 possibilities for $p, 2$ possibilities for $s$ and for the pair $(r, q)$ one possibility if $(q, r)=(0,0), \sum_{f=n-2}^{n-1} 2^{n-f-1}=3$ possibilities if $(q, r)=\left(0,2^{f} u\right)$ or $(q, r)=\left(2^{g} v, 0\right)$, and $\sum_{f=n-2}^{n-1} 2^{n-f-1} \sum_{g=n-2}^{n-1} 2^{n-g-1}=9$ possibilities if $(q, r)=\left(2^{g} v, 2^{f} u\right)$. In conclusion, there are $8 \cdot 2[1+2 \cdot 3+9]=$ $2^{8}$ automorphisms in form 2).

In form 3 ), we have $8 \cdot 2$ possibilities for the pair $(p, s)$ and for the pair $(r, q)$ one possibility if $(q, r)=(0,0), \sum_{f=1}^{n-1} 2^{n-f-1}=2^{n-1}-1$ possibilities if $(q, r)=\left(0,2^{f} u\right)$ or $(q, r)=\left(2^{g} v, 0\right)$, and $\sum_{f=1}^{n-1} 2^{n-f-1} \sum_{g=n-f}^{n-1} 2^{n-g-1}=$ $(n-2) 2^{n-1}+1$ possibilities if $(q, r)=\left(2^{g} v, 2^{f} u\right)$. So, there are

$$
16\left[1+2\left(2^{n-1}-1\right)+\left((n-2) 2^{n-1}+1\right)\right]=2^{n+3} n
$$

automorphisms in form 3).
In form 4), if $n-1>f+g \geqslant 3$ and $y \in \mathbb{Z}_{2}$, we have 2 possibilities for $s$ and the choice of the triple $(p, q, r)$ depends on $f$ : for odd number $u$ we have $2^{n-f-1}$ possibilities; if $g=1,2, \ldots, n-f-2$ (where $n-1>f+g \geqslant 3$ ) is chosen, then for odd number $v$ we have $2^{f} \cdot 2$ (since $y \in \mathbb{Z}_{2}$ ) possibilities and for $p$ we have: $2^{n-(f+g)}$ possibilities for odd number $x$ and 2 possibilities for number $\varepsilon$. Hence the number of automorphisms of this kind is

$$
\begin{gathered}
2 \cdot 2 \sum_{f=1}^{n-3} 2^{n-f-1} \sum_{g=1,}^{n-f-2}\left(2^{f+1} \cdot 2^{n-f-g}\right)= \\
=4\left(2^{n-2} \cdot \sum_{g=2}^{n-3} 2^{n-g+1}+\sum_{f=2}^{n-3} 2^{n-f-1} \sum_{g=1}^{n-f-2} 2^{n-g+1}\right)= \\
=2^{n+4}\left(3 \cdot 2^{n-4}-n+1\right) .
\end{gathered}
$$

In form 4), if $f+g=n-1$ and $y=0$, the automorphisms are given by the parameters $s, u, h, x, \varepsilon$. The numbers of possible values of these parameters are $2,2^{n-f-1}, 2^{f}, 2,2$, respectively. Hence we have

$$
4 \cdot 2 \sum_{f=1}^{n-2} 2^{n-f-1} 2^{f}=8 \sum_{f=1}^{n-2} 2^{n-1}=2^{n+2}(n-2)
$$

automorphisms of this form.
Resume, in the form 4) we have

$$
2^{n+4}\left(3 \cdot 2^{n-4}-n+1\right)+2^{n+2}(n-2)=2^{n+2}\left(3 \cdot 2^{n-2}-3 n+2\right)
$$

automorphisms.
In form 5 ), we have $4 \cdot 2$ possibilities for the pair $(p, s)$ and the choice of the pair $(q, r)$ depends on $f$ : for odd number $u$ we have $2^{n-f-1}$ possibilities; then we compute $g=n-f-1$ (since $f+g=n-1$ ) and for odd number $v$ we have $2^{n-g-1}=2^{f}$ possibilities. Hence we have

$$
8 \sum_{f=1}^{n-2} 2^{n-f-1} 2^{f}=8 \sum_{f=1}^{n-2} 2^{n-1}=2^{n+2}(n-2)
$$

automorphisms of form 5).
If we sum up the numbers of automorphisms in all cases we obtain $3 \cdot 2^{2 n}+15 \cdot 2^{5}$. Proposition 3.6 is proved.

### 3.4 Main results

From Theorem 3.1 and Theorem 2.1 follows

Theorem 3.2 There exist at most

$$
640(\text { if } n=3), \quad 12 \cdot 4^{n}+512(\text { if } n \geqslant 4)
$$

groups of order $2^{2(n+1)}(n \geqslant 3)$ which can be presented in the form $\mathcal{G}=$ $\left(C_{2^{n}} \times C_{2^{n}}\right) \lambda C_{4}$, i.e.,

$$
\mathcal{G}=\left\langle a, b, c \mid a^{2^{n}}=b^{2^{n}}=c^{4}=1, a b=b a, c^{-1} a c=a^{p} b^{q}, c^{-1} b c=a^{r} b^{s}\right\rangle
$$

where $p, q, r, s \in \mathbb{Z}_{2^{n}}$, and all possible values of $\{\{p, q\},\{r, s\}\}$ are described in Propositions 3.1, 3.2, 3.3, 3.4, 3.5, 3.6, or $\{\{p, q\},\{r, s\}\} \in M_{i}$ $(i=1, \ldots, 36)($ see Appendix B).

### 3.5 Conjugacy classes of matrices of orders 1, 2 or 4

All $(2 \times 2)$-matrices of order 1 or 2 over $\mathbb{Z}_{2^{n}}$ are already divided into conjugacy classes and representatives $A_{1}-A_{17}$ of these classes are given in Appendix C. Similarly to subsubection 2.1.3, let us make now the same for $(2 \times 2)$-matrices of order 4 . We do not present elementary computations. Denote a conjugacy class of $(2 \times 2)$-matrices (over $\mathbb{Z}_{2^{n}}$ ) of order 4 with a representative $\mathcal{A}_{i}$ by $\mathcal{K}_{i}$.

Theorem 3.3 There are 36 conjugacy classes $K_{i} \quad(i=1,2, \ldots, 17)$, $\mathcal{K}_{i}(i=1,2, \ldots, 7), \mathcal{K}_{i}^{3}(i=8,9, \ldots, 19)$ if $n=3$ and 80 conjugacy classes $K_{i}(i=1,2, \ldots, 17), \mathcal{K}_{i}(i=1,2, \ldots, 63)$ if $n \geqslant 4$ of regular $(2 \times 2)$-matrices (over $\mathbb{Z}_{2^{n}}$ ) of orders 1,2 or 4 .

Proof. To show that two given $(2 \times 2)$-matrices $A$ and $B$ are conjugate, we have to solve the system

$$
g B g^{-1} \equiv A\left(\bmod 2^{n}\right), \quad \operatorname{det} g \neq 0(\bmod 2)
$$

where regular $(2 \times 2)$-matrix $g$ is unknown.
It is clear, that two matrices of different order could not be conjugate. Consequently, all matrices of orders 1 or 2 are already divided into conjugacy classes (see subsection 2.1.3 and Appendix A.1). However, we must divide into conjugacy classes matrices of order 4 . We consider two cases: $n=3$ and $n \geqslant 4$.

If $n=3$, we consider matrices $\mathcal{A}_{1}-\mathcal{A}_{7}$ and $\mathcal{A}_{8}^{3}-\mathcal{A}_{19}^{3}$ (see Appendix E). It is easy to verify that they are not conjugate to each other. Each matrix $B$ (described in Propositions 3.1, 3.2, 3.3, 3.4) of order 4 is conjugate to exactly one of the matrices $\mathcal{A}_{i}(i=1,2, \ldots, 7)$ or matrix $\mathcal{A}_{i}^{3}(i=8,9, \ldots, 19)$. Conditions under which this takes place, are given in tables of Appendix D.

If $n \geqslant 4$, we consider matrices $\mathcal{A}_{1}-\mathcal{A}_{63}$ (see Appendix E ). It is easy to verify that they are not conjugate to each other. Each matrix $B$ (described in Propositions $3.1,3.2,3.5,3.6$ ) of order 4 is conjugate to exactly one of matrices $\mathcal{A}_{i}(i=1,2, \ldots, 63)$. Conditions under which this takes place, are given in tables of Appendix D. Theorem 3.3 is proved.

## 4 The groups presentable in the form $\left(C_{2^{n+m}} \times C_{2^{n}}\right) \lambda C_{2}$

The results presented in this chapter have been published in [9].

### 4.1 Main concepts

In this chapter we find all groups of order $2^{2 n+m+1}(n \geqslant 3, m \geqslant 1)$ which can be presented in the form $\mathcal{G}=\left(C_{2^{n+m}} \times C_{2^{n}}\right) \lambda C_{2}$, i.e.,
$\mathcal{G}=\left\langle a, b, c \mid a^{2^{n+m}}=b^{2^{n}}=c^{2}=1, a b=b a, c^{-1} a c=a^{p} b^{q}, c^{-1} b c=a^{r} b^{s}\right\rangle$, where $p, r \in \mathbb{Z}_{2^{n+m}}$ and $q, s \in \mathbb{Z}_{2^{n}}$.

The inner automorphism $\widehat{c}$ induces an automorphism of $C_{2^{n+m}} \times C_{2^{n}}=$ $\langle a, b\rangle$ of order 1 or 2 :

$$
a \widehat{c}=c^{-1} a c=a^{p} b^{q}, \quad b \widehat{c}=c^{-1} b c=a^{r} b^{s}
$$

and we have to find all possible automorphisms of this kind.
Consider a map

$$
\begin{gather*}
\varphi: \quad C_{2^{n+m}} \times C_{2^{n}} \longrightarrow C_{2^{n+m}} \times C_{2^{n}} \\
a \varphi=a^{p} b^{q}, \quad b \varphi=a^{r} b^{s}, \tag{4.1}
\end{gather*}
$$

and decide under which conditions $\varphi$ is an automorphism of order 1 or 2 of the group

$$
C_{2^{n+m}} \times C_{2^{n}}=\left\langle a, b \mid a^{2^{n+m}}=b^{2^{n}}=1, a b=b a\right\rangle
$$

To be an endomorphism, $\varphi$ has to preserve the defining relations of $C_{2^{n+m}} \times C_{2^{n}}$. Clearly, the map $\varphi$ preserves the relations $a^{2^{n+m}}=1$ and $a b=b a$ for all values of parameters. Since $b^{2^{n}}=1$, we have:

$$
(b \varphi)^{2^{n}}=\left(a^{r} b^{s}\right)^{2^{n}}=a^{2^{n} r} b^{2^{n} s}=a^{2^{n} r}=1
$$

Hence

$$
2^{n} r \equiv 0\left(\bmod 2^{n+m}\right)
$$

and

$$
\begin{equation*}
r \equiv 0\left(\bmod 2^{m}\right) \tag{4.2}
\end{equation*}
$$

Consequently, $\varphi$ is an endomorphism if and only if the condition (4.2) holds. This endomorphism is an automorphism if and only if

$$
\begin{equation*}
p \equiv s \equiv 1(\bmod 2) \tag{4.3}
\end{equation*}
$$

The automorphism (4.1), (4.2), (4.3) has order 1 or 2 if and only if

$$
\begin{aligned}
a & =a \varphi^{2}=(a \varphi) \varphi=\left(a^{p} b^{q}\right) \varphi=\left(a^{p} b^{q}\right)^{p}\left(a^{r} b^{s}\right)^{q}=a^{p^{2}+r q} b^{p q+s q} \\
b & =b \varphi^{2}=(b \varphi) \varphi=\left(a^{r} b^{s}\right) \varphi=\left(a^{p} b^{q}\right)^{r}\left(a^{r} b^{s}\right)^{s}=a^{p r+r s} b^{q r+s^{2}}
\end{aligned}
$$

i.e.,

$$
\left\{\begin{array}{ll}
p^{2}+r q \equiv 1, & p r+r s \equiv 0 \\
p q+s q \equiv 0, & q r+s^{2} \equiv 1
\end{array} \quad\left(\bmod 2^{n+m}\right),\right.
$$

The last system is equivalent to the system

$$
\left\{\begin{array}{l}
\left\{\begin{array}{l}
p^{2}+r q \equiv 1, \quad p q+s q \equiv 0 \\
p r+r s \equiv 0, \quad q r+s^{2} \equiv 1
\end{array}\right.  \tag{4.4}\\
p^{2}+r q \equiv 1, \quad p r+r s \equiv 0
\end{array}\left(\bmod 2^{n+m}\right) .\right.
$$

The subsystem modulo $2^{n}$ of (4.4) is already solved for $n \geqslant 3$ in subsection 2.1.2. Let $\{\{p, q\},\{r, s\}\}=\{\{a, q\},\{c, s\}\}$ be a solution of this subsystem modulo $2^{n}$ where in addition condition (4.3), i.e., $a \equiv s \equiv 1(\bmod 2)$, holds. Let

$$
\begin{equation*}
p=a+2^{n} x, \quad r=c+2^{n} y \tag{4.5}
\end{equation*}
$$

where

$$
\begin{equation*}
x, y \in \mathbb{Z}_{2^{m}} \tag{4.6}
\end{equation*}
$$

Hence system (4.4) with conditions (4.2), (4.3) is equivalent to the following system with unknown $x, y \in \mathbb{Z}_{2^{m}}$ :

$$
\left\{\begin{array}{c}
\left(a+2^{n} x\right)^{2}+\left(c+2^{n} y\right) q \equiv 1 \\
\left(c+2^{n} y\right)\left(a+2^{n} x+s\right) \equiv 0  \tag{4.8}\\
c+2^{n} y \equiv 0\left(\bmod 2^{m+m}\right)
\end{array}\right.
$$

where $\{\{a, q\},\{c, s\}\} \in M_{i}(i=1, \ldots, 36)$ (see subsection 2.1.2 and Appendix B).

### 4.2 Automorphisms of order 1 or 2 of $C_{2^{n+m}} \times C_{2^{n}}$

To find the automorphisms of order 1 or 2 of $C_{2^{n+m}} \times C_{2^{n}}$, we have to solve system (4.7), (4.8) under assumptions (4.2), (4.3).

By (4.8), there are three possible alternative cases: 1) $c \equiv 0\left(\bmod 2^{m}\right)$, $m<n ; 2) c=0, m=n$; 3) $y \equiv 0\left(\bmod 2^{m-n}\right), c=0, m>n$. Let us consider these three cases separately.

### 4.2.1 The case $m<n$

In this case system (4.7), (4.8) takes the form

$$
\left\{\begin{array}{c}
a^{2}+2^{n+1} a x+\left(c+2^{n} y\right) q \equiv 1 \\
\left(c+2^{n} y\right)(a+s)+2^{n} x c \equiv 0  \tag{4.10}\\
c \equiv 0 \quad\left(\bmod 2^{n+m}\right) \\
\left(\bmod 2^{m}\right)
\end{array}\right.
$$

Proposition 4.1 If $q$ is odd then the automorphisms of order equal or less than 2 of the group $C_{2^{n+m}} \times C_{2^{n}}$ are

$$
\left\{\left\{\left(s_{0}+2^{m} k\right)+2^{n} x, q\right\},\left\{c+2^{n} y,-\left(s_{0}+2^{m} k\right)\right\}\right\}
$$

for each $k \in \mathbb{Z}_{2^{n-m}}$ and $x \in \mathbb{Z}_{2^{m}}$, where

$$
y \equiv\left(\frac{\left(1-\left(s_{0}+2^{m} k\right)^{2}-c q\right)}{2^{n}}-2\left(s_{0}+2^{m} k\right) x\right) q^{-1} \quad\left(\bmod 2^{m}\right)
$$

and

$$
\begin{aligned}
& s_{0} \in\left\{1,-1+2^{m}, \pm 1+2^{m-1}\right\}, \text { if } m \geqslant 3, \\
& s_{0} \in\left\{1,-1+2^{m}\right\}, \text { if } m=2, \\
& s_{0}=1, \text { if } m=1
\end{aligned}
$$

The number of these automorphisms is: $2^{2 n+1}$, if $m \geqslant 3 ; 2^{2 n}$, if $m=2$, and $2^{2 n-1}$, if $m=1$.

Proof. The matrices of the set $M_{1}$ do not satisfy condition (4.3). Let us consider the matrices of the second possible set $M_{2}$. In this set, only the matrices of the form $\left\|\begin{array}{cc}s & q \\ \left(1-s^{2}\right) q^{-1} & -s\end{array}\right\|$, where $q, s \in \mathbb{Z}_{2^{n}}^{*}$, $s^{2} \equiv 1\left(\bmod 2^{m}\right)$, satisfy conditions (4.10). The last condition implies $s=s_{0}+2^{m} k$, where $k \in \mathbb{Z}_{2^{n-m}}$, and: $s_{0} \in\left\{1,-1+2^{m}, \pm 1+2^{m-1}\right\}$, if $m \geqslant 3 ; s_{0} \in\left\{1,-1+2^{m}\right\}$, if $m=2 ; s_{0}=1$, if $m=1$.

Since $a+s=2^{n}$, the second congruence of (4.9) implies

$$
\begin{array}{rll}
2^{n}\left(c+2^{n} y\right)+2^{n} x c & \equiv 0 & \left(\bmod 2^{n+m}\right), \\
c(x+1) & \equiv 0 & \left(\bmod 2^{m}\right)
\end{array}
$$

which holds by (4.10) for every $x, y \in \mathbb{Z}_{2^{m}}$.
Let us consider the first congruence of (4.9). We have

$$
\begin{array}{cc}
s^{2}+2^{n+1} s x+c q+2^{n} y q \equiv 1 & \left(\bmod 2^{n+m}\right) \\
2^{n} y q \equiv\left(1-s^{2}-c q\right)-2^{n+1} s x & \left(\bmod 2^{n+m}\right) \\
y \equiv\left(\frac{\left(1-s^{2}-c q\right)}{2^{n}}-2 s x\right) q^{-1} & \left(\bmod 2^{m}\right)
\end{array}
$$

Next we find the number of obtained automorphisms. We have $2^{n-m}$ choices for $k, 2^{n-1}$ choices for odd number $q, 2^{m}$ choices for $x$ and $z$ choices for $s_{0}$, where $z=4$, if $m \geqslant 3 ; z=2$, if $m=2 ; z=1$, if $m=1$. This implies that we have $z \cdot 2^{n-m}$ choices for $s$ and the number of automorphisms of the given form is equal to the number of triples $(s, q, x)$ and $|\{(s, q, x)\}|=$ $z \cdot 2^{n-m} \cdot 2^{n-1} \cdot 2^{m}=z \cdot 2^{2 n-1}$. Proposition 4.1 is proved.

To solve the first congruence of (4.9), we need two lemmas.
Lemma 4.1 Let $s \in\left\{1, \pm 1+2^{n-1},-1+2^{n}\right\}$ and $2^{n} q \equiv 0\left(\bmod 2^{n+m}\right)$, i.e., $q=0$ or $q=2^{t} u$, where $1 \leqslant m \leqslant t<n$, $u \in \mathbb{Z}_{2^{n-t}}^{*}$. Then the congruence

$$
\left(s^{2}-1\right)+2^{n+1} s x+2^{n} y q \equiv 0 \quad\left(\bmod 2^{n+m}\right)
$$

has solutions if and only if $s \in\left\{1,-1+2^{n}\right\}$ and these solutions are: $y \in$ $\mathbb{Z}_{2^{m}}$ and

$$
\begin{aligned}
& \text { 1) } x \in\left\{0,2^{m-1}\right\} \text {, if } s=1 \\
& \text { 2) } x \in\left\{-1+2^{m-1},-1+2^{m}\right\} \text {, if } s=-1+2^{n} .
\end{aligned}
$$

Proof. 1) If $s=1$, then $s^{2}-1=0$ and $x \equiv 0\left(\bmod 2^{m-1}\right)$, (if $m=1$, then the congruence holds for every $x \in \mathbb{Z}_{2}$ ).
2) If $s=-1+2^{n}$, then $s^{2}-1=-2^{n+1}$ and $x \equiv-1\left(\bmod 2^{m-1}\right)$ (if $m=1$, then the congruence holds for every $x \in \mathbb{Z}_{2}$ ).
3) If $s= \pm 1+2^{n-1}$, then $s^{2}-1=2^{2 n-2} \pm 2^{n}$ and the congruence implies

$$
\begin{aligned}
2^{2 n-2} \pm 2^{n}+2^{n+1} s x & \equiv 0\left(\bmod 2^{n+m}\right) \\
2^{n-2} \pm 1+2 s x & \equiv 0\left(\bmod 2^{n+m}\right)
\end{aligned}
$$

which is impossible.
Note that if $m=1$, we have $x \in\left\{0,2^{m-1}\right\}=\{0,1\}=\mathbb{Z}_{2}$ in the case 1 ), and $x \in\left\{-1+2^{m-1},-1+2^{m}\right\}=\{-1+1,-1+2\}=\{0,1\}=\mathbb{Z}_{2}$ in the case 2 ). Lemma 4.1 is proved.

Lemma 4.2 Let $s \in\left\{1, \pm 1+2^{n-1},-1+2^{n}\right\}$ and $2^{n} q \not \equiv 0\left(\bmod 2^{n+m}\right)$, i.e., $q=2^{t} u$, where $1 \leqslant t<m(1<m<n)$, $u \in \mathbb{Z}_{2^{n-t}}^{*}$. Then the congruence

$$
\left(s^{2}-1\right)+2^{n+1} s x+2^{n} y q \equiv 0\left(\bmod 2^{n+m}\right)
$$

has solutions if and only if $s \in\left\{1,-1+2^{n}\right\}$, and these solutions are: $y \in$ $\mathbb{Z}_{2^{m}}$ and

1) $x \equiv-2^{t-1} u y\left(\bmod 2^{m-1}\right)$, if $s=1$;
2) $x \equiv 2^{t-1} u y-1\left(\bmod 2^{m-1}\right)$, if $s=-1$.

Proof. The congruence takes now the form

$$
\left(s^{2}-1\right)+2^{n+1} s x+2^{n+t} y u \equiv 0 \quad\left(\bmod 2^{n+m}\right)
$$

1) If $s=1$, we have $s^{2}-1=0$ and $x \equiv-2^{t-1} u y\left(\bmod 2^{m-1}\right)$.
2) If $s=-1+2^{n}$, then $s^{2}-1=-2^{n+1}$ and $x \equiv 2^{t-1} u y-1\left(\bmod 2^{m-1}\right)$.
3) If $s= \pm 1+2^{n-1}$, then $s^{2}-1=2^{2 n-2} \pm 2^{n}$ and

$$
\begin{aligned}
\left(2^{2 n-2} \pm 2^{n}\right)+2^{n+1} s x+2^{n+t} y u & \equiv 0\left(\bmod 2^{n+m}\right) \\
2^{n-2} \pm 1+2 s x+2^{t} y u & \equiv 0\left(\bmod 2^{m}\right)
\end{aligned}
$$

which is impossible. Lemma 4.2 is proved.
Denote by $x_{1}$ the solutions from Lemma 4.1 and by $x_{2}$ the solutions from Lemma 4.2.

Proposition 4.2 Let $q$ or $c$ be equal to 0 and both numbers be even. Then automorphisms of order 1 or 2 of the group $C_{2^{n+m}} \times C_{2^{n}}$ exist only in the case $s \in\left\{1,-1+2^{n}\right\}$ and these automorphisms are:

1) $\left\{\left\{s+2^{n} x_{1}, 0\right\},\left\{2^{n} y_{2}, s+2^{n-1} k\right\}\right\} \quad\left(k \in \mathbb{Z}_{2}\right)$,
2) $\left\{\left\{s+2^{n} x_{1}, 0\right\},\left\{2^{n} y_{1},-s\right\}\right\}$,
3) $\left\{\left\{s+2^{n} x_{1}, 0\right\},\left\{2^{n} y_{1},-s+2^{n-1}\right\}\right\}$,
4) $\left\{\left\{s+2^{n} x_{1}, 0\right\},\left\{2^{t} u+2^{n} y_{1},-s\right\}\right\} \quad\left(t \in \mathbb{Z}_{n} \backslash \mathbb{Z}_{m}\right)$,
5) $\left\{\left\{s+2^{n} x_{1}, 2^{t} u\right\},\left\{2^{n} y_{1},-s\right\}\right\} \quad\left(t \in \mathbb{Z}_{n} \backslash \mathbb{Z}_{m}\right)$,
6) $\left\{\left\{s+2^{n} x_{2}, 2^{t} u\right\},\left\{2^{n} y_{1},-s\right\}\right\} \quad\left(t \in \mathbb{Z}_{m} \backslash\{0\}\right)$,
7) $\left\{\left\{s+2^{n} x_{1}, 2^{n-1}\right\},\left\{2^{n} y_{2}, s+2^{n-1} k\right\}\right\} \quad\left(k \in \mathbb{Z}_{2}\right)$,
8) $\left\{\left\{s+2^{n} x_{1}, 2^{t} u+2^{n} y_{1}\right\},\left\{0,-s+2^{n-1}\right\}\right\} \quad\left(t \in \mathbb{Z}_{n} \backslash \mathbb{Z}_{m}\right)$,
9) $\left\{\left\{s+2^{n} x_{2}, 2^{t} u+2^{n} y_{1}\right\},\left\{0,-s+2^{n-1}\right\}\right\}\left(t \in \mathbb{Z}_{m} \backslash\{0\}\right)$,
10) $\left\{\left\{s+2^{n} x_{1}, 0\right\},\left\{2^{t} u+2^{n} y_{1},-s+2^{n-1}\right\}\right\} \quad\left(t \in \mathbb{Z}_{n} \backslash \mathbb{Z}_{m+1}\right)$
for each $y_{1} \in \mathbb{Z}_{2^{m}}$ and $y_{2} \in\left\{0,2^{m-1}\right\}$. The number of automorphisms of this form is $16+7 \cdot 2^{n+1}$, if $m=1$, and $32-2^{m+3}+3 \cdot 2^{n+1}+2^{n+m+2}$, if $m \geqslant 2$.

Remark. If $m=1$, then: a) there are no automorphisms in the forms 6) and 9); b) $y_{1}, y_{2}, x_{1} \in \mathbb{Z}_{2}$.

Proof. If $q$ or $c$ is equal to 0 , then the matrices considered belong to the sets $M_{3}-M_{22}$. We have to consider all these cases like in the proof of Proposition 4.1. It is done in Appendix A.4. Proposition 4.2 is proved.

Proposition 4.3 Let $q$ and $c$ be both nonzero even numbers, $k \in\{0,1\}$ and $s \in\left\{1, \pm 1+2^{n-1},-1+2^{n}\right\}$. Then automorphisms of order 1 or 2 of the group $C_{2^{n+m}} \times C_{2^{n}}$ are:

1) $\left\{\left\{s+2^{n} x, 2^{t} u\right\},\left\{2^{r} v+2^{n} y,-s+2^{n-1} k\right\}\right\}$, where $r \in \mathbb{Z}_{n} \backslash \mathbb{Z}_{m+k}$, $t+r>n, s \in\left\{1,-1+2^{n}\right\}$ and, if $m>1$,

$$
x \equiv\left\{\begin{array}{l}
-2^{r+t-n-1}\left(v+2^{n-r} y\right) u\left(\bmod 2^{m-1}\right), \text { if } s=1 \\
-1+2^{r+t-n-1}\left(v+2^{n-r} y\right) u\left(\bmod 2^{m-1}\right), \text { if } s=-1+2^{n}
\end{array}\right.
$$

2) $\left\{\left\{s+2^{n} x, 2^{t} u\right\},\left\{2^{r} v+2^{n} y,-s+2^{n-1} k\right\}\right\}$, where $r \in \mathbb{Z}_{n} \backslash \mathbb{Z}_{m+k}$, $t+r=n, s= \pm 1+2^{n-1}$ and, if $m>1$,

$$
x \equiv\left(\frac{\mp\left(v+2^{n-r} y\right) u-1}{2} \mp 2^{n-3}\right) \quad\left(\bmod 2^{m-1}\right)
$$

for each $y \in \mathbb{Z}_{2^{m}}$ (and for each $x \in \mathbb{Z}_{2}$, if $m=1$ ). There exist $(2 n-2 m-1) 2^{n+m+1}-3 \cdot 2^{n+1}+2^{m+3}$ automorphisms of this form.

Proof. Only the matrices of the sets $M_{i}, i=23,24,25,26,27,28,31$, $32,33,34$, satisfy the conditions of the proposition. We have to consider all these cases. It is done in Appendix A.5. Proposition 4.3 is proved.

Proposition 4.4 Let $q=2^{t} u$ and $c=2^{r} v$ be both nonzero even numbers, number $s \notin\left\{1, \pm 1+2^{n-1},-1+2^{n}\right\}$ be odd (i.e, $s=\varepsilon+2^{t+r-1} p, p \in$ $\mathbb{Z}_{2^{n-t-r+1}}^{*}, \varepsilon= \pm 1$ ) and $k \in\{0,1\}$. Then the automorphisms of order 1 or 2 of the group $C_{2^{n+m}} \times C_{2^{n}}$ exist if and only if

$$
\begin{aligned}
r & \in \mathbb{Z}_{n} \backslash \mathbb{Z}_{m+k}, 3 \leqslant t+r<n \\
v & =-\left(\varepsilon+2^{t+r-2} p\right) p u^{2^{n-t-r}-1}+2^{n-t-r+1} l \quad\left(l \in \mathbb{Z}_{2^{t-1}}\right)
\end{aligned}
$$

and these automorphisms are

$$
\left\{\left\{s+2^{n} x, 2^{t} u\right\},\left\{2^{r} v+2^{n} y,-s+2^{n-1} k\right\}\right\}
$$

where $y \in \mathbb{Z}_{2^{m}}$ and

$$
\begin{gathered}
x \in \mathbb{Z}_{2}, \text { if } m=1 \\
x \equiv s^{-1}\left(-\frac{\left(\varepsilon p+u v+2^{t+r-2} p^{2}\right)}{2^{n+1-t-r}}-2^{t-1} y u\right)\left(\bmod 2^{m-1}\right), \text { if } m>1
\end{gathered}
$$

The number of automorphisms of this form is $2^{n+2}\left(5 \cdot 2^{n-3}-2 n+1\right)$, if $m=1$, and $3 \cdot 2^{2 n}-2^{n+m+1}(2 n-2 m+1)$, if $m>1$.

Proof. Only the matrices of the sets $M_{29}, M_{30}$ and $M_{35}, M_{36}$ satisfy the conditions of the proposition. We have to consider all these cases. It is done in Appendix A.6. Proposition 4.4 is proved.

Propositions 4.1,4.2,4.3 and 4.4 imply the following theorem:

Theorem 4.1 If $n \geqslant 3, n>m \geqslant 1$, then there exist at most

$$
\begin{aligned}
& 3 \cdot 4^{n}+32, \text { if } m=1, \\
& 4 \cdot 4^{n}+32, \text { if } m=2, \\
& 5 \cdot 4^{n}+32, \quad \text { if } m \geqslant 3,
\end{aligned}
$$

groups of order $2^{2 n+m+1}$ presentable in the form $\mathcal{G}=\left(C_{2^{n+m}} \times C_{2^{n}}\right) \lambda C_{2}$, i.e.,
$\mathcal{G}=\left\langle a, b, c \mid a^{2^{n+m}}=b^{2^{n}}=c^{2}=1, a b=b a, c^{-1} a c=a^{p} b^{q}, c^{-1} b c=a^{r} b^{s}\right\rangle$,
where $p, r \in \mathbb{Z}_{2^{n+m}} ; q, s \in \mathbb{Z}_{2^{n}}$, and all possible values of $\{\{p, q\},\{r, s\}\}$ are described in Propositions 4.1, 4.2, 4.3 and 4.4.

### 4.2.2 The case $m=n$

In this subsection, it is assumed that $m=n$. Then system (4.7), (4.8) is

$$
\begin{align*}
a^{2}+2^{n+1} a x+2^{n} y q & \equiv 1, \quad 2^{n} y(a+s) \equiv 0 \quad\left(\bmod 2^{2 n}\right)  \tag{4.11}\\
c & =0 \tag{4.12}
\end{align*}
$$

Proposition 4.5 If $q$ is odd and $c=0$, then the automorphisms of order 1 or 2 of the group $C_{2^{2 n}} \times C_{2^{n}}$ are

$$
\left\{\left\{s+2^{n} x, q\right\},\left\{2^{n} y,-s\right\}\right\}
$$

for each $s \in\left\{1, \pm 1+2^{n-1},-1+2^{n}\right\}$ and $x \in \mathbb{Z}_{2^{n}}$, where

$$
\begin{aligned}
y & \equiv-2 x q^{-1}\left(\bmod 2^{n}\right), \text { if } s=1 \\
y & \equiv 2(1+x) q^{-1}\left(\bmod 2^{n}\right), \text { if } s=-1+2^{n} \\
y & \equiv-\left(2^{n-2} \pm 1 \pm 2 x\right) q^{-1}\left(\bmod 2^{n}\right), \text { if } s= \pm 1+2^{n-1}
\end{aligned}
$$

There are $2^{2 n+1}$ automorphisms of such kind.
Proof. The matrices of the set $M_{1}$ do not satisfy assumptions of the proposition and, therefore, we need to consider only the matrices of the set $M_{2}$. In this set, only matrices $\left\|\begin{array}{cc}s & q \\ \left(1-s^{2}\right) q^{-1} & -s\end{array}\right\|$, where $q, s \in \mathbb{Z}_{2^{n}}^{*}, s^{2} \equiv$ $1\left(\bmod 2^{n}\right)$, satisfy conditions (4.12). Hence $s \in\left\{1, \pm 1+2^{n-1},-1+2^{n}\right\}$. Since $(a+s)=2^{n}$, the second congruence of (4.11) holds for every $y \in \mathbb{Z}_{2^{n}}$. Let us solve the first congruence of (4.11). If $s=1$, then $s^{2}-1=0$ and the first congruence of (4.11) implies $y \equiv-2 x q^{-1}\left(\bmod 2^{n}\right)$. If $s=$ $-1=-1+2^{n}$, then $s^{2}-1=-2^{n+1}$ and the first congruence of (4.11) implies $-2^{n+1} x+2^{n} y q \equiv 2^{n+1}\left(\bmod 2^{2 n}\right)$, i.e., $y \equiv 2(1+x) q^{-1}\left(\bmod 2^{n}\right)$.

If $s= \pm 1+2^{n-1}$, then $s^{2}-1=2^{2 n-2} \pm 2^{n}$ and the first congruence of (4.11) implies $2^{2 n-2} \pm 2^{n} \pm 2^{n+1} x+2^{n} y q \equiv 0\left(\bmod 2^{2 n}\right)$, and therefore, $y \equiv-\left(2^{n-2} \pm 1 \pm 2 x\right) q^{-1}\left(\bmod 2^{n}\right)$.

Let us calculate the number of solutions of this form. The numbers of choices of parameters $q, s, x$ are $2^{n-1}, 4,2^{n}$, respectively. Hence we have $4 \cdot 2^{n-1} \cdot 2^{n}=2^{2 n+1}$ solutions. Proposition 4.5 is proved.

We need some simple lemmas.
Lemma 4.3 Let $s \in\left\{1, \pm 1+2^{n-1},-1+2^{n}\right\}$. Then the congruence

$$
\left(s^{2}-1\right)+2^{n+1} s x \equiv 0 \quad\left(\bmod 2^{2 n}\right)
$$

has solutions if and only if $s \in\left\{1,-1+2^{n}\right\}$. These solutions are

1) $x \in\left\{0,2^{n-1}\right\}$, if $s=1$;
2) $x \in\left\{-1+2^{n-1},-1+2^{n}\right\}$, if $s=-1+2^{n}$.

Proof. 1) If $s=1$, then $s^{2}-1=0$ and $x \equiv 0\left(\bmod 2^{n-1}\right)$. 2) If $s=$ $-1+2^{n}$, then $s^{2}-1=-2^{n+1}$ and $x \equiv-1\left(\bmod 2^{n-1}\right)$. 3$)$ If $s= \pm 1+2^{n-1}$, then $s^{2}-1=2^{2 n-2} \pm 2^{n}$ and the congruence implies

$$
\begin{gathered}
2^{2 n-2} \pm 2^{n}+2^{n+1} s x \equiv 0\left(\bmod 2^{2 n}\right) \\
2^{n-2} \pm 1+2 s x \equiv 0\left(\bmod 2^{n}\right)
\end{gathered}
$$

which is impossible. Lemma 4.3 is proved.
Lemma 4.4 Let $s \in\left\{1, \pm 1+2^{n-1},-1+2^{n}\right\}$ and $q=2^{t} u$, where $1 \leqslant t<$ $n, u \in \mathbb{Z}_{2^{n-t}}^{*}$. Then the congruence

$$
\left(s^{2}-1\right)+2^{n+1} s x+2^{n} y q \equiv 0 \quad\left(\bmod 2^{2 n}\right)
$$

has solutions if and only only if $s \in\left\{1,-1+2^{n}\right\}$. These solutions are: $y \in \mathbb{Z}_{2^{n}}$ and

$$
\begin{aligned}
& \text { 1) } x \equiv-2^{t-1} u y\left(\bmod 2^{n-1}\right) \text {, if } s=1 \\
& \text { 2) } x \equiv 2^{t-1} u y-1\left(\bmod 2^{n-1}\right) \text {, if } s=-1+2^{n} .
\end{aligned}
$$

Proof. By assumptions, the congruence takes the form

$$
\left(s^{2}-1\right)+2^{n+1} s x+2^{n+t} y u \equiv 0 \quad\left(\bmod 2^{2 n}\right)
$$

1) If $s=1$, we have $s^{2}-1=0$ and $\left.x \equiv-2^{t-1} u y\left(\bmod 2^{n-1}\right) .2\right)$ If $s=-1+2^{n}$, then $s^{2}-1=-2^{n+1}$ and $\left.x \equiv 2^{t-1} u y-1\left(\bmod 2^{m-1}\right) .3\right)$ If $s= \pm 1+2^{n-1}$, then $s^{2}-1=2^{2 n-2} \pm 2^{n}$ and

$$
\begin{gathered}
\left(2^{2 n-2} \pm 2^{n}\right)+2^{n+1} s x+2^{n+t} y u \equiv 0\left(\bmod 2^{2 n}\right) \\
2^{n-2} \pm 1+2 s x+2^{t} y u \equiv 0\left(\bmod 2^{n}\right)
\end{gathered}
$$

which is impossible. Lemma 4.4 is proved.
Denote by $x_{1}$ solutions from Lemma 4.3 and by $x_{2}$ solutions from Lemma 4.4.

Proposition 4.6 Let $q$ be even and $c=0$. Then the automorphisms of order 1 or 2 of the group $C_{2^{2 n}} \times C_{2^{n}}$ exist if and only if $s \in\left\{1,-1+2^{n}\right\}$. These automorphisms are:

1) $\left\{\left\{s+2^{n} x_{1}, 0\right\},\left\{2^{n} y_{2}, s+2^{n-1} i\right\}\right\}$,
2) $\left\{\left\{s+2^{n} x_{1}, 0\right\},\left\{2^{n} y_{1},-s\right\}\right\}$,
3) $\left\{\left\{s+2^{n} x_{1}, 0\right\},\left\{2^{n} y,-s+2^{n-1}\right\}\right\}$, where $y \in 2 \mathbb{Z}_{2^{n-1}}$,
4) $\left\{\left\{s+2^{n} x_{1}, 2^{t} u\right\},\left\{2^{n} y,-s\right\}\right\}$, where $y=z$,
5) $\left\{\left\{s+2^{n} x_{2}, 2^{t} u\right\},\left\{2^{n} y_{1},-s\right\}\right\}$, where $y=j+z, j \in \mathbb{Z}_{2^{n-t}} \backslash\{0\}$, 6) $\left\{\left\{s+2^{n} x_{1}, 2^{n-1}\right\},\left\{2^{n} y_{2}, s+2^{n-1} i\right\}\right\}$,
6) $\left\{\left\{s+2^{n} x_{1}, 2^{t} u\right\},\left\{2^{n} y,-s+2^{n-1}\right\}\right\}$, where $y=z$,
7) $\left\{\left\{s+2^{n} x_{2}, 2^{t} u\right\},\left\{2^{n} y,-s+2^{n-1}\right\}\right\}$, where $t \leqslant n-2, y=j+z$,

$$
j \in 2 \mathbb{Z}_{2^{n-t-1}} \backslash\{0\}
$$

where $y_{1} \in \mathbb{Z}_{2^{n}}$, $y_{2} \in\left\{0,2^{n-1}\right\}, z=2^{n-t} k, k \in \mathbb{Z}_{2^{t}}$, $i \in \mathbb{Z}_{2}$. There exist $32+3 \cdot 4^{n}$ automorphisms of such kind.

Proof. Only the matrices of the sets $M_{3}-M_{22}$ satisfy the conditions of the proposition. We have to consider all these cases. It is done in Appendix A.7. Proposition 4.6 is proved.

Matrices of sets $M_{i}, i=23,24, \ldots, 35,36$ do not satisfy condition (4.12). Propositions 4.5 and 4.6 imply

Theorem 4.2 If $n \geqslant 3$, then there exist at most

$$
5 \cdot 4^{n}+32
$$

groups of order $2^{3 n+1}$ presentable in the form $\mathcal{G}=\left(C_{2^{2 n}} \times C_{2^{n}}\right) \lambda C_{2}$, i.e., $\mathcal{G}=\left\langle a, b, c \mid a^{2^{2 n}}=b^{2^{n}}=c^{2}=1, a b=b a, c^{-1} a c=a^{p} b^{q}, c^{-1} b c=a^{r} b^{s}\right\rangle$,
where $p, r \in \mathbb{Z}_{2^{2 n}}$ and $q, s \in \mathbb{Z}_{2^{n}}$. All possible values of $\{\{p, q\},\{r, s\}\}$ are described in Propositions 4.5 and 4.6.

### 4.2.3 The case $m>n$

In this subsection it is assumed that $m>n$. Condition (4.8) implies $c=0$ and $y \equiv 0\left(\bmod 2^{m-n}\right)$, i.e., $y$ is even, $y=2^{m-n} z, z \in \mathbb{Z}_{2^{n}}$, where $z=0$ or $z$ is non-zero number. Let us denote

$$
z=2^{k} w
$$

where

$$
k \in \mathbb{Z}_{n} \text { and } w \in \mathbb{Z}_{2^{n-k}}^{*}
$$

(if $k=0$, then $z$ is odd; if $k>1$, then $z$ is nonzero even number). System (4.7) takes now the form

$$
\begin{equation*}
\left(s+2^{n} x\right)^{2}+2^{m} z q \equiv 1, \quad 2^{m} z(a+s) \equiv 0 \quad\left(\bmod 2^{n+m}\right) \tag{4.13}
\end{equation*}
$$

Lemma 4.5 Let $s \in\left\{1, \pm 1+2^{n-1},-1+2^{n}\right\}$. Then the congruence

$$
\left(s+2^{n} x\right)^{2} \equiv 1 \quad\left(\bmod 2^{n+m}\right)
$$

has solutions if and only if $s \in\left\{1,-1+2^{n}\right\}$, and these solutions are

$$
\begin{aligned}
& \text { 1) } x \in\left\{0,2^{m-1}\right\}, \text { if } s=1 \\
& \text { 2) } x \in\left\{-1+2^{m-1},-1+2^{m}\right\}, \text { if } s=-1
\end{aligned}
$$

Proof. It is clear that

$$
\begin{gathered}
s+2^{n} x \in\left\{1,-1+2^{n+m}, 1+2^{n+m-1},-1+2^{n+m-1}\right\} \\
2^{n} x \in\left\{1-s,-1-s+2^{n+m}, 1-s+2^{n+m-1},-1-s+2^{n+m-1}\right\}
\end{gathered}
$$

Consequently,

1) if $s=1$, then $2^{n} x \in\left\{0,2^{n+m-1}\right\}$ and hence $x \in\left\{0,2^{m-1}\right\}$;
2) if $s=-1+2^{n}$, then $2^{n} x \in\left\{-2^{n}+2^{n+m},-2^{n}+2^{n+m-1}\right\}$ and hence $x \in\left\{-1+2^{m},-1+2^{m-1}\right\}$;
3) If $s= \pm 1+2^{n-1}$, then $x \in \varnothing$.

Lemma 4.5 is proved.
Lemma 4.6 Let $s \in\left\{1, \pm 1+2^{n-1},-1+2^{n}\right\}, q=2^{t} u, z=2^{k} w \quad(k, t \in$ $\left.\mathbb{Z}_{n}, u \in \mathbb{Z}_{2^{n-t}}^{*}, w \in \mathbb{Z}_{2^{n-k}}^{*}\right)$ and $z q \not \equiv 0\left(\bmod 2^{n}\right)($ i.e., $0 \leqslant t+k<n)$. Then the congruence

$$
\left(s+2^{n} x\right)^{2} \equiv 1-2^{m} z q \quad\left(\bmod 2^{n+m}\right)
$$

has solutions if and only if $s \in\left\{1,-1+2^{n}\right\}$ and these solutions $(x, z)$ are

$$
\left(2^{m-n+k+t-1} p+\frac{\varepsilon-1}{2}, 2^{k}\left(-\left(\varepsilon+2^{m+k+t-2} p\right) p u^{2^{n-k-t-1}-1}+2^{n-k-t} i\right)\right)
$$

where $p \in \mathbb{Z}_{2^{n-k-t+1}}^{*}, i \in \mathbb{Z}_{2^{t}}$ and

$$
\varepsilon=\left\{\begin{array}{l}
1, \text { if } s=1 \\
-1, \text { if } s=-1+2^{n}
\end{array}\right.
$$

Remark. 1) the condition $k+t \geqslant 3$ is not needed now; 2) if $t=0$, then $i \in \mathbb{Z}_{2^{0}}=\{0\}$, i.e., $\left.i=0 ; \mathbf{3}\right)$ if $t+k>0$ or $m>n+1$, then $2^{m+k+t-2} \equiv 0\left(\bmod 2^{n-k-t}\right)$ and

$$
z=2^{k}\left(-\varepsilon p u^{2^{n-k-t-1}-1}+2^{n-k-t} i\right)
$$

Proof. Proof of Lemma 4.6 is similar to that of Lemma 2.3 and the whole proof is given in Appendix A.8. Lemma 4.6 is proved.

Denote by $x_{1}$ solutions from Lemma 4.5 and by $x_{2}, z_{2}$ solutions from Lemma 4.6.

Proposition 4.7 Automorphisms of order 2 of the group $C_{2^{n+m}} \times C_{2^{n}}$ in the case if number $q$ is odd (i.e., $t=0, q=u \in \mathbb{Z}_{2^{n-t}}^{*}=\mathbb{Z}_{2^{n}}^{*}$ ) and $c=0$, are

1) $\left\{\left\{s+2^{n} x_{2}, q\right\},\left\{2^{m} z_{2},-s\right\}\right\}$,
2) $\left\{\left\{s+2^{n} x_{1}, q\right\},\{0,-s\}\right\}$,
where $s \in\left\{1,-1+2^{n}\right\}$. There is $2^{2 n+1}$ automorphisms in these forms.
Proof. The matrices of the set $M_{1}$ do not satisfy the condition of the proposition and therefore, we need to consider only the matrices of the set $M_{2}$. In this set only matrices $\left\|\begin{array}{cc}s & q \\ \left(1-s^{2}\right) q^{-1} & -s\end{array}\right\|$, where $q, s \in \mathbb{Z}_{2^{n}}^{*}, s^{2} \equiv$ $1\left(\bmod 2^{n}\right)$, satisfy the condition $c=0$. Hence $s \in\left\{1,-1+2^{n}, \pm 1+2^{n-1}\right\}$. Since $(a+s)=2^{n}$, the second congruence of (4.13) holds for every $z \in \mathbb{Z}_{2^{n}}$. Let us consider two possible cases for $z: \mathbf{1}) z=2^{k} w\left(k \in \mathbb{Z}_{n}, w \in \mathbb{Z}_{2^{n-k}}^{*}\right)$ and 2) $z=0$ (i.e., $y=0$ ).
3) Consider the first congruence of (4.13). It is solved in Lemma 4.6, where $k \in \mathbb{Z}_{n}, t=0, q=u \in \mathbb{Z}_{2^{n-t}}^{*}$ and $i=0$ (see Remark 2)). We have $x=x_{2}, z=z_{2}$. Let us determine the number of such kind of automorphisms. The numbers of choices of $s$ and odd number $q$ are 2 and $2^{n-1}$, respectively. If $k$ is fixed $(k=0, \ldots, n-1)$, then we have $2^{n-k}$ possibilities for odd number $p \in \mathbb{Z}_{2^{n-k+1}}^{*}$, and the number of automorphisms in this form is $2 \cdot 2^{n-1} \sum_{k=0}^{n-1} 2^{n-k}=2^{n+1}\left(2^{n}-1\right)$.
4) If $y=0$ then all solutions are given in Lemma 4.5. Let us determine the number of such kind of automorphisms. The numbers of choices of $x, s, q$ are $2,2,2^{n-1}$, respectively. Therefore, there is $2^{n+1}$ automorphisms of this form.

If we sum up all the numbers of automorphisms of considered two cases, we get $2^{n+1}\left(2^{n}-1\right)+2^{n+1}=2^{2 n+1}$. Proposition 4.7 is proved.

Proposition 4.8 Let number $q$ be even $\left(q=0\right.$ or $q=2^{t} u$, where $t \in$ $\left.\mathbb{Z}_{n} \backslash\{0\}, u \in \mathbb{Z}_{2^{n-t}}^{*}\right)$ and $c=0$. Then automorphisms of order 1 or 2 of
the group $C_{2^{n+m}} \times C_{2^{n}}$ exists if and only only $s \in\left\{1,-1+2^{n}\right\}$, and these automorphisms are:

1) $\left\{\left\{s+2^{n} x_{1}, 0\right\},\left\{2^{m} z_{0}, s+2^{n-1} j\right\}\right\}$, where $j \in \mathbb{Z}_{2}$,
2) $\left\{\left\{s+2^{n} x_{1}, 0\right\},\left\{2^{m} z,-s\right\}\right\}$, where $z \in \mathbb{Z}_{2^{n}}$,
3) $\left\{\left\{s+2^{n} x_{1}, 0\right\},\left\{2^{m} z,-s+2^{n-1}\right\}\right\}$, where $z \in 2 \mathbb{Z}_{2^{n-1}}$,
4) $\left\{\left\{s+2^{n} x_{1}, 2^{t} u\right\},\left\{2^{m+n-t} l,-s\right\}\right\}$, where $l \in \mathbb{Z}_{2^{t}}$,
5) $\left\{\left\{s+2^{n} x_{2}, 2^{t} u\right\},\left\{2^{m} z_{2},-s\right\}\right\}$, where $k \in \mathbb{Z}_{n-t}$,
6) $\left\{\left\{s+2^{n} x_{1}, 2^{n-1}\right\},\left\{2^{m} z_{0}, s+2^{n-1} j\right\}\right\}$, where $j \in \mathbb{Z}_{2}$,
7) $\left\{\left\{s+2^{n} x_{1}, 2^{t} u\right\},\left\{2^{m+n-t} l,-s+2^{n-1}\right\}\right\}$, where $l \in \mathbb{Z}_{2^{t}}$,
8) $\left\{\left\{s+2^{n} x_{2}, 2^{t} u\right\},\left\{2^{m} z_{2},-s+2^{n-1}\right\}\right\}$, where $k \in \mathbb{Z}_{n-t} \backslash\{0\}$,
where $z_{0} \in\left\{0,2^{n-1}\right\}$. There exists $3 \cdot 4^{n}+32$ automorphisms of this form.
Proof. The only matrices satisfying the assumptions of the proposition are of the sets $M_{3}-M_{22}$. We have to consider all these cases. It is done in Appendix A.9. Proposition 4.8 is proved.

Matrices of the sets $M_{i}, i=23,24, \ldots, 35,36$ do not satisfy the condition $c=0$. Propositions 4.7 and 4.8 imply

Theorem 4.3 If $m>n \geqslant 3$, then there exist at most

$$
5 \cdot 4^{n}+32
$$

groups of order $2^{2 n+m+1}$ which can be presented in the form $\mathcal{G}=$ $\left(C_{2^{n+m}} \times C_{2^{n}}\right) \lambda C_{2}$, i.e.,
$\mathcal{G}=\left\langle a, b, c \mid a^{2^{n+m}}=b^{2^{n}}=c^{2}=1, a b=b a, c^{-1} a c=a^{p} b^{q}, c^{-1} b c=a^{r} b^{s}\right\rangle$,
where $p, r \in \mathbb{Z}_{2^{n+m}}$ and $q, s \in \mathbb{Z}_{2^{n}}$. All possible values of $\{\{p, q\},\{r, s\}\}$ are described in Propositions 4.7 and 4.8.

## Kokkuvõte

# MÕNEDEST LÕPLIKE 2-RÜHMADE KLASSIDEST JA NENDE ENDOMORFISMIPOOLRÜHMADEST 

Käesolevas töös uuritakse mõningaid lõplike 2-rühmade klasse. On ilmne, et kui kaks rühma on isomorfsed, siis on isomorfsed ka nende endomorfismipoolrühmad. Vastupidine väide üldjuhul ei kehti. Töös on uuritud kahe 32-ndat järku rühmade klassi korral nendesse klassidesse kuuluvate rühmade määratavust oma endomorfismipoolrühmadega kõikide rühmade klassis. Tõestatakse, et kõik 32-ndat järku rühmad, mis on esitatavad kujul $\left(C_{4} \times C_{4}\right) \lambda C_{2}$ või $\left(C_{8} \times C_{2}\right) \lambda C_{2}$, on määratud oma endomorfismipoolrühmadega kõikide rühmade klassis. Üldistamaks juhtu $\left(C_{4} \times C_{4}\right) \lambda$ $C_{2}$, leitakse kõik mitteisomorfsed 2-rühmad, mis on esitatavad kujul $\left(C_{2^{n}} \times C_{2^{n}}\right) \lambda C_{2}$ (kus $n \geqslant 3$ ), ning kirjeldatakse üks leitud rühmadest tema endomorfismipoolrühma kaudu. Samuti antakse juhtudele $\left(C_{4} \times C_{4}\right) \lambda C_{2}$ ja $\left(C_{8} \times C_{2}\right) \lambda C_{2}$ üldistused: kirjeldatakse moodustajate ja määravate seoste abil kõik 2-rühmad, mis on esitatavad kas kujul $\left(C_{2^{n}} \times C_{2^{n}}\right) \lambda C_{4}$ või kujul $\left(C_{2^{n+m}} \times C_{2^{n}}\right) \lambda C_{2}$ (kus $n \geqslant 3$ ning $m \geqslant 1$ ). Kahjuks pole viimane kirjeldus antud isomorfismi täpsuseni.

## Abstract

## SOME CLASSES OF FINITE 2-GROUPS AND THEIR ENDOMORPHISM SEMIGROUPS

In this Thesis, we study some classes of finite 2-groups. It is clear that if two groups are isomorphic then so are their endomorphism semigroups. In general, the inverse statement does not take place. We decide for two classes of groups of order 32 whether they are determined by endomorphism semigroups in the class of all groups. We prove that all groups of order 32 which can be represented in the form $\left(C_{4} \times C_{4}\right) \lambda C_{2}$ or $\left(C_{8} \times C_{2}\right) \lambda C_{2}$ are determined by their endomorphism semigroups in the class of all groups. We generalize the case of groups presentable in the form $\left(C_{4} \times C_{4}\right) \lambda C_{2}$ and find all non-isomorphic groups which can be represented in the form $\left(C_{2^{n}} \times C_{2^{n}}\right) \lambda C_{2}$ (where $n \geqslant 3$ ) and characterize one of these groups by its endomorphism semigroup. We also give two more generalizations of the cases $\left(C_{4} \times C_{4}\right) \lambda C_{2}$ and $\left(C_{8} \times C_{2}\right) \lambda C_{2}$. Namely, we describe all possible 2-groups which can be represented in the form $\left(C_{2^{n}} \times C_{2^{n}}\right) \lambda C_{4}$ or in the form $\left(C_{2^{n+m}} \times C_{2^{n}}\right) \lambda C_{2}$ (where $n \geqslant 3$ and $m \geqslant 1$ ) by generators and defining relations. Unfortunately, we could not answered the question which groups among obtained groups are non-isomorphic.
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## APPENDICES

## A Proofs

## A. 1 Dividing matrices of order 1 or 2 into conjugacy classes

In this appendix, it is proved that all matrices of $K_{i}$ are conjugate to the representative $A_{i}$ of $K_{i}(i=1,2, \ldots, 36)$.

1) Classes $K_{1}, K_{2}, K_{5}$ and $K_{6}$ contain only one matrix and therefore, the statement holds.
2) Classes $K_{3}, K_{4}, K_{7}$ and $K_{8}$. Denote $g=\left\|\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right\|, h=\left\|\begin{array}{ll}1 & 0 \\ 1 & 1\end{array}\right\|$. Then $K_{i}=\left\{A_{i}, g^{-1} A_{i} g, h^{-1} A_{i} h\right\}$, where $i \in\{3,4,7,8\}$.
3) Classes $K_{9}$ and $K_{11}$. Clearly, $K_{9}=\left\{A_{9}, g^{-1} A_{9} g\right\}$ and $K_{11}=\left\{A_{11}\right.$, $\left.g^{-1} A_{11} g\right\}$, where $g=\left\|\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right\|$.
4) Classes $K_{10}$ and $K_{12}$. Denote $g_{1}=\left\|\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right\|, g_{2}=\left\|\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right\|, g_{3}=$ $\begin{array}{ll}1 & 0 \\ 1 & 1\end{array}\left\|, g_{4}=\right\| \begin{array}{ll}0 & 1 \\ 1 & 1\end{array} \|$ and $g_{5}=\left\|\begin{array}{ll}1 & 1 \\ 1 & 0\end{array}\right\|$. Then

$$
K_{i}=\left\{A_{i}, g_{1}^{-1} A_{i} g_{1}, g_{2}^{-1} A_{i} g_{2}, g_{3}^{-1} A_{i} g_{3}, g_{4}^{-1} A_{i} g_{4}, g_{5}^{-1} A_{i} g_{5}\right\}
$$

where $i \in\{10,12\}$.
5) Classes $K_{13}$ and $K_{14}$.
a) Denote in $K_{13}$ (in $K_{14}$, respectively) the second matrix of $M_{11}$ (of $M_{12}$, respectively) by $B$, in $M_{21}$ (in $M_{22}$, respectively) the first, second, third and fourth matrices by $C, D, F$ and $G$, respectively. Let $g_{B}=$ $\left.\| \begin{array}{ll}0 & 1 \\ 1 & 0\end{array} \right\rvert\,$ and

$$
\begin{aligned}
& g_{C}=\left\|\begin{array}{cc}
1 & 0 \\
-2^{t-1} u\left(\varepsilon+2^{n-2}\right) & 1
\end{array}\right\|, \quad g_{D}=\left\|\begin{array}{cc}
1 & -2^{t-1} u\left(-\varepsilon+2^{n-2}\right) \| \\
0 & 1
\end{array}\right\|, \\
& g_{F}=\|-2^{t-1} u\left(-\varepsilon+2^{n-2}\right) \\
& 1
\end{aligned} \begin{gathered}
1 \\
1
\end{gathered}\left\|, \quad g_{G}=\right\| \begin{array}{cc}
0 & 1 \\
1 & -2^{t-1} u\left(\varepsilon+2^{n-2}\right)
\end{array} \|,
$$

where $\varepsilon=1$ in the case of the class $K_{13}$ and $\varepsilon=-1$ in the case of the class $K_{14}$. Then $g_{B}^{-1} A_{i} g_{B}=B \in K_{i}, g_{C}^{-1} A_{i} g_{C}=C \in K_{i}, g_{D}^{-1} A_{i} g_{D}=D \in K_{i}$, $g_{F}^{-1} A_{i} g_{F}=F \in K_{i}, g_{G}^{-1} A_{i} g_{G}=G \in K_{i}$, where $i \in\{13,14\}$.
b) Denote in the subset $M_{33}$ ( $M_{34}$, respectively) of the class $K_{13}$ (of $K_{14}$, respectively) the first, second, third and fourth matrices by $H, I, J$ and $K$, respectively, i.e.,

$$
H=\left\|\begin{array}{cc}
1 & 2^{t} u \\
2^{s} v & -1+2^{n-1}
\end{array}\right\|, \quad I=\left\|\begin{array}{cc}
-1+2^{n-1} & 2^{t} u \\
2^{s} v & 1
\end{array}\right\|
$$

$$
J=\left\|\begin{array}{cc}
1+2^{n-1} & 2^{t} u \\
2^{s} v & -1
\end{array}\right\|, \quad K=\left\|\begin{array}{cc}
-1 & 2^{t} u \\
2^{s} v & 1+2^{n-1}
\end{array}\right\| .
$$

Let us consider matrices in the form $H \in K_{13}$. System (2.9) (choose there $A=A_{13}, B=H$ ) takes the form

$$
\left\{\begin{array}{c}
2^{s-1} v y \equiv 0,2^{t-1} u x-\left(1+2^{n-2}\right) y \equiv 0 \\
\left(1+2^{n-2}\right) z+2^{s-1} v w \equiv 0,2^{t-1} u z \equiv 0 \\
x w-y z \not \equiv 0(\bmod 2)
\end{array}\right.
$$

modulo $2^{n-1}$. By the second and third congruences we have

$$
\left\{\begin{array}{l}
y \equiv 2^{t-1} u\left(1+2^{n-2}\right) x \\
z \equiv-2^{n-t-1} v\left(1+2^{n-2}\right) w
\end{array} \quad(x \equiv w \equiv 1(\bmod 2))\right.
$$

Hence $\left.g=g_{H}=\| \begin{array}{cc}1 & 2^{t-1} u\left(1+2^{n-2}\right) \\ -2^{s-1} v\left(1+2^{n-2}\right)\end{array}\right]$.
Since $t+s>n$, i.e., $t+s \geqslant n+1$, the first congruence of the system is true:

$$
2^{s-1} v y \equiv 2^{s-1} v 2^{t-1} u\left(1+2^{n-2}\right) x \equiv 2^{t+s-2} u v\left(1+2^{n-2}\right) x \equiv 0
$$

modulo $2^{n-1}$. Analogously, the fourth congruence is valid as well.
Consider now matrices in the form $H \in K_{14}$. Then $t+s=n$ and system (2.9) (choose there $A=A_{14}, B=H$ ) takes the form

$$
\left\{\begin{array}{c}
x+2^{n-t-1} v y \equiv 0,2^{t-1} u x+2^{n-2} y \equiv 0 \\
2^{n-2} z+2^{n-t-1} v w \equiv 0,2^{t-1} u z-w \equiv 0 \\
x w-y z \not \equiv 0(\bmod 2)
\end{array}\right.
$$

modulo $2^{n-1}$. By the first and fourth congruences, we have

$$
\left\{\begin{array}{l}
x \equiv-2^{n-t-1} v y \\
w \equiv 2^{t-1} u z
\end{array} \quad(y \equiv z \equiv 1(\bmod 2))\right.
$$

modulo $2^{n-1}$, i.e., $g=g_{H}=\left\|\begin{array}{cc}-2^{n-t-1} v & 1 \\ 1 & 2^{t-1} u\end{array}\right\|$.
Let us check the validity of the second and third congruences of the system for obtained values of $x, w$. Since the number $-u v+1$ is even, i.e., $-u v+1=2 l$, the second congruence is true:

$$
\begin{aligned}
2^{t-1} u x+2^{n-2} y & \equiv 2^{t-1} u\left(-2^{n-t-1} v y\right)+2^{n-2} y \equiv \\
& =2^{n-2} y(-u v+1) \equiv 2^{n-2} y(2 l) \equiv 0
\end{aligned}
$$

modulo $2^{n-1}$. Similarly, the third congruence is true.

Analogously, the solutions of the system (2.9) for $I, J, K \in K_{13}$ and $I, J, K \in K_{14}$ are

$$
\begin{aligned}
& g_{I}=\left\|\begin{array}{cc}
2^{s-1} v\left(1+2^{n-2}\right) & 1 \\
1 & -2^{t-1} u\left(1+2^{n-2}\right)
\end{array}\right\| \\
& g_{J}=\left\|\begin{array}{cc}
1 & 2^{t-1} u \\
-2^{n-t-1} v & 1
\end{array}\right\|, g_{K}=\left\|\begin{array}{cc}
2^{n-t-1} v & 1 \\
1 & -2^{t-1} u
\end{array}\right\|
\end{aligned}
$$

and

$$
\begin{aligned}
& g_{I}=\left\|\begin{array}{cc}
1 & -2^{t-1} u \\
2^{n-t-1} v & 1
\end{array}\right\|, \\
& g_{J}=\|-2^{s-1} v\left(1+2^{n-2}\right) \\
& 1
\end{aligned} 2^{1}\left\|, 2^{t-1} u\left(1+2^{n-2}\right)\right\|,
$$

respectively.
c) Denote in the subset $M_{35}\left(M_{36}\right.$, respectively) of the class $K_{13}$ (of $K_{14}$, respectively) the first and second matrices by $L$ and $N$, respectively, i.e.,

$$
\begin{gathered}
L=\left\|\begin{array}{cc}
1+2^{t+s-1} p & 2^{t} u \\
2^{s} v & -1-2^{t+s-1} p+2^{n-1}
\end{array}\right\|, \\
N=\|-1+2^{t+s-1} p \\
2^{s} v
\end{gathered} \frac{2^{t} u}{\|-2^{t+s-1} p+2^{n-1}} \| .
$$

Consider the matrix $L \in K_{13}$. System (2.9) (choose there $A=A_{13}, B=$ $L)$ takes the form

$$
\left\{\begin{array}{c}
2^{t+s-2} p x+2^{s-1} v y \equiv 0,2^{t-1} u x-\left(1+2^{n-2}+2^{t+s-2} p\right) y \equiv 0 \\
\left(1+2^{n-2}+2^{t+s-2} p\right) z+2^{s-1} v w \equiv 0,2^{t-1} u z-2^{t+s-2} p w \equiv 0 \\
x w-y z \not \equiv 0(\bmod 2)
\end{array}\right.
$$

modulo $2^{n-1}$. The second and third congruences of the system imply

$$
\left\{\begin{array}{l}
y \equiv 2^{t-1} u\left(1+2^{n-2}+2^{t+s-2} p\right)^{-1} x \\
z \equiv-2^{s-1} v\left(1+2^{n-2}+2^{t+s-2} p\right)^{-1} w
\end{array} \quad(x \equiv w \equiv 1(\bmod 2))\right.
$$

modulo $2^{n-1}$. Hence $g=g_{L}=\left\|\begin{array}{cc}1 & 2^{t-1} u q^{-1} \\ -2^{s-1} v q^{-1} & 1\end{array}\right\|$, where $q^{-1}$ is the inverse of $q=1+2^{n-2}+2^{t+s-2} p$ modulo $2^{n-1}$.

Let us check whether the first and fourth congruences of the system are valid. Replacing the obtained values of $y, z$ into the first and fourth congruences we have

$$
\left\{\begin{array}{c}
2^{t+s-2} p x+2^{s-1} v 2^{t-1} u\left(1+2^{n-2}+2^{t+s-2} p\right)^{-1} x \equiv 0 \\
2^{t-1} u\left(-2^{s-1} v\left(1+2^{n-2}+2^{t+s-2} p\right)^{-1} w\right)-2^{t+s-2} p w \equiv 0
\end{array}\right.
$$

modulo $2^{n-1}$. Multiplying the first and second congruences of this system by $x^{-1}\left(1+2^{n-2}+2^{t+s-2} p\right)$ and $-w^{-1}\left(1+2^{n-2}+2^{t+s-2} p\right)$ respectively, we get

$$
\left\{\begin{align*}
& p\left(1+2^{n-2}+2^{t+s-2} p\right)+v u \equiv 0  \tag{A.1}\\
& u v+p\left(1+2^{n-2}+2^{t+s-2} p\right) \equiv 0
\end{align*}\left(\bmod 2^{n-t-s+1}\right)\right.
$$

Using the condition for $L \in K_{13}$, namely

$$
p\left(1+2^{t+s-2} p\right)+u v \equiv 0\left(\bmod 2^{n-t-s+1}\right)
$$

the both congruences of (A.1) take the form

$$
2^{n-2} p \equiv 0\left(\bmod 2^{n-t-s+1}\right)
$$

It is true since $t+s \geqslant 3$ and $2^{n-2} \equiv 0\left(\bmod 2^{n-t-s+1}\right)$.
Consider the matrix $L \in K_{14}$. System (2.9) (choose there $A=A_{14}, B=$ $L$ ) takes the form

$$
\left\{\begin{array}{cl}
\left(1+2^{t+s-2} p\right) x+2^{s-1} v y \equiv 0,2^{t-1} u x-\left(2^{n-2}+2^{t+s-2} p\right) & y \equiv 0 \\
\left(2^{n-2}+2^{t+s-2} p\right) z+2^{s-1} v w \equiv 0,2^{t-1} u z-\left(1+2^{t+s-2} p\right) & w \equiv 0 \\
x w-y z \not \equiv 0(\bmod 2)
\end{array}\right.
$$

modulo $2^{n-1}$. The first and fourth congruences of the system imply

$$
\left\{\begin{array}{l}
x \equiv-2^{s-1} v\left(1+2^{t+s-2} p\right)^{-1} y \\
w \equiv 2^{t-1} u\left(1+2^{t+s-2} p\right)^{-1} z
\end{array} \quad(y \equiv z \equiv 1(\bmod 2))\right.
$$

modulo $2^{n-1}$. Hence

$$
g=g_{L}=\left\|-2^{s-1} v\left(1+2^{t+s-2} p\right)^{-1} \quad 2^{t-1} u\left(1+2^{t+s-2} p\right)^{-1}\right\|,
$$

where $\left(1+2^{t+s-2} p\right)^{-1}$ is the inverse of $\left(1+2^{t+s-2} p\right)$ modulo $2^{n-1}$.
Let us check whether the second and third congruences of the system are valid. Replacing the obtained values of $x, w$ into the second and third congruences, we have

$$
\left\{\begin{array}{c}
2^{t-1} u\left(-2^{s-1} v\left(1+2^{t+s-2} p\right)^{-1} y\right)-\left(2^{n-2}+2^{t+s-2} p\right) y \equiv 0 \\
\left(2^{n-2}+2^{t+s-2} p\right) z+2^{s-1} v 2^{t-1} u\left(1+2^{t+s-2} p\right)^{-1} z \equiv 0
\end{array}\right.
$$

modulo $2^{n-1}$. Multiplying the first and second congruences of this system by $-y^{-1}\left(1+2^{t+s-2} p\right)$ and $z^{-1}\left(1+2^{t+s-2} p\right)$ respectively, we get

$$
\left\{\begin{array}{c}
v u+\left(2^{n-t-s}+p\right)\left(1+2^{t+s-2} p\right) \equiv 0  \tag{A.2}\\
\left(2^{n-t-s}+p\right)\left(1+2^{t+s-2} p\right)+u v \equiv 0
\end{array} \quad\left(\bmod 2^{n-t-s+1}\right)\right.
$$

Using the condition for $L \in K_{14}$, namely

$$
p\left(1+2^{t+s-2} p\right)+u v \equiv 2^{n-t-s}\left(\bmod 2^{n-t-s+1}\right)
$$

we have that both congruences of (A.2) are expressed in the form

$$
2^{n-t-s}\left(1+2^{t+s-2} p\right)+2^{n-t-s} \equiv 0\left(\bmod 2^{n-t-s+1}\right)
$$

It is obviously true.
Analogously, for the matrix $N \in K_{13}$ we have

$$
g_{N}=\left\|-2^{s-1} v\left(-1+2^{t+s-2} p\right)^{-1} \quad \sum_{1}^{t-1} u\left(-1+2^{t+s-2} p\right)^{-1}\right\|,
$$

where $\left(-1+2^{t+s-2} p\right)^{-1}$ is the inverse of $-1+2^{t+s-2} p$ modulo $2^{n-1}$, and for the matrix $N \in K_{14}$ we have

$$
g_{N}=\left\|\begin{array}{cc}
1 & 2^{t-1} u q^{-1} \\
-2^{s-1} v q^{-1} & 1
\end{array}\right\|
$$

where $q^{-1}$ is the inverse of $q=-1+2^{n-2}+2^{t+s-2} p$ modulo $2^{n-1}$.
6) Class $K_{15}$. Denote

$$
\begin{gathered}
B=\left\|\begin{array}{cc}
0 & b \\
b^{-1} & 0
\end{array}\right\| \in M_{1}, \quad C=\left\|\begin{array}{cc}
2^{t} u & b \\
\left(1-\left(2^{t} u\right)^{2}\right) b^{-1} & -2^{k} u
\end{array}\right\| \in M_{1} \\
D=\left\|\begin{array}{cc}
a & b \\
\left(1-a^{2}\right) b^{-1} & -a
\end{array}\right\| \in M_{2}, \quad F=\left\|\begin{array}{cc}
a & \left(1-a^{2}\right) c^{-1} \\
c & -a
\end{array}\right\| \in M_{2}
\end{gathered}
$$

Then

$$
\begin{gathered}
g_{B}=\left\|\begin{array}{cc}
b^{-1} w & b z \\
z & w
\end{array}\right\|, g_{C}=\left\|\begin{array}{cc}
\left(1-2^{2 t} u^{2}\right) b^{-1} w+2^{t} u z & b z-2^{t} u w \\
z
\end{array}\right\|, \\
\text { where } z \neq w(\bmod 2), \\
g_{D}=\left\|\begin{array}{cc}
\left(1-a^{2}\right) b^{-1} w+a z & b z-a w \\
z & w
\end{array}\right\|, \text { where } z \neq 0(\bmod 2) \\
g_{F}=\left\|\begin{array}{cc}
a z+c w & \left(1-a^{2}\right) c^{-1} z-a w \\
z & w
\end{array}\right\|, \text { where } w \neq 0(\bmod 2) .
\end{gathered}
$$

7) Classes $K_{16}$ and $K_{17}$.
a) Denote in $K_{16}$ (in $K_{17}$, respectively) the second matrix of $M_{7}$ (of $M_{8}$, respectively) by $B$, in $M_{13}$ (in $M_{14}$, respectively) the first, second, third and fourth matrices by $C, D, F$ and $G$, respectively. Let $g_{B}=\left\|\begin{array}{cc}0 & 1 \\ 1 & 0\end{array}\right\|$, $g_{C}=\left\|\begin{array}{cc}1 & 0 \\ -2^{t-1} u & 1\end{array}\right\|, g_{D}=\left\|\begin{array}{cc}1 & 2^{t-1} u \\ 0 & 1\end{array}\right\|, g_{F}=\left\|\begin{array}{cc}2^{t-1} u & 1 \\ 1 & 0\end{array}\right\|$ and $g_{G}=$ $\left\|\begin{array}{cc}0 & 1 \\ 1 & -2^{t-1} u\end{array}\right\|$. Then $g_{B}^{-1} A_{i} g_{B}=B \in K_{i}, g_{C}^{-1} A_{i} g_{C}=C \in K_{i}, g_{D}^{-1} A_{i} g_{D}=$ $D \in K_{i}, g_{F}^{-1} A_{i} g_{F}=F \in K_{i}, g_{G}^{-1} A_{i} g_{G}=G \in K_{i}$, where $i \in\{16,17\}$.
b) Denote in the subset $M_{27}\left(M_{28}\right.$, respectively) of the class $K_{16}$ (of $K_{17}$, respectively) the first, second, third and fourth matrices by $H, I, J$ and $K$, respectively, i.e., $H=\left\|\begin{array}{cc}1 & 2^{t} u \\ 2^{s} v & -1\end{array}\right\|, I=\left\|\begin{array}{cc}-1 & 2^{t} u \\ 2^{s} v & 1\end{array}\right\|, J=$ $\begin{array}{cc}1+2^{n-1} & 2^{t} u \\ 2^{s} v & -1+2^{n-1}\end{array}\|, K=\| \begin{array}{cc}-1+2^{n-1} & 2^{t} u \\ 2^{s} v & 1+2^{n-1}\end{array} \|$.

Consider $H \in K_{16}$. Then $t+s>n$ and system (2.9) (choose there $A=A_{16}$ and $B=H$ ) takes the form
$\left\{\begin{array}{c}2^{s-1} v y \equiv 0,2^{t-1} u x-y \equiv 0, z+2^{s-1} v w \equiv 0,2^{t-1} u z \equiv 0\left(\bmod 2^{n-1}\right), \\ x w-y z \not \equiv 0(\bmod 2) .\end{array}\right.$
The second and third congruences imply

$$
y \equiv 2^{t-1} u x, z \equiv-2^{s-1} v w\left(\bmod 2^{n-1}\right), \text { where } x \equiv w \equiv 1(\bmod 2)
$$

Since $t+s>n$, i.e., $t+s \geqslant n+1$, we have

$$
2^{s-1} v y=2^{s-1} v 2^{t-1} u x=2^{t+s-2} u v x \equiv 0\left(\bmod 2^{n-1}\right)
$$

and therefore, the first congruence of the system holds. Similarly, the fourth congruence holds. Hence $g=g_{H}=\left\|\begin{array}{cc}1 & 2^{t-1} u \\ -2^{s-1} v & 1\end{array}\right\|$.

Consider $H \in K_{17}$. Then $t+s=n$. The system (2.9) takes the form

$$
\left\{\begin{array}{c}
2^{n-2} x+2^{n-t-1} v y \equiv 0, \quad 2^{t-1} u x-\left(1+2^{n-2}\right) y \equiv 0 \\
\left(1+2^{n-2}\right) z+2^{n-t-1} v w \equiv 0, \quad 2^{t-1} u z+2^{n-2} w \equiv 0 \\
x w-y z \not \equiv 0(\bmod 2)
\end{array}\right.
$$

modulo $2^{n-1}$. The second and third congruences of the system imply

$$
y \equiv 2^{t-1} u\left(1+2^{n-2}\right) x, z \equiv-2^{n-t-1} v\left(1+2^{n-2}\right) w(x \equiv w \equiv 1(\bmod 2))
$$

modulo $2^{n-1}$. Since the number $1+v u\left(1+2^{n-2}\right)$ is even, i.e., $1+v u\left(1+2^{n-2}\right)=2 l$, we have:

$$
\begin{aligned}
& 2^{n-2} x+2^{n-t-1} v y \equiv 2^{n-2} x+2^{n-t-1} v 2^{t-1} u\left(1+2^{n-2}\right) x \equiv \\
& \quad \equiv 2^{n-2} x\left[1+v u\left(1+2^{n-2}\right)\right] \equiv 2^{n-2} x 2 l \equiv 2^{n-1} x l \equiv 0
\end{aligned}
$$

modulo $2^{n-1}$. Thus the first congruence holds. Similarly, the fourth congruence holds. Hence $g=g_{H}=\left\|\begin{array}{cc}1 & 2^{t-1} u\left(1+2^{n-2}\right)\end{array}\right\|$. Analogously, for $I, J, K \in K_{16}$ we have

$$
\begin{aligned}
g_{I} & =\left\|\begin{array}{cc}
2^{s-1} v & 1 \\
1 & -2^{t-1} u
\end{array}\right\|, \\
g_{J} & =\| \\
1 & 2^{n-1} u\left(1+2^{n-2}\right) \\
-2^{n-t-1} v\left(1+2^{n-2}\right) & 1
\end{aligned} \|,
$$

and for $I, J, K \in K_{17}$ we have

$$
\begin{aligned}
& g_{I}=\left\|\begin{array}{cc}
2^{n-t-1} v\left(1+2^{n-2}\right) & 1 \\
1 & -2^{t-1} u\left(1+2^{n-2}\right)
\end{array}\right\| \\
& g_{J}=\left\|\begin{array}{cc}
1 & 2^{t-1} u \\
-2^{s-1} v & 1
\end{array}\right\|, \quad g_{K}=\left\|\begin{array}{cc}
2^{s-1} v & 1 \\
1 & -2^{t-1} u
\end{array}\right\| .
\end{aligned}
$$

c) Denote in the subset $M_{29}\left(M_{30}\right.$, respectively) of the class $K_{16}$ (of $K_{17}$, respectively) the first and second matrices by $L$ and $N$, respectively.

Consider $L \in K_{16}$. The system (2.9) (choose there $A=A_{16}$ and $B=L$ ) takes the form

$$
\left\{\begin{array}{c}
2^{t+s-2} p x+2^{s-1} v y \equiv 0, \quad 2^{t-1} u x-\left(1+2^{t+s-2} p\right) y \equiv 0 \\
\left(1+2^{t+s-2} p\right) z+2^{s-1} v w \equiv 0,2^{t-1} u z-2^{t+s-2} p w \equiv 0 \\
x w-y z \not \equiv 0(\bmod 2)
\end{array}\right.
$$

modulo $2^{n-1}$. The second and third congruences of the system imply

$$
y \equiv 2^{t-1} u\left(1+2^{t+s-2} p\right)^{-1} x, \quad z \equiv-2^{s-1} v\left(1+2^{t+s-2} p\right)^{-1} w
$$

modulo $2^{n-1}$, where $x \equiv w \equiv 1(\bmod 2)$. Hence

$$
g=g_{L}=\left\|\begin{array}{cc}
1 & 2^{t-1} u\left(1+2^{t+s-2} p\right)^{-1} \\
-2^{s-1} v\left(1+2^{t+s-2} p\right)^{-1} & 1
\end{array}\right\|
$$

where $\left(1+2^{t+s-2} p\right)^{-1}$ is the inverse of $1+2^{t+s-2} p$ modulo $2^{n-1}$.
Let us show that the first and fourth congruences are valid. Replacing $y, z$ in the first and fourth congruences by obtained values, we have

$$
\left\{\begin{array}{c}
2^{t+s-2} p x+2^{s-1} v 2^{t-1} u\left(1+2^{t+s-2} p\right)^{-1} x \equiv 0 \\
2^{t-1} u\left(-2^{s-1} v\left(1+2^{t+s-2} p\right)^{-1} w\right)-2^{t+s-2} p w \equiv 0
\end{array}\left(\bmod 2^{n-1}\right)\right.
$$

and, multiplying the first congruence of this system by $x^{-1}\left(1+2^{t+s-2} p\right)$, second congruence of this system by $-w^{-1}\left(1+2^{t+s-2} p\right)$, we get

$$
p\left(1+2^{t+s-2} p\right)+u v \equiv 0\left(\bmod 2^{n-t-s+1}\right)
$$

but this congruence holds for the matrices of $M_{29}$.
Consider $L \in K_{17}$. The system (2.9) (choose there $A=A_{17}$ and $B=L$ ) takes the form

$$
\left\{\begin{array}{l}
\left(2^{n-2}+2^{t+s-2} p\right) x+2^{s-1} v y \equiv 0 \\
2^{t-1} u x-\left(1+2^{n-2}+2^{t+s-2} p\right) y \equiv 0 \\
\left(1+2^{n-2}+2^{t+s-2} p\right) z+2^{s-1} v w \equiv 0 \\
2^{t-1} u z-\left(2^{n-2}+2^{t+s-2} p\right) w \equiv 0 \\
x w-y z \neq 0(\bmod 2)
\end{array}\right.
$$

modulo $2^{n-1}$. The second and third congruences of the system imply

$$
\left\{\begin{array}{l}
y \equiv 2^{t-1} u\left(1+2^{n-2}+2^{t+s-2} p\right)^{-1} x \\
z \equiv-2^{s-1} v\left(1+2^{n-2}+2^{t+s-2} p\right)^{-1} w
\end{array} \quad(x \equiv w \equiv 1(\bmod 2))\right.
$$

modulo $2^{n-1}$. Hence $g=g_{L}=\left\|\begin{array}{cc}1 & 2^{t-1} u q^{-1} \\ -2^{s-1} v q^{-1} & 1\end{array}\right\|$, where $q^{-1}$ is the inverse of $q=1+2^{n-2}+2^{t+s-2} p$ modulo $2^{n-1}$.

Let us check whether the thirst and fourth congruency are valid. Replacing $y, z$ in the first and fourth congruences by obtained values, we have $\left\{\begin{array}{c}\left(2^{n-2}+2^{t+s-2} p\right) x+2^{s-1} v 2^{t-1} u\left(1+2^{n-2}+2^{t+s-2} p\right)^{-1} x \equiv 0 \\ 2^{t-1} u\left(-2^{s-1} v\left(1+2^{n-2}+2^{t+s-2} p\right)^{-1} w\right)-\left(2^{n-2}+2^{t+s-2} p\right) w \equiv 0\end{array}\right.$
modulo $2^{n-1}$. Multiplying the first congruence of this system by $x^{-1}\left(1+2^{n-2}+2^{t+s-2} p\right)$ and the second congruence of this system by $-w^{-1}\left(1+2^{n-2}+2^{t+s-2} p\right)$, we get

$$
\left\{\begin{array}{l}
\left(2^{n-s-t}+p\right)\left(1+2^{n-2}+2^{t+s-2} p\right)+v u \equiv 0 \\
u v+\left(2^{n-s-t}+p\right)\left(1+2^{n-2}+2^{t+s-2} p\right) \equiv 0
\end{array} \quad\left(\bmod 2^{n-t-s+1}\right)\right.
$$

Using the condition for $L \in K_{17}$, namely

$$
p\left(1+2^{t+s-2} p\right)+u v \equiv 2^{n-t-s}\left(\bmod 2^{n-t-s+1}\right)
$$

we have that both congruences are in form $0 \equiv 0$.
Analogously, for $N \in K_{16}$ we get

$$
g_{N}=\left\|\begin{array}{cc}
-2^{s-1} v\left(-1+2^{t+s-2} p\right)^{-1} & 1 \\
1 & 2^{t-1} u\left(-1+2^{t+s-2} p\right)^{-1}
\end{array}\right\|
$$

where $\left(-1+2^{t+s-2} p\right)^{-1}$ is the inverse of $\left(-1+2^{t+s-2} p\right)$ modulo $2^{n-1}$, and for $N \in K_{17}$ we get $g_{N}=\left\|\begin{array}{cc}-2^{s-1} v q^{-1} & 1 \\ 1 & 2^{t-1} u q^{-1}\end{array}\right\|$, where $q^{-1}$ is the inverse of $q=-1+2^{n-2}+2^{t+s-2} p$ modulo $2^{n-1}$.

## A. 2 Computations of the number of automorphisms of some groups

The groups $\mathcal{G}_{t}=\langle a, b, c\rangle(t=1,2, \ldots, 17)$ were defined in subsection 2.1.4. The $\operatorname{map} \varphi: \mathcal{G}_{t} \longrightarrow \mathcal{G}_{t}$, given by

$$
\begin{gather*}
c \varphi=c^{x} a^{i} b^{j}, \quad a \varphi=c^{y} a^{k} b^{l}, \quad b \varphi=c^{z} a^{p} b^{q}  \tag{A.3}\\
x, y, z \in \mathbb{Z}_{2}, \quad i, j, k, l, p, q \in \mathbb{Z}_{2^{n}}
\end{gather*}
$$

is an endomorphism of $\mathcal{G}$, if it preserves the defining relations of this group, and the endomorphism $\varphi$ is an automorphism, if $\varphi$ is bijective.

## A.2.1 Group $\mathcal{G}_{8}$

Let us determine the number of automorphisms of the group

$$
\begin{aligned}
& \mathcal{G}_{8}=\langle a, b, c| a^{2^{n}}=b^{2^{n}}=c^{2}=1, a b=b a \\
&\left.c^{-1} a c=a^{-1+2^{n-1}} b^{2^{n-1}}, c^{-1} b c=b^{-1+2^{n-1}}\right\rangle
\end{aligned}
$$

We shall use the formulas

$$
c^{m}=c^{-m}, \quad c^{-m} a c^{m}=a^{(-1)^{m}+2^{n-1} m} b^{2^{n-1} m}, \quad c^{-m} b c^{m}=b^{(-1)^{m}+2^{n-1} m}
$$

( $m=0,1$ ) and

$$
\left(c^{t} a^{u} b^{v}\right)^{2}=\left\{\begin{array}{l}
a^{2 u} b^{2 v}, \text { if } t=0 \\
a^{u 2^{n-1}} b^{(u+v) 2^{n-1}}, \text { if } t=1
\end{array}\right.
$$

which hold in this group.
Consider a map (A.3) $(t=8)$ and decide under which conditions the $\operatorname{map} \varphi$ is an endomorphism of $\mathcal{G}_{8}$, i.e., under which conditions $\varphi$ preserves the defining relations of the group $\mathcal{G}_{8}$.

The map $\varphi$ preserves the relations $a^{2^{n}}=b^{2^{n}}=1$, i.e., $(a \varphi)^{2^{n}}=$ $(b \varphi)^{2^{n}}=1$. Indeed,

$$
\begin{aligned}
& (a \varphi)^{2^{n}}=\left(c^{y} a^{k} b^{l}\right)^{2^{n}}=\left(\left(c^{y} a^{k} b^{l}\right)^{2}\right)^{2^{n-1}}= \\
= & \left\{\begin{array}{l}
\left(a^{2 k} b^{2 l}\right)^{2^{n-1}}, \text { if } y=0, \\
\left(a^{k 2^{n-1}} b^{(k+l) 2^{n-1}}\right)^{2^{n-1}}, \text { if } y=1
\end{array}=1,\right.
\end{aligned}
$$

and, similarly, $(b \varphi)^{2^{n}}=1$. The map $\varphi$ preserves the relation $c^{2}=1$, i.e., $(c \varphi)^{2}=\left(c^{x} a^{i} b^{j}\right)^{2}=1$, if and only if

$$
\begin{equation*}
\left(1+(-1)^{x}\right) i+2^{n-1} x i \equiv 0, \quad\left(1+(-1)^{x}\right) j+2^{n-1} x(i+j) \equiv 0 \tag{A.4}
\end{equation*}
$$

modulo $2^{n}$.
The map $\varphi$ preserves last three defining relations of $\mathcal{G}_{8}$ if and only if

$$
\begin{aligned}
& (a \varphi)(b \varphi)=\left(c^{y} a^{k} b^{l}\right)\left(c^{z} a^{p} b^{q}\right)=c^{y+z}\left(c^{-z} a^{k} c^{z}\right)\left(c^{-z} b^{l} c^{z}\right) a^{p} b^{q}= \\
& =c^{z+y} a^{p+(-1)^{z} k+2^{n-1} z k} b^{q+(-1)^{z} l+2^{n-1} z(k+l)}= \\
& =(b \varphi)(a \varphi)= \\
& =\left(c^{z} a^{p} b^{q}\right)\left(c^{y} a^{k} b^{l}\right)=c^{z+y}\left(c^{-y} a^{p} c^{y}\right)\left(c^{-y} b^{q} c^{y}\right) a^{k} b^{l}= \\
& =c^{z+y} a^{k+(-1)^{y} p+2^{n-1} y p} b^{l+(-1)^{y} q+2^{n-1} y(p+q)} \text {, } \\
& (c \varphi)^{-1}(a \varphi)(c \varphi)=b^{-j} a^{-i} c^{-x} c^{y} a^{k} b^{l} c^{x} a^{i} b^{j}= \\
& =\left(c^{y} c^{-y}\right) b^{-j}\left(c^{y} c^{-y}\right) a^{-i} c^{y} c^{-x} a^{k}\left(c^{x} c^{-x}\right) b^{l} c^{x} a^{i} b^{j}= \\
& =c^{y} a^{\left(1-(-1)^{y}\right) i+(-1)^{x} k+2^{n-1}(y i+x k)} \text {. } \\
& \text {. } b^{\left(1-(-1)^{y}\right) j+(-1)^{x} l+2^{n-1}(y j+y i+x k+x l)}= \\
& =(a \varphi)^{-1+2^{n-1}}(b \varphi)^{2^{n-1}}= \\
& =\left(c^{y} a^{k} b^{l}\right)^{-1}\left(c^{y} a^{k} b^{l}\right)^{2^{n-1}}\left(c^{z} a^{p} b^{q}\right)^{2^{n-1}}= \\
& =\left(c^{y} a^{k} b^{l}\right)^{-1}\left(c^{y} a^{k} b^{l} c^{y} a^{k} b^{l}\right)^{2^{n-2}}\left(c^{z} a^{p} b^{q} c^{z} a^{p} b^{q}\right)^{2^{n-2}}= \\
& =c^{y} a^{-(-1)^{y} k+2^{n-1} y k+2^{n-2}\left(1+(-1)^{y}\right) k+2^{n-2}\left(1+(-1)^{z}\right) p \text {. } . ~ . ~ . ~} \\
& \text {. } b^{-(-1)^{y} l+2^{n-1} y(l+k)+2^{n-2}\left(1+(-1)^{y}\right) l+2^{n-2}\left(1+(-1)^{z}\right) q} \text {, } \\
& (c \varphi)^{-1}(b \varphi)(c \varphi)=b^{-j} a^{-i} c^{-x} c^{z} a^{p} b^{q} c^{x} a^{i} b^{j}= \\
& =\left(c^{z} c^{-z}\right) b^{-j}\left(c^{z} c^{-z}\right) a^{-i} c^{z} c^{-x} a^{p}\left(c^{x} c^{-x}\right) b^{q} c^{x} a^{i} b^{j}= \\
& =c^{z} a^{\left(1-(-1)^{z}\right) i+2^{n-1}(z i+x p)+(-1)^{x} p . ~} \\
& \text {. } b^{\left(1-(-1)^{z}\right) j+2^{n-1}(z j+z i+x p+x q)+(-1)^{x} q}= \\
& =(b \varphi)^{-1+2^{n-1}}=\left(c^{z} a^{p} b^{q}\right)^{-1}\left(c^{z} a^{p} b^{q}\right)^{2^{n-1}}= \\
& =c^{z} c^{-z} b^{-q} c^{z} c^{-z} a^{-p} c^{z}\left(a^{2^{n-2}\left(1+(-1)^{z}\right) p} b^{2^{n-2}\left(1+(-1)^{z}\right) q}\right)= \\
& =c^{z} a^{-(-1)^{z} p+2^{n-1} z p+2^{n-2}\left(1+(-1)^{z}\right) p .} \\
& \cdot b^{-(-1)^{z} q+2^{n-1} z(q+p)+2^{n-2}\left(1+(-1)^{z}\right) q} \text {. }
\end{aligned}
$$

Let us decide under which conditions the obtained endomorphism $\varphi$ of $\mathcal{G}_{8}$ is an automorphism, i.e., when it preserves the orders of all elements of $\mathcal{G}_{8}$.

1) If $x=i=j=0$, then $o(c \varphi)<2=o(c)$.
2) If a) $y=1 \quad\left(k, l \in \mathbb{Z}_{2^{n}}\right)$ or b) $y=0, k \equiv l \equiv 0(\bmod 2)$, then $o(a \varphi)<2^{n}=o(a)$.
3) If a) $z=1 \quad\left(p, q \in \mathbb{Z}_{2^{n}}\right)$ or b) $z=0, p \equiv q \equiv 0(\bmod 2)$, then $o(b \varphi)<2^{n}=o(b)$.

Hence $y=z=0$ and therefore, it follows from relations $(a \varphi)(b \varphi)=$ $(b \varphi)(a \varphi),(c \varphi)^{-1}(a \varphi)(c \varphi)=(a \varphi)^{-1+2^{n-1}}(b \varphi)^{2^{n-1}}$ and $(c \varphi)^{-1}(b \varphi)(c \varphi)=$ $(b \varphi)^{-1+2^{n-1}}$ that

$$
\left\{\begin{array}{l}
-k\left[1+(-1)^{x}\right]+2^{n-1}(k+p) \equiv 2^{n-1} x k  \tag{A.5}\\
-l\left[1+(-1)^{x}\right]+2^{n-1}(l+q) \equiv 2^{n-1} x(k+l) \\
-p\left[1+(-1)^{x}\right]+2^{n-1} p \equiv 2^{n-1} x p \\
-q\left[1+(-1)^{x}\right]+2^{n-1} q \equiv 2^{n-1} x(p+q)
\end{array}\right.
$$

modulo $2^{n}$. If $x=0$, then (A.5) implies $k \equiv l \equiv p \equiv q \equiv 0\left(\bmod 2^{n-1}\right)$ and $\varphi$ is not an automorphism, since the orders of elements $a \varphi$ and $b \varphi$ are less than $2^{n}$. Hence $x=1$ and the solution of system (A.5) is

$$
k \equiv q, p \equiv 0(\bmod 2)
$$

The solution of system (A.4) is now

$$
i \equiv j \equiv 0(\bmod 2)
$$

Therefore, we get endomorphisms

$$
\begin{aligned}
\varphi: & c \varphi=c b^{i} a^{j}, \quad b \varphi=b^{k} a^{l}, \quad a \varphi=b^{p} a^{q} \\
& i, j, p \in 2 \mathbb{Z}_{2^{n-1}}, \quad k, l, q \in \mathbb{Z}_{2^{n}}, \quad k \equiv q(\bmod 2)
\end{aligned}
$$

which are candidates of automorphisms of $\mathcal{G}_{8}$. Clearly, this endomorphism is an automorphism of $\mathcal{G}_{8}$ if and only if $k q-l p \equiv 1(\bmod 2)$, i.e., $k \equiv q \equiv$ $1(\bmod 2)$.

For the choice of pair $(i, j)$ we have $2^{n-1} \cdot 2^{n-1}=2^{2 n-2}$ possibilities, for the choice of $(k, l, p, q)$ we have $2^{n-1} \cdot 2^{n} \cdot 2^{n-1} \cdot 2^{n-1}=2^{4 n-3}$ possibilities and hence the number of automorphisms of $\mathcal{G}_{8}$ is

$$
\left|\operatorname{Aut}\left(\mathcal{G}_{8}\right)\right|=2^{2 n-2} \cdot 2^{4 n-3}=2^{6 n-5}
$$

## A.2.2 Group $\mathcal{G}_{15}$

Let us find all automorphisms of the group

$$
\mathcal{G}_{15}=\left\langle a, b, c \mid a^{2^{n}}=b^{2^{n}}=c^{2}=1, a b=b a, c^{-1} a c=a b, c^{-1} b c=b^{-1}\right\rangle
$$

We shall use formulas

$$
c^{t}=c^{-t}, \quad c^{-t} a^{r} c^{t}=a^{r} b^{\frac{\left(1-(-1)^{t}\right)}{2} r}, \quad c^{-t} b^{r} c^{t}=b^{(-1)^{t} r}
$$

that hold in this group. Consider map (A.3) $(t=15)$ and check under which conditions it is an endomorphism of $\mathcal{G}_{15}$, i.e., under which conditions $\varphi$ preserves the defining relations of $\mathcal{G}_{8}$.

Since $c^{2}=1$, we have

$$
\begin{aligned}
1= & 1 \varphi=c^{2} \varphi=(c \varphi)^{2}=\left(c^{x} a^{i} b^{j}\right)^{2}=\left(c^{-x} a^{i} c^{x}\right)\left(c^{-x} b^{j} c^{x}\right) a^{i} b^{j}= \\
= & a^{i} b^{\frac{\left(1-(-1)^{x}\right)}{2} i} b^{(-1)^{x} j} a^{i} b^{j}=a^{2 i} b^{\left(1+(-1)^{x}\right) j+\frac{\left(1-(-1)^{x}\right)}{2} i}, \\
& 2 i \equiv 0, \quad\left(1+(-1)^{x}\right) j+\frac{\left(1-(-1)^{x}\right)}{2} i \equiv 0\left(\bmod 2^{n}\right),
\end{aligned}
$$

i.e.,

$$
\begin{align*}
& \text { if } x \text { is even, then } i \equiv j \equiv 0\left(\bmod 2^{n-1}\right),  \tag{A.6}\\
& \text { if } x \text { is odd, then } i=0, j \in \mathbb{Z}_{2^{n}}
\end{align*}
$$

Analogously, in view of $a^{2^{n}}=b^{2^{n}}=1$,

$$
\begin{aligned}
1= & 1 \varphi=\left(a^{2^{n}}\right) \varphi=(a \varphi)^{2^{n}}=\left(c^{y} a^{k} b^{l}\right)^{2^{n}}=\left[\left(c^{y} a^{k} b^{l}\right)\left(c^{y} a^{k} b^{l}\right)\right]^{2^{n-1}}= \\
= & {\left[\left(c^{-y} a^{k} c^{y}\right)\left(c^{-y} b^{l} c^{y}\right) a^{k} b^{l}\right]^{2^{n-1}}=\left[a^{2 k} b^{\left.\left(1+(-1)^{y}\right) l+\frac{\left(1-(-1)^{y}\right)}{2} k\right]^{2^{n-1}}=} \begin{array}{rl}
= & b^{\left(1+(-1)^{y}\right) 2^{n-1} l+\left(1-(-1)^{y}\right) 2^{n-2} k}, \\
1= & 1 \varphi=\left(b^{2^{n}}\right) \varphi=(b \varphi)^{2^{n}}=\left(c^{z} a^{p} b^{q}\right)^{2^{n}}=\left[\left(c^{z} a^{p} b^{q}\right)\left(c^{z} a^{p} b^{q}\right)\right]^{2^{n-1}}= \\
= & {\left[\left(c^{-z} a^{p} c^{z}\right)\left(c^{-z} b^{q} c^{z}\right) a^{p} b^{q}\right] 2^{n-1}=\left[a^{2 p} b^{\frac{\left(1-(-1)^{z}\right)}{2} p+\left(1+(-1)^{z}\right) q}\right]^{2^{n-1}}=} \\
= & b^{\left(1+(-1)^{z}\right) 2^{n-1} q+\left(1-(-1)^{z}\right) 2^{n-2} p}, \\
& \left\{\begin{array}{l}
\left(1+(-1)^{y}\right) 2^{n-1} l+\left(1-(-1)^{y}\right) 2^{n-2} k \equiv 0 \\
\left(1+(-1)^{z}\right) 2^{n-1} q+\left(1-(-1)^{z}\right) 2^{n-2} p \equiv 0
\end{array} \quad\left(\bmod 2^{n}\right),\right.
\end{array}\right.}
\end{aligned}
$$

i.e.,

$$
\begin{equation*}
\text { if } y \text { is even, then } k, l \in \mathbb{Z}_{2^{n}} \tag{A.7}
\end{equation*}
$$

if $y$ is odd, then $k \equiv 0(\bmod 2), l \in \mathbb{Z}_{2^{n}}$,
and

$$
\begin{align*}
& \text { if } z \text { is even, then } p, q \in \mathbb{Z}_{2^{n}} \\
& \text { if } z \text { is odd, then } p \equiv 0(\bmod 2), q \in \mathbb{Z}_{2^{n}} . \tag{A.8}
\end{align*}
$$

Since $a b=b a$, we have

$$
\begin{aligned}
(a \varphi)(b \varphi) & =\left(c^{y} a^{k} b^{l}\right)\left(c^{z} a^{p} b^{q}\right)=c^{y+z}\left(c^{-z} a^{k} c^{z}\right)\left(c^{-z} b^{l} c^{z}\right) a^{p} b^{q}= \\
& =c^{y+z} a^{p+k} b^{(-1)^{z} l+\frac{\left(1-(-1)^{z}\right)}{2} k+q}= \\
& =(b \varphi)(a \varphi)=\left(c^{z} a^{p} b^{q}\right)\left(c^{y} a^{k} b^{l}\right)= \\
& =c^{z+y}\left(c^{-y} a^{p} c^{y}\right)\left(c^{-y} b^{q} c^{y}\right) a^{k} b^{l}=c^{z+y} a^{k+p} b^{(-1)^{y} q+\frac{\left(1-(-1)^{y}\right)}{2} p+l}
\end{aligned}
$$

$$
(-1)^{z} l+\frac{\left(1-(-1)^{z}\right)}{2} k+q \equiv(-1)^{y} q+\frac{\left(1-(-1)^{y}\right)}{2} p+l\left(\bmod 2^{n}\right)
$$

i.e.,

$$
\begin{align*}
& \text { if } y=z=0 \text {, then } k, l, q, p \in \mathbb{Z}_{2^{n}} \\
& \text { if } y=0, z=1 \text {, then } 2 l-k \equiv 0\left(\bmod 2^{n}\right) \\
& \text { if } y=1, z=0 \text {, then } 2 q-p \equiv 0\left(\bmod 2^{n}\right)  \tag{A.9}\\
& \text { if } y=z=1 \text {, then } 2 l-k \equiv 2 q-p\left(\bmod 2^{n}\right)
\end{align*}
$$

The relation $c^{-1} b c=b^{-1}$ implies

$$
\begin{aligned}
(b \varphi)^{-1} & =\left(c^{z} a^{p} b^{q}\right)^{-1}=b^{-q} a^{-p} c^{-z}= \\
& =c^{z}\left(c^{-z} b^{-q} c^{z}\right)\left(c^{-z} a^{-p} c^{z}\right)=c^{z} a^{-p} b^{-\frac{\left(1-(-1)^{z}\right)}{2} p-(-1)^{z} q}= \\
& =(c \varphi)^{-1}(b \varphi)(c \varphi)= \\
& =b^{-j} a^{-i} c^{-x} c^{z} a^{p} b^{q} c^{x} a^{i} b^{j}= \\
& =c^{z}\left(c^{-z} b^{-j} c^{z}\right)\left(c^{-z} a^{-i} c^{z}\right)\left(c^{-x} a^{p} c^{x}\right)\left(c^{-x} b^{q} c^{x}\right) a^{i} b^{j}= \\
& =c^{z} a^{p} b^{-\frac{\left(1-(-1)^{z}\right)}{2} i+\frac{\left(1-(-1)^{x}\right)}{2} p+\left(1-(-1)^{z}\right) j+(-1)^{x} q} .
\end{aligned}
$$

Hence $2 p \equiv 0\left(\bmod 2^{n}\right), p \equiv 0\left(\bmod 2^{n-1}\right)$ and

$$
\begin{aligned}
& -\frac{\left(1-(-1)^{z}\right)}{2} i+\frac{\left(1-(-1)^{x}\right)}{2} p+\left(1-(-1)^{z}\right) j+(-1)^{x} q \equiv \\
& \equiv-\frac{\left(1-(-1)^{z}\right)}{2} p-(-1)^{z} q \quad\left(\bmod 2^{n}\right)
\end{aligned}
$$

i.e.,

$$
\begin{align*}
& \text { if } z=x=0, \text { then } p \equiv q \equiv 0\left(\bmod 2^{n-1}\right) \\
& \text { if } z=0, x=1, \text { then } p \equiv 0\left(\bmod 2^{n}\right) \\
& \text { if } z=1, x=0, \text { then } p \equiv 0\left(\bmod 2^{n-1}\right), i-2 j \equiv p\left(\bmod 2^{n}\right)  \tag{A.10}\\
& \text { if } z=x=1, \text { then } p \equiv 0\left(\bmod 2^{n-1}\right), 2 j-i \equiv 2 q\left(\bmod 2^{n}\right)
\end{align*}
$$

The relation $c^{-1} a c=a b$ implies

$$
\begin{aligned}
(a \varphi)(b \varphi) & =c^{y+z}\left(c^{-z} a^{k} c^{z}\right)\left(c^{-z} b^{l} c^{z}\right) a^{p} b^{q}= \\
& =c^{y+z} a^{p+k} b^{(-1)^{z} l+\frac{\left(1-(-1)^{z}\right)}{2} k+q}= \\
& =(c \varphi)^{-1}(a \varphi)(c \varphi)= \\
& =b^{-j} a^{-i} c^{-x} c^{y} a^{k} b^{l} c^{x} a^{i} b^{j}= \\
& =c^{y}\left(c^{-y} b^{-j} c^{y}\right)\left(c^{-y} a^{-i} c^{y}\right)\left(c^{-x} a^{k} c^{x}\right)\left(c^{-x} b^{l} c^{x}\right) a^{i} b^{j}= \\
& =c^{y} a^{k} b^{-\frac{\left(1-(-1)^{y}\right)}{2} i+\frac{\left(1-(-1)^{x}\right)}{2} k+\left(1-(-1)^{y}\right) j+(-1)^{x} l},
\end{aligned}
$$

i.e.,

$$
\begin{equation*}
z=0, \quad p=0 \tag{A.11}
\end{equation*}
$$

and, using (A.11),

$$
-\frac{\left(1-(-1)^{y}\right)}{2} i+\frac{\left(1-(-1)^{x}\right)}{2} k+\left(1-(-1)^{y}\right) j+(-1)^{x} l \equiv l+q\left(\bmod 2^{n}\right)
$$

which implies

$$
\begin{aligned}
& \text { if } y=x=0 \text {, then } q=0, \quad i, j, k, l \in \mathbb{Z}_{2^{n}} \\
& \text { if } y=0, x=1 \text {, then } q \equiv k-2 l\left(\bmod 2^{n}\right), k, l, i, j \in \mathbb{Z}_{2^{n}} \\
& \text { if } y=1, x=0 \text {, then } q \equiv 2 j-i\left(\bmod 2^{n}\right), i, j, k, l \in \mathbb{Z}_{2^{n}} \\
& \text { if } y=x=1 \text {, then } q \equiv(k-2 l)-(i-2 j)\left(\bmod 2^{n}\right)
\end{aligned}
$$

In conclusion, we have proved that $\varphi$ is an endomorphism of $\mathcal{G}_{15}$ if and only if it satisfies conditions (A.6)-(A.12). By (A.11), $b \varphi=b^{q}$. If $\varphi$ is an automorphism, then $x=1$ and $y=0$, because otherwise, in view of (A.9) and $(\mathrm{A} .10), q \equiv 0\left(\bmod 2^{n-1}\right)$ and $o(b \varphi)<2^{n}=o(b)$. Under conditions $x=1, y=0$ and $z=p=0$, the solutions of system (A.6)-(A.12) are

$$
q \equiv k-2 l\left(\bmod 2^{n}\right), i=0, j, k, l \in \mathbb{Z}_{2^{n}}
$$

i.e., we get the following endomorphisms

$$
\varphi: \quad c \varphi=c b^{j}, \quad a \varphi=a^{k} b^{l}, \quad b \varphi=b^{k-2 l}
$$

where $j, k, l \in \mathbb{Z}_{2^{n}}$. This map $\varphi$ is invertible if and only if $k \equiv 1(\bmod 2)$. Therefore,

$$
\begin{gathered}
\operatorname{Aut}\left(\mathcal{G}_{15}\right)=\left\{\varphi \mid c \varphi=c b^{j}, a \varphi=a^{k} b^{l}, b \varphi=b^{k-2 l}\right. \\
\left.j, k, l \in \mathbb{Z}_{2^{n}} ; k \equiv 1(\bmod 2)\right\}
\end{gathered}
$$

and

$$
\left|\operatorname{Aut}\left(\mathcal{G}_{15}\right)\right|=|\{(j, k, l)\}|=2^{n} \cdot 2^{n-1} \cdot 2^{n}=2^{3 n-1}
$$

## A.2.3 Auxiliary groups $\mathcal{G}(-1)$ and $\mathcal{G}\left( \pm 1+2^{n-1}\right)$

Let us find the numbers of automorphisms of the groups $\mathcal{G}(-1)$ and $\mathcal{G}\left( \pm 1+2^{n-1}\right)$, where

$$
\mathcal{G}(s)=\left\langle a, b, c \mid(*), a^{-1} b a=b^{s}, c^{-1} b c=b^{-1}, c^{-1} a c=a b\right\rangle
$$

and $(*)$ denotes the relations $a^{2^{n}}=b^{2^{n}}=c^{2}=1$. Each automorphism $\varphi$ of $\mathcal{G}(s)$ is given by (A.3) for some values of parameters. Remark, that if $x=y=z=0$, then the map $\varphi$ is not an automorphism.

## Auxiliary group $\mathcal{G}(-1)$

For the group

$$
\begin{aligned}
& \mathcal{G}(-1)=\langle a, b, c| a^{2^{n}}=b^{2^{n}}=c^{2}=1, a^{-1} b a=b^{-1} \\
&\left.c^{-1} a c=a b, c^{-1} b c=b^{-1}\right\rangle
\end{aligned}
$$

we have

$$
\begin{gathered}
c^{t}=c^{-t}, \quad c^{-1} b^{r} c=b^{-r}, b^{r} a^{t}=a^{t} b^{(-1)^{t} r}, c^{-1} a^{r} c=a^{r} b^{\frac{\left(1-(-1)^{r}\right)}{2}} \\
\left(a^{f} b^{g}\right)^{2^{m}}=a^{2^{m} f} b^{2^{m-1}\left(1+(-1)^{f}\right) g}, \quad m \geqslant 1
\end{gathered}
$$

Consider the map $\varphi$ given by (A.3) and find the conditions under which $\varphi$ is an automorphism of $\mathcal{G}(-1)$.

If $y=1$, then

$$
\begin{aligned}
& (a \varphi)^{2}=\left(c a^{k} b^{l}\right)^{2}=\left(c^{-1} a^{k} c\right)\left(c^{-1} b^{l} c\right) a^{k} b^{l}=a^{k} b^{\frac{\left(1-(-1)^{k}\right)}{2}} b^{-l} a^{k} b^{l}= \\
& =a^{k}\left(b^{\frac{\left(1-(-1)^{k}\right)}{2}-l} a^{k}\right) b^{l}=a^{2 k} b^{\frac{\left(1-(-1)^{k}\right)}{2}(2 l-1)} \text {, } \\
& (a \varphi)^{2^{r}}=\left((a \varphi)^{2}\right)^{2^{r-1}}=\left(a^{2 k} b^{\frac{\left(1-(-1)^{k}\right)}{2}(2 l-1)}\right)^{2^{r-1}}= \\
& =a^{2^{r} k} b^{2^{r-2}\left(1+(-1)^{2 k}\right) \frac{\left(1-(-1)^{k}\right)}{2}(2 l-1)}=a^{2^{r} k} b^{2^{r-1}} \frac{\left(1-(-1)^{k}\right)}{2}(2 l-1)= \\
& =\left\{\begin{array}{l}
a^{2^{r} k} b^{2^{r-1}(2 l-1)}, \text { if } k \text { is odd, } \\
a^{2^{r} k}, \text { if } k \text { is even, }
\end{array}\right.
\end{aligned}
$$

i.e., $o(a \varphi)>2^{n}=o(a)$, if $k$ is odd, and $o(a \varphi)<o(a)$, if $k$ is even. Both cases are impossible, because $\varphi$ is an automorphism. Therefore, $y=0$. Similarly, $z=0$.

So we have to find the conditions under which the map

$$
c \varphi=c a^{i} b^{j}, \quad a \varphi=a^{k} b^{l}, \quad b \varphi=a^{p} b^{q}
$$

is an automorphism of $\mathcal{G}(-1)$, i.e., it preserves the defining relations of this group and is invertible.

Since $c^{2}=1$, we have

$$
\begin{aligned}
1 & =(c \varphi)^{2}=\left(c a^{i} b^{j}\right)^{2}=\left(c^{-1} a^{i} c\right)\left(c^{-1} b^{j} c\right) a^{i} b^{j}= \\
& =a^{i} b^{\frac{\left(1-(-1)^{i}\right)}{2}} b^{-j} a^{i} b^{j}=a^{i}\left(b^{\frac{\left(1-(-1)^{i}\right)}{2}-j} a^{i}\right) b^{j}= \\
& =a^{2 i} b^{(-1)^{i}\left(\frac{\left(1-(-1)^{i}\right)}{2}-j\right)+j}=a^{2 i} b^{\frac{\left(1-(-1)^{i}\right)}{2}(2 j-1)}
\end{aligned}
$$

and

$$
2 i \equiv 0, \frac{\left(1-(-1)^{i}\right)}{2}(2 j-1) \equiv 0\left(\bmod 2^{n}\right)
$$

i.e.,

$$
\begin{equation*}
i \equiv 0\left(\bmod 2^{n-1}\right), j \in \mathbb{Z}_{2^{n}} \tag{A.13}
\end{equation*}
$$

The map $\varphi$ preserves the relations $a^{2^{n}}=b^{2^{n}}=1$ :

$$
\begin{aligned}
(a \varphi)^{2^{n}} & =\left(a^{k} b^{l}\right)^{2^{n}}=a^{2^{n} k} b^{2^{n-1}\left(1+(-1)^{k}\right) l}=1 \\
(b \varphi)^{2^{n}} & =\left(a^{p} b^{q}\right)^{2^{n}}=a^{2^{n} p} b^{2^{n-1}\left(1+(-1)^{p}\right) q}=1
\end{aligned}
$$

Since $a^{-1} b a=b^{-1}$, we have

$$
\begin{aligned}
(b \varphi)^{-1} & =\left(a^{p} b^{q}\right)^{-1}=b^{-q} a^{-p}=a^{-p} b^{-(-1)^{p} q}= \\
& =(a \varphi)^{-1}(b \varphi)(a \varphi)=\left(a^{k} b^{l}\right)^{-1}\left(a^{p} b^{q}\right)\left(a^{k} b^{l}\right)= \\
& =b^{-l} a^{-k} a^{p}\left(b^{q} a^{k}\right) b^{l}=b^{-l} a^{p-k}\left(a^{k} b^{(-1)^{k} q}\right) b^{l}= \\
& =\left(b^{-l} a^{p}\right) b^{(-1)^{k} q+l}=a^{p} b^{-(-1)^{p} l+(-1)^{k} q+l},
\end{aligned}
$$

which implies

$$
\begin{gathered}
p \equiv-p, \quad-(-1)^{p} l+(-1)^{k} q+l \equiv-(-1)^{p} q\left(\bmod 2^{n}\right), \\
p \equiv 0\left(\bmod 2^{n-1}\right), \quad(-1)^{k} q \equiv-q\left(\bmod 2^{n}\right)
\end{gathered}
$$

i.e.,

$$
\begin{equation*}
p \equiv 0 \quad\left(\bmod 2^{n-1}\right) \tag{A.14}
\end{equation*}
$$

and

$$
\begin{align*}
& \text { if } k \equiv 0(\bmod 2), \text { then } q \equiv 0\left(\bmod 2^{n-1}\right), l \in \mathbb{Z}_{2^{n}} \\
& \text { if } k \equiv 1(\bmod 2), \text { then } q, l \in \mathbb{Z}_{2^{n}}, \tag{A.15}
\end{align*}
$$

By (A.13) and (A.14), the map preserves the relation $c^{-1} b c=b^{-1}$ :

$$
\begin{aligned}
(b \varphi)^{-1} & =\left(a^{p} b^{q}\right)^{-1}=b^{-q} a^{-p}=a^{-p} b^{-(-1)^{p} q}=a^{-p} b^{-q}=a^{p} b^{-q} \\
(c \varphi)^{-1}(b \varphi)(c \varphi) & =\left(c a^{i} b^{j}\right)^{-1}\left(a^{p} b^{q}\right)\left(c a^{i} b^{j}\right)= \\
& =b^{-j} a^{-i}\left(c^{-1} a^{p} c\right)\left(c^{-1} b^{q} c\right) a^{i} b^{j}= \\
& =b^{-j} a^{-i}\left(a^{p} b^{\frac{\left(1-(-1)^{p}\right)}{2}}\right)\left(b^{-q}\right) a^{i} b^{j}= \\
& =b^{-j} a^{p-i}\left(b^{-q} a^{i}\right) b^{j}=b^{-j} a^{p-i}\left(a^{i} b^{-(-1)^{i} q}\right) b^{j}= \\
& =\left(b^{-j} a^{p}\right) b^{j-q}=\left(a^{p} b^{-(-1)^{p} j}\right) b^{j-q}=a^{p} b^{-q}=(b \varphi)^{-1}
\end{aligned}
$$

By (A.13), (A.14) and $c^{-1} a c=a b$, we have

$$
\begin{aligned}
(c \varphi)^{-1}(a \varphi)(c \varphi) & =\left(c a^{i} b^{j}\right)^{-1}\left(a^{k} b^{l}\right)\left(c a^{i} b^{j}\right)= \\
& =b^{-j} a^{-i}\left(c^{-1} a^{k} c\right)\left(c^{-1} b^{l} c\right) a^{i} b^{j}= \\
& =b^{-j} a^{-i}\left(a^{k} b^{\frac{\left(1-(-1)^{k}\right)}{2}}\right)\left(b^{-l}\right) a^{i} b^{j}= \\
& =b^{-j} a^{k-i}\left(b^{\frac{\left(1-(-1)^{k}\right)}{2}-l} a^{i}\right) b^{j}=b^{-j} a^{k-i} a^{i} b^{\frac{\left(1-(-1)^{k}\right)}{2}-l} b^{j}= \\
& =\left(b^{-j} a^{k}\right) b^{\frac{\left(1-(-1)^{k}\right)}{2}-l+j}=\left(a^{k} b^{\left.-(-1)^{k} j\right)} b^{\frac{\left(1-(-1)^{k}\right)}{2}-l+j}=\right. \\
& =a^{k} b^{-(-1)^{k} j+\frac{\left(1-(-1)^{k}\right)}{2}-l+j}=a^{k} b^{\frac{\left(1-(-1)^{k}\right)}{2}}(2 j+1)-l= \\
& =(a \varphi)(b \varphi)=a^{k}\left(b^{l} a^{p}\right) b^{q}=a^{k}\left(a^{p} b^{l}\right) b^{q}=a^{k+p} b^{l+q}
\end{aligned}
$$

and

$$
p=0, \quad \frac{\left(1-(-1)^{k}\right)}{2}(2 j+1)-l \equiv l+q\left(\bmod 2^{n}\right)
$$

which implies

$$
p=0, \quad \text { and } \quad \begin{align*}
& \text { if } k \equiv 0(\bmod 2), \text { then } q \equiv-2 l\left(\bmod 2^{n}\right),  \tag{A.16}\\
& \text { if } k \equiv 1(\bmod 2), \text { then } q \equiv 1+2 j-2 l\left(\bmod 2^{n}\right)
\end{align*}
$$

We have obtained that the map $\varphi$ is an endomorphism of $\mathcal{G}(-1)$ if and only if it satisfies conditions (A.13)-(A.16). By (A.16), if $k \equiv 0(\bmod 2)$, then $q \equiv 0(\bmod 2), o(b \varphi)=o\left(b^{q}\right)<2^{n}=o(b)$ and $\varphi$ does not be an automorphism. Therefore, $k \equiv 1(\bmod 2)$. In this case $q \equiv 1(\bmod 2)$, $\left\langle b^{q}\right\rangle=\langle b\rangle, \mathcal{G}(-1)=\langle a, b, c\rangle=\left\langle a^{k} b^{l}, b^{q}, c a^{i} b^{j}\right\rangle=\langle a \varphi, b \varphi, c \varphi\rangle$ and $\varphi$ is an automorphism. Consequently, $\operatorname{Aut}(\mathcal{G}(-1))$ consists of maps

$$
c \varphi=c a^{i} b^{j}, \quad a \varphi=a^{k} b^{l}, \quad b \varphi=b^{q}
$$

where
$q \equiv 1+2 j-2 l\left(\bmod 2^{n}\right), i=0\left(\bmod 2^{n-1}\right), k \equiv 1(\bmod 2), j, l \in \mathbb{Z}_{2^{n}}$. Hence

$$
|\operatorname{Aut}(\mathcal{G}(-1))|=|\{(i, j, k, l)\}|=2 \cdot 2^{n} \cdot 2^{n-1} \cdot 2^{n}=2^{3 n}
$$

## Auxiliary group $\mathcal{G}\left(-1+2^{n-1}\right)$

For the group

$$
\begin{array}{r}
\mathcal{G}\left(-1+2^{n-1}\right)=\langle a, b, c| a^{2^{n}}=b^{2^{n}}=c^{2}=1, a^{-1} b a=b^{-1+2^{n-1}} \\
\left.c^{-1} a c=a b, c^{-1} b c=b^{-1}\right\rangle
\end{array}
$$

we have

$$
\begin{gathered}
c^{t}=c^{-t}, \quad c^{-1} b^{r} c=b^{-r}, \quad b^{r} a^{t}=a^{t} b\left((-1)^{t}+2^{n-1} t\right) r \\
c^{-1} a^{r} c=a^{r} b^{\frac{\left(1-(-1)^{r}\right)}{2}\left(1-2^{n-2}\right)+2^{n-2} r} \\
\left(a^{f} b^{g}\right)^{2^{m}}=a^{2^{m} f} b^{2^{m-1}\left(1+(-1)^{f}+2^{n-1} f\right) g}, \quad m \geqslant 1
\end{gathered}
$$

Consider the map $\varphi$ given by (A.3) and find the conditions under which $\varphi$ is an automorphism of $\mathcal{G}\left(-1+2^{n-1}\right)$.

If $y=1$, then

$$
\begin{aligned}
(a \varphi)^{2} & =\left(c a^{k} b^{l}\right)^{2}=\left(c^{-1} a^{k} c\right)\left(c^{-1} b^{l} c\right) a^{k} b^{l}= \\
& =a^{k}\left(b^{\frac{\left(1-(-1)^{k}\right)}{2}\left(1-2^{n-2}\right)+2^{n-2} k-l} a^{k}\right) b^{l}= \\
& =a^{2 k} b^{\left((-1)^{k}+2^{n-1} k\right)\left(\frac{\left(1-(-1)^{k}\right)}{2}\left(1-2^{n-2}\right)+2^{n-2} k-l\right)+l}=a^{2 k} b^{m}
\end{aligned}
$$

where

$$
m=\left((-1)^{k}+2^{n-1} k\right)\left(\frac{\left(1-(-1)^{k}\right)}{2}\left(1-2^{n-2}\right)+2^{n-2} k-l\right)+l
$$

and

$$
(a \varphi)^{2^{r}}=\left(a^{2 k} b^{m}\right)^{2^{r-1}}=a^{2^{r} k} b^{2^{r-2}\left(1+(-1)^{2 k}+2^{n-1} \cdot 2 k\right) m}=a^{2^{r} k} b^{2^{r-1} m}
$$

i.e., $o(a \varphi)>2^{n}=o(a)$, if $k$ is odd (because then $m \equiv 1(\bmod 2)$ ), and $o(a \varphi)<o(a)$, if $k$ is even. Both cases are impossible, because $\varphi$ is an automorphism. Therefore, $y=0$. Similarly, $z=0$.

Hence we have to find the conditions under which the map

$$
c \varphi=c a^{i} b^{j}, \quad a \varphi=a^{k} b^{l}, \quad b \varphi=a^{p} b^{q}
$$

is an automorphism of $\mathcal{G}\left(-1+2^{n-1}\right)$, i.e., it preserves the defining relations of this group and is invertible.

Since $c^{2}=1$, we have

$$
\begin{aligned}
1 & =(c \varphi)^{2}=\left(c a^{i} b^{j}\right)^{2}=\left(c^{-1} a^{i} c\right)\left(c^{-1} b^{j} c\right) a^{i} b^{j}= \\
& =a^{i} b^{\frac{\left(1-(-1)^{i}\right)}{2}\left(1-2^{n-2}\right)+2^{n-2} i} b^{-j} a^{i} b^{j}= \\
& =a^{i}\left(b^{\frac{\left(1-(-1)^{i}\right)}{2}\left(1-2^{n-2}\right)+2^{n-2} i-j} a^{i}\right) b^{j}= \\
& =a^{i}\left(a^{i} b^{\left.\left((-1)^{i}+2^{n-1} i\right)\left(\frac{\left(1-(-1)^{i}\right)}{2}\left(1-2^{n-2}\right)+2^{n-2} i-j\right)\right) b^{j}=}\right. \\
& =a^{2 i} b
\end{aligned}
$$

and

$$
2 i \equiv 0, \quad\left((-1)^{i}+2^{n-1} i\right)\left(\frac{\left(1-(-1)^{i}\right)}{2}\left(1-2^{n-2}\right)+2^{n-2} i-j\right)+j \equiv 0
$$

modulo $2^{n}$, i.e.,

$$
\begin{equation*}
i \equiv 0\left(\bmod 2^{n-1}\right), j \in \mathbb{Z}_{2^{n}} \tag{A.17}
\end{equation*}
$$

The map $\varphi$ preserves the relations $a^{2^{n}}=b^{2^{n}}=1$ :

$$
\begin{aligned}
& (a \varphi)^{2^{n}}=\left(a^{k} b^{l}\right)^{2^{n}}=a^{2^{n}} k b^{2^{n-1}\left(1+(-1)^{k}+2^{n-1} k\right) l}=1 \\
& (b \varphi)^{2^{n}}=\left(a^{p} b^{q}\right)^{2^{n}}=a^{2^{n} p} b^{2^{n-1}\left(1+(-1)^{p}+2^{n-1} p\right) q}=1
\end{aligned}
$$

Since $a^{-1} b a=b^{-1+2^{n-1}}$, we have

$$
\begin{aligned}
(b \varphi)^{-1+2^{n-1}} & =\left(a^{p} b^{q}\right)^{-1+2^{n-1}}=\left(a^{p} b^{q}\right)^{-1}\left(a^{p} b^{q}\right)^{n-1}= \\
& =\left(b^{-q} a^{-p}\right)\left(a^{2^{n-1}} p b^{2^{n-2}\left(1+(-1)^{p}+2^{n-1} p\right) q}\right)= \\
& =\left(b^{-q} a^{\left(-1+2^{n-1}\right) p}\right) b^{2^{n-2}\left(1+(-1)^{p}+2^{n-1} p\right) q}= \\
& =\left(a^{\left(-1+2^{n-1}\right) p} b^{-\left((-1)^{p}+2^{n-1} p\right) q}\right) b^{2^{n-2}\left(1+(-1)^{p}+2^{n-1} p\right) q}= \\
& =a^{\left(-1+2^{n-1}\right) p} b^{-\left((-1)^{p}+2^{n-1} p\right) q+2^{n-2}\left(1+(-1)^{p}\right) q}= \\
& =(a \varphi)^{-1}(b \varphi)(a \varphi)=\left(a^{k} b^{l}\right)^{-1}\left(a^{p} b^{q}\right)\left(a^{k} b^{l}\right)= \\
& =b^{-l} a^{-k} a^{p}\left(b^{q} a^{k}\right) b^{l}=b^{-l} a^{p-k}\left(a^{k} b\left((-1)^{k}+2^{n-1} k\right) q\right) b^{l}= \\
& =\left(b^{-l} a^{p}\right) b^{\left((-1)^{k}+2^{n-1} k\right) q+l}= \\
& =\left(a^{p} b^{-\left((-1)^{p}+2^{n-1} p\right) l}\right) b^{\left((-1)^{k}+2^{n-1} k\right) q+l}= \\
& =a^{p} b^{-\left((-1)^{p}+2^{n-1} p\right) l+\left((-1)^{k}+2^{n-1} k\right) q+l}
\end{aligned}
$$

which implies

$$
\left\{\begin{array}{l}
p \equiv\left(-1+2^{n-1}\right) p \\
-\left((-1)^{p}+2^{n-1} p\right) l+\left((-1)^{k}+2^{n-1} k\right) q+l \equiv \\
\quad \equiv-\left((-1)^{p}+2^{n-1} p\right) q+2^{n-2}\left(1+(-1)^{p}\right) q
\end{array} \quad\left(\bmod 2^{n}\right) .\right.
$$

Simplifying, we get

$$
\begin{equation*}
p \equiv 0 \quad\left(\bmod 2^{n-1}\right) \tag{A.18}
\end{equation*}
$$

and $\left((-1)^{k}+2^{n-1} k\right) q \equiv 2^{n-1} q-q\left(\bmod 2^{n}\right)$, i.e.,

$$
\text { if } k \equiv 0(\bmod 2), \text { then } q \equiv 0\left(\bmod 2^{n-1}\right), l \in \mathbb{Z}_{2^{n}}
$$

$$
\begin{equation*}
\text { if } k \equiv 1(\bmod 2), \text { then } q, l \in \mathbb{Z}_{2^{n}} \tag{A.19}
\end{equation*}
$$

By (A.17) and (A.18), the map preserves the relation $c^{-1} b c=b^{-1}$ :

$$
\begin{aligned}
(b \varphi)^{-1} & =\left(a^{p} b^{q}\right)^{-1}=b^{-q} a^{-p}=a^{-p} b^{-\left((-1)^{p}+2^{n-1} p\right) q}=a^{-p} b^{-q} \\
(c \varphi)^{-1}(b \varphi)(c \varphi) & =\left(c a^{i} b^{j}\right)^{-1}\left(a^{p} b^{q}\right)\left(c a^{i} b^{j}\right)= \\
& =b^{-j} a^{-i}\left(c^{-1} a^{p} c\right)\left(c^{-1} b^{q} c\right) a^{i} b^{j}= \\
& =b^{-j} a^{-i}\left(a^{p} b^{\frac{\left(1-(-1)^{p}\right)}{2}}\left(1-2^{n-2}\right)+2^{n-2} p\right)\left(b^{-q}\right) a^{i} b^{j}= \\
& =b^{-j} a^{p-i} b^{2^{n-2} p-q} a^{i} b^{j}=a^{p} b^{2^{n-2} p-q}=a^{-p} b^{-q}
\end{aligned}
$$

By (A.17), (A.18) and $c^{-1} a c=a b$, we have

$$
\begin{aligned}
(c \varphi)^{-1}(a \varphi)(c \varphi) & =\left(c a^{i} b^{j}\right)^{-1}\left(a^{k} b^{l}\right)\left(c a^{i} b^{j}\right)= \\
& =b^{-j} a^{-i}\left(c^{-1} a^{k} c\right)\left(c^{-1} b^{l} c\right) a^{i} b^{j}= \\
& =b^{-j} a^{-i}\left(a^{k} b^{\frac{\left(1-(-1)^{k}\right)}{2}\left(1-2^{n-2}\right)+2^{n-2} k}\right) b^{-l} a^{i} b^{j}= \\
& =b^{-j} a^{k-i}\left(b^{\frac{\left(1-(-1)^{k}\right)}{2}\left(1-2^{n-2}\right)+2^{n-2} k-l} a^{i}\right) b^{j}= \\
& =b^{-j} a^{k-i}\left(a^{i} b^{\frac{\left(1-(-1)^{k}\right)}{2}}\left(1-2^{n-2}\right)+2^{n-2} k-l\right) b^{j}= \\
& =\left(b^{-j} a^{k}\right) b^{\frac{\left(1-(-1)^{k}\right)}{2}\left(1-2^{n-2}\right)+2^{n-2} k-l+j}= \\
& =\left(a^{k} b^{-\left((-1)^{k}+2^{n-1} k\right) j}\right) b^{\frac{\left(1-(-1)^{k}\right)}{2}}\left(1-2^{n-2}\right)+2^{n-2} k-l+j= \\
& =a^{k} b^{-\left((-1)^{k}+2^{n-1} k\right) j+\frac{\left(1-(-1)^{k}\right)}{2}\left(1-2^{n-2}\right)+2^{n-2} k-l+j}= \\
& =(a \varphi)(b \varphi)=a^{k}\left(b^{l} a^{p}\right) b^{q}= \\
& =a^{k}\left(a^{p} b\left((-1)^{p}+2^{n-1} p\right) l\right) b^{q}=a^{k+p} b^{l+q},
\end{aligned}
$$

i.e.,

$$
\begin{equation*}
p=0 \tag{A.20}
\end{equation*}
$$

and

$$
-\left((-1)^{k}+2^{n-1} k\right) j+\frac{\left(1-(-1)^{k}\right)}{2}\left(1-2^{n-2}\right)+2^{n-2} k-l+j \equiv l+q
$$

modulo $2^{n}$ which implies

$$
\begin{align*}
& \text { if } k \equiv 0(\bmod 2), \text { then } q \equiv 2^{n-2} k-2 l\left(\bmod 2^{n}\right)  \tag{A.21}\\
& \text { if } k \equiv 1(\bmod 2), \text { then } q \equiv w\left(\bmod 2^{n}\right)
\end{align*}
$$

where $w=1+2\left(1+2^{n-2}\right) j+2^{n-2}(k-1)-2 l$.
We have obtained that the map $\varphi$ is an endomorphism of $\mathcal{G}\left(-1+2^{n-1}\right)$ if and only if it satisfies conditions (A.17)-(A.21). By (A.21), if $k \equiv 0$ $(\bmod 2)$, then $q \equiv 0(\bmod 2), o(b \varphi)=o\left(b^{q}\right)<2^{n}=o(b)$ and $\varphi$ cannot be an automorphism. Therefore, $k \equiv 1(\bmod 2)$. In this case $q \equiv 1(\bmod 2)$, $\left\langle b^{q}\right\rangle=\langle b\rangle, \mathcal{G}(-1)=\langle a, b, c\rangle=\left\langle a^{k} b^{l}, b^{q}, c a^{i} b^{j}\right\rangle=\langle a \varphi, b \varphi, c \varphi\rangle$ and $\varphi$ is an automorphism. Consequently, $\operatorname{Aut}\left(\mathcal{G}\left(-1+2^{n-1}\right)\right)$ consists of maps

$$
c \varphi=c a^{i} b^{j}, \quad a \varphi=a^{k} b^{l}, \quad b \varphi=b^{q}
$$

where

$$
\begin{aligned}
q & \equiv 1+2\left(1+2^{n-2}\right) j+2^{n-2}(k-1)-2 l\left(\bmod 2^{n}\right) \\
i & \equiv 0\left(\bmod 2^{n-1}\right), k \equiv 1(\bmod 2), j, l \in \mathbb{Z}_{2^{n}}
\end{aligned}
$$

Hence

$$
\begin{gathered}
\mid \text { Aut }\left(\mathcal{G}\left(-1+2^{n-1}\right)\right)\left|=|\{(i, j, k, l)\}|=2 \cdot 2^{n} \cdot 2^{n-1} \cdot 2^{n}=2^{3 n}\right. \\
\text { Auxiliary group } \mathcal{G}\left(1+2^{n-1}\right)
\end{gathered}
$$

For the group

$$
\begin{aligned}
& \mathcal{G}\left(1+2^{n-1}\right)=\langle a, b, c| a^{2^{n}}=b^{2^{n}}=c^{2}=1, a^{-1} b a=b^{1+2^{n-1}} \\
&\left.c^{-1} a c=a b, c^{-1} b c=b^{-1}\right\rangle
\end{aligned}
$$

we have

$$
\begin{aligned}
c^{t} & =c^{-t}, \quad c^{-1} b^{r} c=b^{-r}, \quad b^{r} a^{t}=a^{t} b^{r+2^{n-1} r t} \\
c^{-1} a^{r} c & =a^{r} b^{r+2^{n-2}\left(r-\frac{\left(1-(-1)^{r}\right)}{2}\right)}, \quad\left(a^{f} b^{g}\right)^{2^{m}}=a^{2^{m} f} b^{2^{m} g}, \quad m \geqslant 2
\end{aligned}
$$

Consider the map $\varphi$ given by (A.3) and find the conditions under which $\varphi$ is an automorphism of $\mathcal{G}\left(1+2^{n-1}\right)$.

If $z=1$ then $\varphi$ does not preserve the relation $c^{-1} a c=a b$. Hence $z=0$. If $x=0$, then it follows from the relation $(c \varphi)^{2}=1$ that $i \equiv$ $j \equiv 0\left(\bmod 2^{n-1}\right)$ and the condition $(c \varphi)^{-1}(b \varphi)(c \varphi)=(b \varphi)^{-1}$ implies $p \equiv q \equiv 0\left(\bmod 2^{n-1}\right)$, i.e., $o(b \varphi)=o\left(a^{p} b^{q}\right)<2^{n}$. This is impossible, because $\varphi$ is an automorphism. Therefore, $x=1$. Assume that $y=1$. By $(c \varphi)^{2}=1$ and (A.22), $i=0$ and the relation $(a \varphi)^{2^{n}}=1$ implies $k \equiv 0(\bmod 2)$. The condition $(c \varphi)^{-1}(b \varphi)(c \varphi)=(b \varphi)^{-1}$ implies $p=0$, i.e., $b \varphi=b^{q}$. It follows from $(c \varphi)^{-1}(a \varphi)(c \varphi)=(a \varphi)(b \varphi)$ that $q$ is even and, therefore, $o(b \varphi)<2^{n}=o(b)$. This is impossible, because $\varphi$ is an automorphism. Consequently, $x=1, y=z=0$.

Consider now the map (A.3) in the case $x=1, y=z=0$, and find the conditions under which $\varphi$ is an automorphism of $\mathcal{G}\left(1+2^{n-1}\right)$, i.e., $\varphi$ preserves the generating relations of this group and is invertible.

Since $c^{2}=1$, we have

$$
\begin{aligned}
(c \varphi)^{2} & =\left(c a^{i} b^{j}\right)^{2}=\left(c^{-1} a^{i} c\right)\left(c^{-1} b^{j} c\right) a^{i} b^{j}= \\
& =a^{2 i} b^{i+2^{n-2}\left(i-\frac{\left(1-(-1)^{i}\right)}{2}\right)+2^{n-1} i(i-j)}=1
\end{aligned}
$$

and

$$
2 i \equiv 0, i+2^{n-2}\left(i-\frac{\left(1-(-1)^{i}\right)}{2}\right)+2^{n-1} i(i-j) \equiv 0\left(\bmod 2^{n}\right)
$$

Hence

$$
\begin{equation*}
i=0, j \in \mathbb{Z}_{2^{n}} \tag{A.22}
\end{equation*}
$$

The map $\varphi$ preserves the relations $a^{2^{n}}=b^{2^{n}}=1$ :

$$
\begin{aligned}
& (a \varphi)^{2^{n}}=\left(a^{k} b^{l}\right)^{2^{n}}=a^{2^{n} k} b^{2^{n} l}=1 \\
& (b \varphi)^{2^{n}}=\left(a^{p} b^{q}\right)^{2^{n}}=a^{2^{n} p} b^{2^{n} q}=1
\end{aligned}
$$

Since $a^{-1} b a=b^{1+2^{n-1}}$, we have

$$
\begin{aligned}
(a \varphi)^{-1}(b \varphi)(a \varphi) & =\left(a^{k} b^{l}\right)^{-1}\left(a^{p} b^{q}\right)\left(a^{k} b^{l}\right)=b^{-l} a^{-k} a^{p}\left(b^{q} a^{k}\right) b^{l}= \\
& =b^{-l} a^{p-k}\left(a^{k} b^{q+2^{n-1} k q}\right) b^{l}=\left(b^{-l} a^{p}\right) b^{q+2^{n-1} k q+l}= \\
& =\left(a^{p} b^{-l+2^{n-1} p l}\right) b^{q+2^{n-1} k q+l}=a^{p} b^{q+2^{n-1}(p l+k q)}= \\
& =(b \varphi)^{1+2^{n-1}}=\left(a^{p} b^{q}\right)^{1+2^{n-1}}=\left(a^{p} b^{q}\right)^{1}\left(a^{p} b^{q}\right)^{2^{n-1}}= \\
& =a^{p} b^{q} a^{2^{n-1} p} b^{2^{n-1} q}=a^{\left(1+2^{n-1}\right) p} b^{\left(1+2^{n-1}\right) q}
\end{aligned}
$$

which implies

$$
\left\{\begin{array}{l}
p \equiv\left(1+2^{n-1}\right) p \\
q+2^{n-1}(p l+k q) \equiv\left(1+2^{n-1}\right) q \quad\left(\bmod 2^{n}\right)
\end{array}\right.
$$

i.e.,

$$
p \equiv 0 \quad(\bmod 2), q(k-1) \equiv 0(\bmod 2)
$$

If $q \equiv 0(\bmod 2)$, then $o(b \varphi)=o\left(a^{p} b^{q}\right)<2^{n}=o(b)$ and $\varphi$ cannot be an automorphism. Hence we get conditions

$$
\begin{equation*}
p \equiv 0(\bmod 2), k \equiv q \equiv 1(\bmod 2), l \in \mathbb{Z}_{2^{n}} \tag{A.23}
\end{equation*}
$$

By (A.22) and (A.23), the relation $c^{-1} b c=b^{-1}$ implies

$$
\begin{aligned}
(c \varphi)^{-1}(b \varphi)(c \varphi) & =\left(c b^{j}\right)^{-1}\left(a^{p} b^{q}\right)\left(c b^{j}\right)= \\
& =b^{-j}\left(c^{-1} a^{p} c\right)\left(c^{-1} b^{q} c\right) b^{j}= \\
& =b^{-j}\left(a^{p} b^{p+2^{n-2}\left(p-\frac{\left(1-(-1)^{p}\right)}{2}\right)}\right)\left(b^{-q}\right) b^{j}= \\
& =\left(b^{-j} a^{p}\right) b^{p+2^{n-2} p-q+j}=a^{p} b^{p+2^{n-2} p-q}= \\
& =(b \varphi)^{-1}=\left(a^{p} b^{q}\right)^{-1}=b^{-q} a^{-p}=a^{-p} b^{-q}
\end{aligned}
$$

It follows from here that

$$
2 p \equiv 0, p+2^{n-2} p-q \equiv-q\left(\bmod 2^{n}\right)
$$

i.e.,

$$
\begin{equation*}
p=0 ; \quad q, j \in \mathbb{Z}_{2^{n}} . \tag{A.24}
\end{equation*}
$$

By (A.22), (A.23) and (A.24), the relation $c^{-1} a c=a b$ implies

$$
\begin{aligned}
(c \varphi)^{-1}(a \varphi)(c \varphi) & =\left(c b^{j}\right)^{-1}\left(a^{k} b^{l}\right)\left(c b^{j}\right)= \\
& =b^{-j}\left(c^{-1} a^{k} c\right)\left(c^{-1} b^{l} c\right) b^{j}= \\
& =b^{-j}\left(a^{k} b^{k+2^{n-2}\left(k-\frac{\left(1-(-1)^{k}\right)}{2}\right)}\right) b^{-l} b^{j}= \\
& =\left(b^{-j} a^{k}\right) b^{k+2^{n-2}(k-1)-l+j}= \\
& =a^{k} b^{-j+2^{n-1} j b^{k+2^{n-2}(k-1)-l+j}=} \\
& =a^{k} b^{k+2^{n-2}(k-1)+2^{n-1} j-l}= \\
& =(a \varphi)(b \varphi)=a^{k} b^{l} b^{q}=a^{k} b^{l+q}
\end{aligned}
$$

Therefore,

$$
k+2^{n-2}(k-1)+2^{n-1} j-l \equiv l+q\left(\bmod 2^{n}\right)
$$

and hence

$$
\begin{equation*}
q \equiv k+2^{n-2}(k-1)+2^{n-1} j-2 l\left(\bmod 2^{n}\right) \tag{A.25}
\end{equation*}
$$

If conditions (A.22)-(A.25) hold, then $\langle a, b, c\rangle=\langle a \varphi, b \varphi, c \varphi\rangle$ and $\varphi$ is an automorphism.

We have obtained that $\operatorname{Aut}\left(\mathcal{G}\left(1+2^{n-1}\right)\right)$ consists of maps

$$
c \varphi=c b^{j}, \quad a \varphi=a^{k} b^{l}, \quad b \varphi=b^{q}
$$

where

$$
q \equiv k+2^{n-2}(k-1)+2^{n-1} j-2 l\left(\bmod 2^{n}\right), k \equiv 1(\bmod 2), j, l \in \mathbb{Z}_{2^{n}}
$$

Hence

$$
\left|\operatorname{Aut}\left(\mathcal{G}\left(1+2^{n-1}\right)\right)\right|=|\{(j, k, l)\}|=2^{n} \cdot 2^{n-1} \cdot 2^{n}=2^{3 n-1}
$$

## A. 3 The proof of Lemma 3.2

The congruence $\left(p^{2}+r q\right)^{2} \equiv 1\left(\bmod 2^{n}\right)$ implies

$$
\begin{gathered}
p^{2}+2^{f+g} u v \in\left\{ \pm 1, \pm 1+2^{n-1}\right\} \\
p^{2}=a \in\left\{ \pm 1-2^{f+g} u v, \pm 1+2^{n-1}-2^{f+g} u v\right\}
\end{gathered}
$$

Since $a \equiv 1(\bmod 8)$, we have $\mathbf{I}) a=1-2^{f+g} u v$ or II) $a=1+2^{n-1}-2^{f+g} u v$.
I) If $a=1-2^{f+g} u v$ we have by Lemma 2.3,

$$
\begin{aligned}
p & =\varepsilon+2^{f+g-1} x, r=2^{f} u \\
q & =2^{g}\left(-\left(\varepsilon+2^{f+g-2} x\right) x u^{2^{n-f-g-1}-1}+2^{n-f-g} k\right)
\end{aligned}
$$

where $n>f+g \geqslant 3, \varepsilon= \pm 1, x \in \mathbb{Z}_{2^{n-f-g+1}}^{*}, k \in \mathbb{Z}_{2^{f}}$. We have obtained the solution a), where $l=0$.
II) If $a=1+2^{n-1}-2^{f+g} u v=1+2^{f+g}\left(2^{n-f-g-1}-u v\right)$, we have two possibilities: 1) $f+g=n-1$ or 2$) 3 \leqslant f+g<n-1$.

1) If $f+g=n-1$, then (since $1-u v$ is even) $a=1+2^{n-1}(1-u v) \equiv$ $1\left(\bmod 2^{n}\right)$ and the congruence of the lemma has the form $p^{2} \equiv 1\left(\bmod 2^{n}\right)$,
i.e., by Lemma 3.2, $p \in\left\{1, \pm 1+2^{n-1},-1+2^{n}\right\}$ and we have obtained solutions b).
2) If $3 \leqslant f+g<n-1$, then $a=1+2^{f+g}\left(2^{n-f-g-1}-u v\right)$, where $2^{n-f-g-1}-u v$ is odd. Denote $f+g=m$. Then the congruence takes the form

$$
(p-1)(p+1) \equiv 2^{m}\left(2^{n-m-1}-u v\right)\left(\bmod 2^{n}\right)
$$

Denote

$$
p-1=2^{w} y \text { and } p+1=2^{m-w} z
$$

where

$$
w \in \mathbb{Z}_{m} \backslash\{0\}, y \in \mathbb{Z}_{2^{n-w}}^{*}, z \in \mathbb{Z}_{2^{n+w-m}}^{*}
$$

Then

$$
2^{w} y \cdot 2^{m-w} z \equiv 2^{m}\left(2^{n-m-1}-u v\right)\left(\bmod 2^{n}\right)
$$

and

$$
\begin{equation*}
y z \equiv 2^{n-m-1}-u v\left(\bmod 2^{n-m}\right) \tag{A.26}
\end{equation*}
$$

On the other side,

$$
p=1+2^{w} y=-1+2^{m-w} z
$$

i.e., $2\left(1+2^{w-1} y\right)=2^{m-w} z$ and

$$
1+2^{w-1} y=2^{m-w-1} z
$$

The last equation has a solution only in the cases i) $w=1$ and ii) $w=$ $m-1$.
i) In the case $w=1$, we have

$$
y=-1+2^{m-2} z, \quad p=-1+2^{m-1} z, \quad z \in \mathbb{Z}_{2^{n-m+1}}^{*}
$$

ii) Analogously, in the case $w=m-1$, we have

$$
z=1+2^{m-2} y, \quad p=1+2^{m-1} y, \quad y \in \mathbb{Z}_{2^{n-m+1}}^{*}
$$

Note that for both considered cases i) and ii), we can write

$$
y z=\left(\varepsilon+2^{m-2} x\right) x, p=\varepsilon+2^{m-1} x, \quad x \in \mathbb{Z}_{2^{n-m+1}}^{*}
$$

where $\varepsilon= \pm 1$. Then, by (A.26), we have

$$
u v \equiv 2^{n-m-1}-\left(\varepsilon+2^{m-2} x\right) x\left(\bmod 2^{n-m}\right)
$$

and

$$
\begin{aligned}
v & \equiv\left[2^{n-m-1}-\left(\varepsilon+2^{m-2} x\right) x\right] u^{-1}= \\
& =\left[2^{n-m-1}-\left(\varepsilon+2^{m-2} x\right) x\right] u^{2^{n-m-1}-1}\left(\bmod 2^{n-m}\right)
\end{aligned}
$$

Since $0<v<2^{n-g}$, we have $2^{n-g} / 2^{n-m}=2^{f}$ different values modulo $2^{n}$ for $v$ in the form $v_{k}=v+2^{n-m} k$, where $k \in \mathbb{Z}_{2^{f}}$. Therefore, the solution of the congruence

$$
p^{2} \equiv 1+2^{f+g}\left(2^{n-f-g-1}-u v\right) \quad\left(\bmod 2^{n}\right)
$$

where $3 \leqslant f+g<n-1$, is

$$
\begin{aligned}
& p=\varepsilon+2^{f+g-1} x, r=2^{f} u \\
& q=2^{g}\left(\left[2^{n-f-g-1}-\left(\varepsilon+2^{f+g-2} x\right) x\right] u^{2^{n-f-g-1}-1}+2^{n-f-g} k\right)
\end{aligned}
$$

where

$$
\varepsilon= \pm 1, x \in \mathbb{Z}_{2^{n-f-g+1}}^{*}, k \in \mathbb{Z}_{2^{f}}
$$

This gives solution a), where $l=1$.

## A. 4 Proof of Proposition 4.2

If $q$ or $c$ is equal to 0 , then the considered matrices belong to the sets $M_{3}-$ $M_{22}$. We have to consider all these cases like in the proof of Proposition 4.1.

Let us begin from the sets $M_{3}, M_{4}, M_{5}, M_{6}$ and $M_{9}, M_{10}$. Matrices of this sets have the form $\left\|\begin{array}{cc}s & 0 \\ 0 & s+2^{n-1} k\end{array}\right\|$, where $k \in \mathbb{Z}_{2}$. Since $a+s=$ $2 s+2^{n-1} k \not \equiv 0\left(\bmod 2^{n-1}\right)$, it follows from system (4.9)

$$
s^{2}+2^{n+1} s x \equiv 1, \quad 2^{n+1} y\left(s+2^{n-2} k\right) \equiv 0 \quad\left(\bmod 2^{n+m}\right)
$$

The second congruence implies that $y \in \mathbb{Z}_{2}$ if $m=1$ and $y \equiv 0\left(\bmod 2^{m-1}\right)$ if $m>1$. The first congruence is solved in Lemma 4.1 and we get the automorphisms 1) of the proposition.

Now consider the sets $M_{7}$ and $M_{8}$. Matrices of these sets have the form $\left\|\begin{array}{cc}s & 0 \\ 0 & -s\end{array}\right\|$. Since $a+s=2^{n} \equiv 0\left(\bmod 2^{n-1}\right)$, system (4.9) implies

$$
s^{2}+2^{n+1} s x \equiv 1,2^{2 n} y \equiv 0 \quad\left(\bmod 2^{n+m}\right)
$$

The second congruence holds for every $y \in \mathbb{Z}_{2^{m}}$ and the first congruence is solved in Lemma 4.1. Thus we have the automorphisms 2) of the proposition.

Consider the sets $M_{11}$ and $M_{12}$. Matrices of this sets have the form $\left\|\begin{array}{cc}s & 0 \\ 0 & -s+2^{n-1}\end{array}\right\|$. Since $a+s \equiv 0\left(\bmod 2^{n-1}\right)$, it follows from system (4.9)

$$
s^{2}+2^{n+1} s x \equiv 1, \quad 2^{n} y \cdot 2^{n-1} \equiv 0 \quad\left(\bmod 2^{n+m}\right)
$$

The second congruence holds for every $y \in \mathbb{Z}_{2^{m}}$ and the first congruence is solved in Lemma 4.1. Thus we have the automorphisms 3) of the proposition.

Let us consider the sets $M_{13}$ and $M_{14}$. Matrices of these sets have the forms $\left\|\begin{array}{cc}s & 0 \\ 2^{t} u & -s\end{array}\right\|$ and $\left\|\begin{array}{cc}s & 2^{t} u \\ 0 & -s\end{array}\right\|$. For both forms of matrices, $a+s=$ $2^{n} \equiv 0\left(\bmod 2^{n-1}\right)$. For the first form, by (4.10), $t=m, \ldots, n-1$ and it follows from system (4.9)

$$
s^{2}+2^{n+1} s x \equiv 1, \quad 2^{n}\left(2^{t} u+2^{n} y\right)+2^{n+t} x u \equiv 0\left(\bmod 2^{n+m}\right)
$$

The second congruence holds for every $x, y \in \mathbb{Z}_{2^{m}}$ and the first congruence is solved in Lemma 4.1. Thus we get the automorphisms 4) of the proposition. For the second form, (4.9) implies

$$
s^{2}+2^{n+1} s x+2^{n+t} y u \equiv 1, \quad 2^{2 n} y \equiv 0 \quad\left(\bmod 2^{n+m}\right)
$$

The second congruence holds for every $x, y \in \mathbb{Z}_{2^{m}}$. For the first congruence we consider two cases: if $t=m, \ldots, n-1$, then it is solved in Lemma 4.1 (we get the automorphisms 5) of the proposition), and, if $t=1, \ldots, m-1$ (this case it not possible if $m=1$ ), then it is solved in Lemma 4.2 (we get the automorphisms 6) of the proposition).

Now consider the sets $M_{15}, M_{16}, M_{17}, M_{18}$ and $M_{19}, M_{20}$. Matrices of these sets have forms $\left\|\begin{array}{cc}s & 2^{n-1} \\ 0 & s+2^{n-1} k\end{array}\right\|$ and $\left\|\begin{array}{cc}s & 0 \\ 2^{n-1} & s+2^{n-1} k\end{array}\right\|$, where $k \in \mathbb{Z}_{2}$. For both forms of matrices, $a+s=2 s+2^{n-1} k \not \equiv 0\left(\bmod 2^{n-1}\right)$. For the first form, system (4.9) implies

$$
s^{2}+2^{n+1} s x \equiv 1, \quad 2^{n+1} y\left(s+2^{n-2} k\right) \equiv 0 \quad\left(\bmod 2^{n+m}\right)
$$

The second congruence implies that $y \in \mathbb{Z}_{2}$ if $m=1$ and $y \equiv 0\left(\bmod 2^{m-1}\right)$ if $m>1$. The first congruence is solved in Lemma 4.1 and we get the automorphisms 7) of the proposition. The case of second form, by (4.10), is possible only if $m=n-1$ and it follows from system (4.9) that

$$
s^{2}+2^{n+1} s x \equiv 1, \quad 2^{n}(1+2 y)\left(s+2^{n-2} k\right) \equiv 0 \quad\left(\bmod 2^{2 n-1}\right)
$$

The second congruence implies $1+2 y \equiv 0\left(\bmod 2^{n-1}\right)$ which is impossible.
Let us consider the sets $M_{21}$ and $M_{22}$. Matrices of these sets have the forms $\left|\left\lvert\, \begin{array}{cc}s & 2^{t} u \\ 0 & -s+2^{n-1}\end{array}\right. \|\right.$ and $\left\|\begin{array}{cc}s & 0 \\ 2^{t} u & -s+2^{n-1}\end{array}\right\|$. For the both form of matrices, $a+s=2^{n-1} \equiv 0\left(\bmod 2^{n-1}\right)$. For the first form, by system (4.9),

$$
s^{2}+2^{n+1} s x+2^{n+t} y u \equiv 1, \quad 2^{n-1} 2^{n} y \equiv 0 \quad\left(\bmod 2^{n+m}\right)
$$

The second congruence holds for every $y \in \mathbb{Z}_{2^{m}}$. The first congruence is solved $\mathbf{i}$ ) in the case of $m \leqslant t<n$ in Lemma 4.1 (so we get the automorphisms 8) of the proposition) and $\mathbf{i i}$ ) in the case of $1 \leqslant t<m$ (this case is possible only if $m>1$ ) in Lemma 4.2 (so we get the automorphisms 9) of the proposition). By (4.10), the second form is possible only if $t=m, \ldots, n-1$ and system (4.9) implies

$$
s^{2}+2^{n+1} s x \equiv 1, \quad 2^{n-1}\left(2^{t} u+2^{n} y\right) \equiv 0 \quad\left(\bmod 2^{n+m}\right)
$$

The second congruence has a solution only if $t>m$; the first congruence is solved in Lemma 4.1 (so we get the automorphisms 10) of the proposition).

Let us now find the number of automorphisms described in the proposition (it is equal to the number of choices of $\left(s, 2^{t} u, x, y\right)$ ). For $(s, x, y)$ we have $2 \cdot 2 \cdot 2^{m}=2^{m+2}$ choices if $a+s \equiv 0\left(\bmod 2^{n-1}\right)$, i.e., if $y \in \mathbb{Z}_{2^{m}}$, and $2 \cdot 2 \cdot 2=8$ choices if $a+s \neq 0\left(\bmod 2^{n-1}\right)$, i.e., if $y \equiv 0\left(\bmod 2^{m-1}\right)$. Hence there is 16 automorphisms of forms 1) and 7), $2^{m+2}$ automorphisms of forms 2) and 3), $2^{m+2} \sum_{t=m}^{n-1} 2^{n-t-1}=2^{m+2}\left(2^{n-m}-1\right)$ automorphisms of forms 4), 5) and 8), $2^{m+2} \sum_{t=1}^{m-1} 2^{n-t-1}=2^{n+m+1}-2^{n+2}$ automorphisms of forms 6) and 9) (note, that if $m=1$, then there is $2^{n+m+1}-2^{n+2}=0$ automorphisms of forms 6) and 9)), $2^{m+2} \sum_{t=m+1}^{n-1} 2^{n-t-1}=2^{m+2}\left(2^{n-m-1}-1\right)$ automorphisms of form 10). Hence if $m \geqslant 1$ then the number of automorphisms is $32-2^{m+3}+3 \cdot 2^{n+1}+2^{n+m+2}$.

## A. 5 Proof of Proposition 4.3

Conditions of Proposition satisfy matrices of the sets $M_{i}, i=23,24, \ldots, 28$, and $i=31,32,33,34$.

Let us start from the sets $M_{23}, M_{24}, M_{25}, M_{26}$ and $M_{31}, M_{32}$. Matrices of these sets have the form $\left\|\begin{array}{cc}s & 2^{n-1} \\ 2^{n-1} & s+2^{n-1} k\end{array}\right\|$, where $k \in \mathbb{Z}_{2}$. By (4.10), $c=2^{n-1} \equiv 0\left(\bmod 2^{m}\right)$ which is possible only if $m=n-1$. The second congruence of system (4.9) takes the form $2^{n}(1+2 y) \equiv 0\left(\bmod 2^{2 n-1}\right)$, and it has no solution.

Let us consider the sets $M_{27}, M_{28}$ and $M_{33}, M_{34}$. Matrices of these sets have the form $\left\|\begin{array}{cc}s & 2^{t} u \\ 2^{r} v & -s+2^{n-1} k\end{array}\right\|$, where $t \geqslant n-r$ and $k \in \mathbb{Z}_{2}$. In view of (4.10), we have $c=2^{r} v \equiv 0\left(\bmod 2^{m}\right)$ which is possible only if $r \geqslant m$. System (4.9) implies

$$
\left\{\begin{array}{c}
s^{2}+2^{n+1} s x+\left(2^{r} v+2^{n} y\right) 2^{t} u \equiv 1 \\
\left(2^{n}+2^{n-1} k\right)\left(2^{r} v+2^{n} y\right)+2^{n} x 2^{r} v \equiv 0
\end{array} \quad\left(\bmod 2^{n+m}\right),\right.
$$

If $k=0$ (the sets $M_{27}, M_{28}$ ), then the second congruence holds for every $r \geqslant m$, and if $k=1$ (the sets $M_{33}, M_{34}$ ), then it holds if $r \geqslant m+1$. The first congruence implies: 1) if $s= \pm 1$ and $r+t=n$, then the congruence has no solution; if $s= \pm 1, r+t>n$ and $m=1$, then solution is $x, y \in \mathbb{Z}_{2}$; if $s= \pm 1, r+t>n$ and $m>1$, then

$$
\begin{aligned}
& x \equiv-2^{r+t-n-1}\left(v+2^{n-r} y\right) u \quad\left(\bmod 2^{m-1}\right), \quad \text { if } s=1 \\
& x \equiv-1+2^{r+t-n-1}\left(v+2^{n-r} y\right) u \quad\left(\bmod 2^{m-1}\right), \quad \text { if } s=-1+2^{n}
\end{aligned}
$$

(we get the automorphisms 1) of the proposition); 2) if $s= \pm 1+2^{n-1}$ and $r+t>n$, then the congruence has no solution; if $s= \pm 1+2^{n-1}, r+t=n$ and $m=1$, then the solution is $x, y \in \mathbb{Z}_{2}$; if $s= \pm 1+2^{n-1}, r+t=n$ and $m>1$, then

$$
x \equiv \frac{\mp\left(v+2^{n-r} y\right) u-1}{2} \mp 2^{n-3} \quad\left(\bmod 2^{m-1}\right)
$$

(we get the automorphisms 2) of the proposition).
Let us now determine the number of automorphisms of these forms (for every $m$ and $k=0,1$ ). For every form of matrices, the numbers of possible values of $s, x$ and $y$ are 2,2 and $2^{m}$, respectively. If the number $r(r=m+k, \ldots, n-1)$ is fixed, then there is $2^{n-r-1}$ possible values of $v$. Since $t+r \geqslant n$, we have $t=n-r, n-r+1, \ldots, n-1$. If $t$ is fixed, we have $2^{n-t-1}$ possible values for odd number $u$. Hence the number of automorphisms is
$\sum_{k=0}^{1} 2^{m+2} \sum_{r=m+k}^{n-1} 2^{n-r-1} \sum_{t=n-r}^{n-1} 2^{n-t-1}=(2 n-2 m-1) 2^{n+m+1}-3 \cdot 2^{n+1}+2^{m+3}$.

## A. 6 Proof of Proposition 4.4

Only matrices of the sets $M_{29}, M_{30}$ and $M_{35}, M_{36}$ satisfy to the conditions of Proposition 4.4.

Matrices of these sets have the form $\left\|\begin{array}{cc}s & 2^{t} u \\ 2^{r} v & -s+2^{n-1} k\end{array}\right\|$, where $3 \leqslant$ $t+r<n$. By (4.10), we have $c=2^{r} v \equiv 0\left(\bmod 2^{m}\right)$ and, therefore, $r \geqslant m$. System (4.9) implies

$$
\left\{\begin{array}{c}
s^{2}+2^{n+1} s x+\left(2^{r} v+2^{n} y\right) 2^{t} u \equiv 1 \\
\left(2^{n}+2^{n-1} k\right)\left(2^{r} v+2^{n} y\right)+2^{n} x 2^{r} v \equiv 0
\end{array} \quad\left(\bmod 2^{n+m}\right)\right.
$$

The second congruence holds for every $r \geqslant m$ if $k=0$ (the sets $M_{29}, M_{30}$ ) and for every $r \geqslant m+1$ if $k=1$ (the sets $M_{35}, M_{36}$ ). Since $s^{2}-1=$
$2^{t+r} p \varepsilon+2^{2(t+r-1)} p^{2}$, the first congruence implies

$$
\begin{aligned}
& 2^{t+r} p \varepsilon+2^{2(t+r-1)} p^{2}+2^{n+1} s x+2^{t+r}\left(v+2^{n-r} y\right) u \equiv 0\left(\bmod 2^{n+m}\right) \\
& 2^{n+1-t-r} s x+2^{n-t} y u+\left(p\left(\varepsilon+2^{t+r-2} p\right)+u v\right) \equiv 0\left(\bmod 2^{n+m-t-r}\right)
\end{aligned}
$$

and it has solutions if and only if

$$
\begin{equation*}
p\left(\varepsilon+2^{t+r-2} p\right)+u v \equiv 0 \quad\left(\bmod 2^{n+1-t-r}\right) \tag{A.27}
\end{equation*}
$$

If $m=1$, then the solutions are $x, y \in \mathbb{Z}_{2}$. If $m>1$, then

$$
x \equiv s^{-1}\left(-\frac{p\left(\varepsilon+2^{t+r-2} p\right)+u v}{2^{n+1-t-r}}-2^{t-1} y u\right) \quad\left(\bmod 2^{m-1}\right)
$$

Consider condition (A.27) and note that in the proof of Lemma 2.3 we get a similar condition for $u, v$ and $p: v u \equiv-\left(\varepsilon+2^{t+r-2} p\right) p\left(\bmod 2^{n-t-r}\right)$, but this condition follows from (A.27). Hence like in the proof of Lemma 2.3,

$$
v \equiv-\left(\varepsilon+2^{t+r-2} p\right) p u^{-1} \quad\left(\bmod 2^{n+1-t-r}\right)
$$

where $u^{-1}$ is the inverse of odd number $u$ modulo $2^{n+1-t-r}$, i.e., $u^{-1}=$ $u^{2^{n-t-r}-1}$. Since $v \in \mathbb{Z}_{2^{n-r}}^{*}$, we have $\frac{2^{n-r}}{2^{n+1-t-r}}=2^{t-1}$ values for $v$ modulo $2^{n-r}$ in the form

$$
v=-\left(\varepsilon+2^{t+r-2} p\right) p u^{2^{n-t-r}-1}+2^{n-t-r+1} l
$$

where $l \in \mathbb{Z}_{2^{t-1}}$.
Let us determine the number of automorphisms of the form considered. The choice of triples $(s, q, c)$ depends on $t$ : for odd number $u$ we have $2^{n-t-1}$ possibilities; if $r=m+k, \ldots, n-t-1$ (where $n>t+r \geqslant 3$ ) is chosen (note, that this is possible only if $n-t-1 \geqslant m+k$, i.e., $t=$ $1, \ldots, n-m-k-1$ ), then for odd number $u$ we have $2^{t-1}$ possibilities and for number $s$ we have: $2^{n-(t+r)}$ possibilities for odd number $p$ and 2 possibilities for number $\varepsilon$. Hence

$$
\begin{aligned}
|\{(s, q, c)\}| & =\sum_{k=0}^{1}\left(2 \sum_{t=1}^{n-m-k-1} 2^{n-t-1} \sum_{r=m+k, r+t \geqslant 3}^{n-t-1}\left(2^{t-1} \cdot 2^{n-t-r}\right)\right)= \\
& =\sum_{k=0}^{1}\left(\sum_{t=1}^{n-m-k-1} 2^{n-t} \sum_{r=m+k, r+t \geqslant 3}^{n-t-1} 2^{n-r-1}\right)
\end{aligned}
$$

If $m=1$, then

$$
|\{(s, q, c)\}|=2^{n}\left(5 \cdot 2^{n-3}-2 n+1\right)
$$

If $m>1$, then the condition $r+t \geqslant 3$ holds for every $t, r, k$ and

$$
|\{(s, q, c)\}|=2^{n}\left(3 \cdot 2^{n-m-1}-2 n+2 m-1\right)
$$

For choosing the pair $(x, y)$, we have 4 possibilities if $m=1$ and $2^{m+1}$ possibilities if $m>1$. Therefore, the number of obtained automorphisms is $2^{n+2}\left(5 \cdot 2^{n-3}-2 n+1\right)$ if $m=1$ and

$$
2^{n+m+1}\left(3 \cdot 2^{n-m-1}-2 n+2 m-1\right)=3 \cdot 2^{2 n}-2^{n+m+1}(2 n-2 m+1)
$$

automorphisms if $m>1$.

## A. 7 Proof of Proposition 4.6

Conditions of Proposition are satisfied only by matrices of the sets $M_{3}, M_{4}, \ldots, M_{22}$.

Let us consider the sets $M_{3}, M_{4}, M_{5}, M_{6}$ and $M_{9}, M_{10}$. Matrices of these sets have the form $\left\|\begin{array}{cc}s & 0 \\ 0 & s+2^{n-1} i\end{array}\right\|$, where $i \in \mathbb{Z}_{2}$. Since $a+s=$ $2 s+2^{n-1} i$, system (4.11) implies

$$
s^{2}+2^{n+1} s x \equiv 1, \quad 2^{n+1} y\left(s+2^{n-2} i\right) \equiv 0 \quad\left(\bmod 2^{2 n}\right)
$$

The second congruence implies that $y \equiv 0\left(\bmod 2^{n-1}\right)$. By Lemma 4.3, the first congruence implies that $x=x_{1}$. Thus we have obtained automorphisms 1). For choosing pairs ( $s, i$ ) and ( $x, y$ ) we have 4 and 4 possibilities, respectively, and hence the number of these automorphisms is 16 .

Consider the sets $M_{7}, M_{8}$. Matrices of these sets have the form $\left\|\begin{array}{cc}s & 0 \\ 0 & -s\end{array}\right\|$, where $a+s=2^{n}$, and system (4.11) implies

$$
s^{2}+2^{n+1} s x \equiv 1, \quad 2^{n} y 2^{n} \equiv 0 \quad\left(\bmod 2^{2 n}\right)
$$

The second congruence holds for every $y \in \mathbb{Z}_{2^{n}}$ and the first congruence is solved in Lemma 4.3. Thus we have got automorphisms 2). For choosing $s$ and a pair $(x, y)$ we have 2 and $2 \cdot 2^{n}$ possibilities, respectively. Hence the number of these automorphisms is $2 \cdot 2 \cdot 2^{n}=2^{n+2}$.

Now consider the sets $M_{11}, M_{12}$. Matrices of these sets have the form $\left\|\begin{array}{cc}s & 0 \\ 0 & -s+2^{n-1}\end{array}\right\|$. Since $a+s=2^{n-1}$, system (4.11) implies

$$
s^{2}+2^{n+1} s x \equiv 1, \quad 2^{n} y \cdot 2^{n-1} \equiv 0 \quad\left(\bmod 2^{2 n}\right)
$$

The second congruence holds for every $y \equiv 0(\bmod 2)$ and the first congruence is solved in Lemma 4.3. Thus we have automorphisms 3). For choosing
$s$ and a pair $(x, y)$ we have 2 and $2 \cdot 2^{n-1}$ possibilities, respectively. Hence the number of these automorphisms is $2 \cdot 2 \cdot 2^{n-1}=2^{n+1}$.

Let us consider the sets $M_{13}, M_{14}$. Matrices of these sets, satisfying condition (4.12), have the form $\left\|\begin{array}{cc}s & 2^{t} u \\ 0 & -s\end{array}\right\|$, where $a+s=0$. The second congruence of system (4.11) holds for every $x, y \in \mathbb{Z}_{2^{n}}$ and the first congruence

$$
s^{2}+2^{n+1} s x+2^{n} y 2^{t} u \equiv 1 \quad\left(\bmod 2^{2 n}\right)
$$

is solved in Lemma $4.3\left(\right.$ if $y \equiv 0\left(\bmod 2^{n-t}\right)$; we get automorphisms 4)) and in Lemma $4.4\left(\right.$ if $y \not \equiv 0\left(\bmod 2^{n-t}\right)$; we get automorphisms 5)). For automorphisms 4) we can write $y$ in the form $y=2^{n-t} k$, where $k \in \mathbb{Z}_{2^{t}}$, $t=1, \ldots, n-1$, and for the choosing of parameters $s, u, y, x$ we have $2,2^{n-t-1}, 2^{t}, 2$ possibilities, respectively. Hence the number of these automorphisms is $2 \sum_{t=1}^{n-1} 2^{n-t-1} \cdot 2^{t} \cdot 2=2^{n+1} \sum_{t=1}^{n-1} 1=2^{n+1}(n-1)$. For automorphisms 5) we can write $y$ in the form $y=j+2^{n-t} k$, where $j \in \mathbb{Z}_{2^{n-t}} \backslash\{0\}$, $k \in \mathbb{Z}_{2^{t}}, t=1, \ldots, n-1$, and choosing parameters $s, u, k, j, x$ we have $2,2^{n-t-1}, 2^{t}, 2^{n-t}-1,2$ possibilities, respectively. Hence the number of these automorphisms is

$$
2 \sum_{t=1}^{n-1} 2^{n-t-1} \cdot 2^{t} \cdot\left(2^{n-t}-1\right) \cdot 2=2^{2 n+1}-2^{n+1}(n+1)
$$

Consider the sets $M_{15}, M_{16}, M_{17}, M_{18}$ and $M_{19}, M_{20}$. Matrices of these sets satisfying condition (4.12), have the form $\left\|\begin{array}{cc}s & 2^{n-1} \\ 0 & s+2^{n-1} i\end{array}\right\|$, where $i \in \mathbb{Z}_{2}$. Since $a+s=2 s+2^{n-1} i$, system (4.11) implies

$$
s^{2}+2^{n+1} s x+2^{n} y 2^{n-1} \equiv 1, \quad 2^{n+1} y\left(s+2^{n-2} i\right) \equiv 0 \quad\left(\bmod 2^{2 n}\right)
$$

The second congruence implies that $y \equiv 0\left(\bmod 2^{n-1}\right)$. The first congruence is solved (in view of $2^{n} y 2^{n-1} \equiv 0\left(\bmod 2^{2 n}\right)$ ) in Lemma 4.3. Thus we have automorphisms 6 ). For choosing the pairs $(s, i)$ and $(x, y)$ we have 4 and 4 possibilities, respectively. Hence the number of these automorphisms is 16 .

Let us consider now the sets $M_{21}, M_{22}$. Matrices of these sets satisfying condition (4.12), have the form $\left\|\begin{array}{cc}s & 2^{t} u \\ 0 & -s+2^{n-1}\end{array}\right\|$. Since $a+s=2^{n-1}$, system (4.11) implies

$$
s^{2}+2^{n+1} s x+2^{n} y 2^{t} u \equiv 1, \quad 2^{n} y 2^{n-1} \equiv 0 \quad\left(\bmod 2^{2 n}\right)
$$

The second congruence holds for every $y \equiv 0(\bmod 2)$. The first congruence is solved in Lemma 4.3 (if $y \equiv 0\left(\bmod 2^{n-t}\right)$; we get automorphisms 7)) and in Lemma 4.4 (if $y \not \equiv 0\left(\bmod 2^{n-t}\right)$; we get automorphisms 8)). For automorphisms 7) we can write $y$ in the form $y=2^{n-t} k$,
where $k \in \mathbb{Z}_{2^{t}}, t=1, \ldots, n-1$, and for the choice of parameters $s, u, y, x$ we have $2,2^{n-t-1}, 2^{t}, 2$ possibilities, respectively. Hence the number of these automorphisms is $2 \sum_{t=1}^{n-1} 2^{n-t-1} \cdot 2^{t} \cdot 2=2^{n+1} \sum_{t=1}^{n-1} 1=2^{n+1}(n-1)$. For automorphisms 8) we can write $y$ in the form $y=j+2^{n-t} k, k \in \mathbb{Z}_{2^{t}}$, $t=1, \ldots, n-2, j \in 2 \mathbb{Z}_{2^{n-t-1}} \backslash\{0\}$ (the last condition implies $n-t-1 \geqslant 1$, i.e., $t \leqslant n-2$ ), and for the choosing of parameters $s, u, k, j, x$ we have $2,2^{n-t-1}, 2^{t}, 2^{n-t-1}-1,2$ possibilities, respectively. Hence the number of these automorphisms is

$$
2 \sum_{t=1}^{n-2} 2^{n-t-1} \cdot 2^{t} \cdot\left(2^{n-t-1}-1\right) \cdot 2=2^{2 n}-2^{n+1} n
$$

Conclude, that there are $32+3 \cdot 4^{n}$ automorphisms in forms 1)-8).

## A. 8 Proof of Lemma 4.6

Let us denote $s+2^{n} x=a, t+k=l$. Then the congruence takes the form $a^{2}-1 \equiv-2^{m+l} u w\left(\bmod 2^{n+m}\right)$ and first at all we solve this congruence (similarly to the proof of Lemma 2.3). Since $m>n \geqslant 3$, a solution of the congruence exists for every $l(0 \leqslant l<n)$. We have

$$
(a-1)(a+1) \equiv-2^{m+l} u w\left(\bmod 2^{n+m}\right)
$$

Denote $a-1=2^{r} p$ and $a+1=2^{m+l-r} q$, where

$$
r \in \mathbb{Z}_{2^{m+l}} \backslash\{0\}, p \in \mathbb{Z}_{2^{n+m-r}}^{*}, q \in \mathbb{Z}_{2^{n+r-l}}^{*}
$$

Then $2^{r} p \cdot 2^{m+l-r} q \equiv-2^{m+l} u w\left(\bmod 2^{n+m}\right)$ and therefore,

$$
\begin{equation*}
p q \equiv-u w\left(\bmod 2^{n-l}\right) \tag{A.28}
\end{equation*}
$$

By the other side,

$$
a=1+2^{r} p=-1+2^{m+l-r} q
$$

i.e., $2\left(1+2^{r-1} p\right)=2^{m+l-r} q$ and thus

$$
\begin{equation*}
1+2^{r-1} p=2^{m+l-r-1} q \tag{A.29}
\end{equation*}
$$

The last equation has a solution only in the cases $r=1$ and $r=m+l-1$.
If $r=1$ then (A.29) implies $q \in \mathbb{Z}_{2^{n-l+1}}^{*}$ and

$$
\begin{equation*}
p=-1+2^{m+l-2} q, a=1+2\left(-1+2^{m+l-2} q\right)=-1+2^{m+l-1} q \tag{A.30}
\end{equation*}
$$

Analogously, if $r=m+l-1$ then (A.29) implies $p \in \mathbb{Z}_{2^{n-l+1}}^{*}$ and

$$
\begin{equation*}
q=1+2^{m+l-2} p, a=1+2^{m+l-1} p \tag{A.31}
\end{equation*}
$$

Conditions (A.30) and (A.31) are presentable as follows:

$$
q=\varepsilon+2^{m+l-2} p, a=\varepsilon+2^{m+l-1} p, p \in \mathbb{Z}_{2^{n-l+1}}^{*}, \varepsilon= \pm 1
$$

By (A.28), we have

$$
\left(\varepsilon+2^{m+l-2} p\right) p \equiv-u w\left(\bmod 2^{n-l}\right)
$$

and

$$
w \equiv-\left(\varepsilon+2^{m+l-2} p\right) p u^{-1} \equiv-\left(\varepsilon+2^{m+l-2} p\right) p u^{2^{n-l-1}-1}\left(\bmod 2^{n-l}\right)
$$

Since $0<w<2^{n-k}$, the element $w$ has $2^{n-k} / 2^{n-l}=2^{t}$ different values modulo $2^{n}$ in the form $w_{k}=w+2^{n-l} i$, where $i=0,1, \ldots, 2^{t}-1$.

Thus we have obtained that the solution of the congruence

$$
a^{2} \equiv 1-2^{m} z q\left(\bmod 2^{n+m}\right),
$$

where $z q \not \equiv 0\left(\bmod 2^{n}\right)$, is $a=\varepsilon+2^{m+l-1} p$ and

$$
q=2^{t} u, z=2^{k}\left(-\left(\varepsilon+2^{m+t+k-2} p\right) p u^{2^{n-t-k-1}-1}+2^{n-t-k} i\right)
$$

where $\varepsilon= \pm 1, u \in \mathbb{Z}_{2^{n-t}}^{*}, p \in \mathbb{Z}_{2^{n-l+1}}^{*}, i \in \mathbb{Z}_{2^{t}}$ and $0 \leqslant t+k<n$.
Now let us find $x$ from $a=s+2^{n} x=\varepsilon+2^{m+l-1} p$. We have: 1) if $s=1$, then $\left.x=2^{m-n+l-1} p, \varepsilon=1 ; 2\right)$ if $s=-1+2^{n}$, then $x=2^{m-n+l-1} p-1$, $\varepsilon=-1$; 3) if $s= \pm 1+2^{n-1}$, then $x \in \varnothing$.

## A. 9 Proof of Proposition 4.8

Conditions of the proposition satisfy only matrices of the sets $M_{3}-M_{22}$.
Let us consider the sets $M_{3}, M_{4}, M_{5}, M_{6}$ and $M_{9}, M_{10}$. Matrices of these sets have the form $\left\|\begin{array}{cc}s & 0 \\ 0 & s+2^{n-1} j\end{array}\right\|$, where $j \in \mathbb{Z}_{2}$. Since $a+s=2 s+2^{n-1} j$, system (4.13) implies

$$
\left(s+2^{n} x\right)^{2} \equiv 1, \quad 2^{m+1} z \equiv 0 \quad\left(\bmod 2^{n+m}\right)
$$

The second congruence implies $z \equiv 0\left(\bmod 2^{n-1}\right)$, i.e., $z \in\left\{0,2^{n-1}\right\}$. The first congruence is solved in Lemma 4.5. Thus we have got automorphisms $1)$. There is 16 automorphisms in this form.

Now consider the sets $M_{7}, M_{8}$. Matrices of these sets have the form $\left\|\begin{array}{cc}s & 0 \\ 0 & -s\end{array}\right\|$. Since $a+s=2^{n}$, system (4.13) implies

$$
\left(s+2^{n} x\right)^{2} \equiv 1, \quad 2^{m} z 2^{n} \equiv 0 \quad\left(\bmod 2^{n+m}\right)
$$

The second congruence holds for every $z \in \mathbb{Z}_{2^{n}}$ and the first congruence is solved in Lemma 4.5. Thus we have got automorphisms 2). There is $2^{n+2}$ automorphisms in this form.

Now consider the sets $M_{11}, M_{12}$. Matrices of these sets have the form $\left\|\begin{array}{cc}s & 0 \\ 0 & -s+2^{n-1}\end{array}\right\|, a+s=2^{n-1}$, and system (4.13) implies

$$
\left(s+2^{n} x\right)^{2} \equiv 1, \quad 2^{m} z 2^{n-1} \equiv 0 \quad\left(\bmod 2^{n+m}\right)
$$

The second congruence holds for every $z \equiv 0(\bmod 2)$ and the first congruence is solved in Lemma 4.5. Thus we have got automorphisms 3). Let us determine the number of automorphisms of this form. The numbers of possible values of the parameters $s, x$ and $z$ are 2,2 and $2^{n-1}$, respectively. Hence the number of automorphisms of this form is $2^{n+1}$.

Let us consider the sets $M_{13}, M_{14}$. Matrices of these sets, which satisfy the condition $c=0$, have the form $\left\|\begin{array}{cc}s & 2^{t} u \\ 0 & -s\end{array}\right\|$. Since $a+s=2^{n}$, system (4.13) implies

$$
\left(s+2^{n} x\right)^{2}+2^{m} z q \equiv 1, \quad 2^{m} z 2^{n} \equiv 0 \quad\left(\bmod 2^{n+m}\right)
$$

The second congruence holds for every $z \in \mathbb{Z}_{2^{n}}$. The first congruence is solved in Lemma $4.5\left(\right.$ if $z \equiv 0\left(\bmod 2^{n-t}\right)$, i.e., if $z=2^{n-t} l$, where $l \in \mathbb{Z}_{2^{t}}$; we get automorphisms 4)) and in Lemma $4.6\left(\right.$ if $z \not \equiv 0\left(\bmod 2^{n-t}\right)$, i.e., $z=2^{k} w$, where $k+t<n$; we get automorphisms 5)). Let us determine the number of solutions in these forms. For form 4), we have 2 choices for $s$ and 2 choices for $x$, too. If $t=1, \ldots, n-1$ is fixed, we have $2^{t}$ choices for $z$ and $2^{n-t-1}$ choices for odd number $u$. The number of automorphisms of this form is $2 \cdot 2\left(\sum_{t=1}^{n-1} 2^{t} 2^{n-t-1}\right)=2^{n+1}(n-1)$. For form 5), we have 2 choices for $s$ and, if $t \in \mathbb{Z}_{n} \backslash\{0\}$ is fixed, we have $2^{n-t-1}$ choices for odd number $u$. Since $k+t<n$, we have $k=0,1, \ldots, n-t-1\left(k \in \mathbb{Z}_{n-t}\right)$ and, if $k$ is fixed, we have $2^{t}$ choices for odd number $w$ and $2^{n-k-t}$ choices for odd number $p$. Hence the number of automorphisms in this form is $2 \sum_{t=1}^{n-1} 2^{n-t-1} \sum_{k=0}^{n-t-1} 2^{t} 2^{n-k-t}=2^{2 n+1}-2^{n+1}(n+1)$.

Now consider the sets $M_{15}, M_{16}, M_{17}, M_{18}$ and $M_{19}, M_{20}$. Condition $c=$ 0 satisfying matrices of these sets have the form $\left\|\begin{array}{cc}s & 2^{n-1} \\ 0 & s+2^{n-1} j\end{array}\right\|$, where
$j \in \mathbb{Z}_{2}$. Since $a+s=2 s+2^{n-1} j$, system (4.13) implies

$$
\left(s+2^{n} x\right)^{2}+2^{m} z q \equiv 1, \quad 2^{m+1} z \equiv 0 \quad\left(\bmod 2^{n+m}\right)
$$

The second congruence implies that $z \equiv 0\left(\bmod 2^{n-1}\right)$. Then $z q=z 2^{n-1} \equiv$ $0\left(\bmod 2^{n}\right)$ and the first congruence is solved in Lemma 4.5. Hence we get automorphisms 6). There is 16 automorphisms in this form.

Finally, let us now consider the sets $M_{21}, M_{22}$. Condition $c=0$ satisfying matrices of these sets have the form $\left\|\begin{array}{cc}s & 2^{t} u \\ 0 & -s+2^{n-1}\end{array}\right\|$. Since $a+s=$ $2^{n-1}$, system (4.13) implies

$$
\left(s+2^{n} x\right)^{2}+2^{m} z q \equiv 1, \quad 2^{m} z 2^{n-1} \equiv 0 \quad\left(\bmod 2^{n+m}\right)
$$

The second congruence holds for every $z \equiv 0(\bmod 2)$. The first congruence is solved in Lemma $4.5\left(\right.$ if $z \equiv 0\left(\bmod 2^{n-t}\right)$, i.e., $z=2^{n-t} l$, where $l \in \mathbb{Z}_{2^{t}}$; we get automorphisms 7$)$ ) and in Lemma $4.6\left(\right.$ if $z \not \equiv 0\left(\bmod 2^{n-t}\right)$, i.e., $z=2^{k} w$, where $k+t<n$; we get automorphisms 8$)$ ). Let us determine the number of automorphisms of these forms. For form 7), we have 2 choices for $s$ and 2 choices for $x$, as well. If $t$ is fixed, we have $2^{n-t-1}$ choices for odd number $u$ and $2^{t}$ choices for $z$. The number of automorphisms of this form is $2 \cdot 2 \sum_{t=1}^{n-1} 2^{n-t-1} 2^{t}=2^{n+1}(n-1)$. For form 8$)$, we have 2 choices for $s$ and if $t$ is fixed, we have $2^{n-t-1}$ choices for odd number $u$. Since $z \equiv 0(\bmod 2)$, we have $k=1, \ldots, n-t-1$, i.e., $k \in \mathbb{Z}_{n-t} \backslash\{0\}$ (it is possible, if $n-t-1 \geqslant 1$, i.e., $t \leqslant n-2$ ) and, if $k$ is fixed, we have $2^{t}$ choices for odd number $w$ and $2^{n-k-t}$ choices for odd number $p$. The number of automorphisms of this form is $2 \sum_{t=1}^{n-2} 2^{n-t-1} \sum_{k=1}^{n-t-1} 2^{t} 2^{n-k-t}=2^{2 n}-2^{n+1} n$.

In conclusion, that the number of automorphisms described in this proposition is $3 \cdot 4^{n}+32$.

## B Matrices over $\mathbb{Z}_{2^{n}}$ of order 1 or 2

In this appendix all $(2 \times 2)$-matrices over $\mathbb{Z}_{2^{n}}$ of order 1 or 2 are listed. These matrices form the set $\cup_{i=1}^{36} M_{i}$, where $M_{1}, M_{2}, \ldots, M_{36}$ are given below. In the description of these sets

$$
t, s \in \mathbb{Z}_{n} \backslash\{0\}, u \in \mathbb{Z}_{2^{n-t}}^{*}, v \in \mathbb{Z}_{2^{n-s}}^{*}
$$

By necessity, some supplementary conditions for the numbers $t, s, u, v$ are given. For the sets $M_{29}, M_{30}$ and $M_{35}, M_{36}$, it is denoted

$$
x=p\left(\varepsilon+2^{t+s-2} p\right)+u v, \quad y=2^{n-s-t}
$$

and used the supplementary conditions

$$
\begin{aligned}
& 3 \leqslant t+s<n, \quad p \in \mathbb{Z}_{2^{n-(t+s)+1}}^{*}, \quad k \in \mathbb{Z}_{2^{t}}, \\
& v=-\left(\varepsilon+2^{t+s-2} p\right) p u^{2^{n-s-t-1}-1}+2^{n-t-s} k .
\end{aligned}
$$

$M_{1}=\left\{\left\|\begin{array}{cc}a & b \\ \left(1-a^{2}\right) b^{-1} & -a\end{array}\right\|: a \in 2 \mathbb{Z}_{2^{n-1}}, b \in \mathbb{Z}_{2^{n}}^{*}\right\}$
$M_{2}=\left\{\left\|\begin{array}{cc}a & b \\ \left(1-a^{2}\right) b^{-1} & -a\end{array}\right\|,\left\|\begin{array}{cc}a & \left(1-a^{2}\right) c^{-1} \\ c & -a\end{array}\right\|: a, b, c \in \mathbb{Z}_{2^{n}}^{*}\right\}$
$M_{3}=\left\{\left\|\begin{array}{cc}1 & 0 \\ 0 & 1\end{array}\right\|\right\}$,
$M_{4}=\left\{\left\|\begin{array}{cc}-1 & 0 \\ 0 & -1\end{array}\right\|\right\}$,
$M_{5}=\left\{\left\|\begin{array}{cc}1+2^{n-1} & 0 \\ 0 & 1+2^{n-1}\end{array}\right\|\right\}$,
$M_{6}=\left\{\left\|\begin{array}{cc}-1+2^{n-1} & 0 \\ 0 & -1+2^{n-1}\end{array}\right\|\right\}$,
$M_{7}=\left\{\left\|\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right\|,\left\|\begin{array}{cc}-1 & 0 \\ 0 & 1\end{array}\right\|\right\}$,
$M_{8}=\left\{\left\|\begin{array}{cc}1+2^{n-1} & 0 \\ 0 & -1+2^{n-1}\end{array}\right\|,\left\|\begin{array}{cc}-1+2^{n-1} & 0 \\ 0 & 1+2^{n-1}\end{array}\right\|\right\}$,
$M_{9}=\left\{\left\|\begin{array}{cc}1 & 0 \\ 0 & 1+2^{n-1}\end{array}\right\|,\left\|\begin{array}{cc}1+2^{n-1} & 0 \\ 0 & 1\end{array}\right\|\right\}$,
$M_{10}=\left\{\left\|\begin{array}{cc}-1 & 0 \\ 0 & -1+2^{n-1}\end{array}\right\|,\left\|\begin{array}{rr}-1+2^{n-1} & 0 \\ 0 & -1\end{array}\right\|\right\}$,
$M_{11}=\left\{\left\|\begin{array}{cc}1 & 0 \\ 0 & -1+2^{n-1}\end{array}\right\|,\left\|\begin{array}{cc}-1+2^{n-1} & 0 \\ 0 & 1\end{array}\right\|\right\}$,
$M_{12}=\left\{\left\|\begin{array}{cc}-1 & 0 \\ 0 & 1+2^{n-1}\end{array}\right\|,\left\|\begin{array}{cc}1+2^{n-1} & 0 \\ 0 & -1\end{array}\right\|\right\}$,

$$
\begin{aligned}
& M_{13}=\left\{\left\|\begin{array}{cc}
1 & 0 \\
2^{t} u & -1
\end{array}\right\|,\left\|\begin{array}{cc}
1 & 2^{t} u \\
0 & -1
\end{array}\right\|,\left\|\begin{array}{cc}
-1 & 0 \\
2^{t} u & 1
\end{array}\right\|,\left\|\begin{array}{cc}
-1 & 2^{t} u \\
0 & 1
\end{array}\right\|\right\} \text {, } \\
& M_{14}=\left\{\left\|\begin{array}{cc}
1+2^{n-1} & 0 \\
2^{t} u & -1+2^{n-1}
\end{array}\right\|,\left\|\begin{array}{cc}
1+2^{n-1} & 2^{t} u \\
0 & -1+2^{n-1}
\end{array}\right\|\right\} \cup \\
& \cup\left\{\left\|\begin{array}{cc}
-1+2^{n-1} & 0 \\
2^{t} u & 1+2^{n-1}
\end{array}\right\|,\left\|\begin{array}{cc}
-1+2^{n-1} & 2^{t} u \\
0 & 1+2^{n-1}
\end{array}\right\|\right\}, \\
& M_{15}=\left\{\left\|\begin{array}{cc}
1 & 2^{n-1} \\
0 & 1
\end{array}\right\|,\left\|\begin{array}{cc}
1 & 0 \\
2^{n-1} & 1
\end{array}\right\|\right\} \text {, } \\
& M_{16}=\left\{\left\|\begin{array}{cc}
1+2^{n-1} & 2^{n-1} \\
0 & 1+2^{n-1}
\end{array}\right\|,\left\|\begin{array}{cc}
1+2^{n-1} & 0 \\
2^{n-1} & 1+2^{n-1}
\end{array}\right\|\right\}, \\
& M_{17}=\left\{\left\|\begin{array}{cc}
-1 & 2^{n-1} \\
0 & -1
\end{array}\right\|,\left\|\begin{array}{cc}
-1 & 0 \\
2^{n-1} & -1
\end{array}\right\|\right\} \text {, } \\
& M_{18}=\left\{\left\|\begin{array}{cc}
-1+2^{n-1} & 2^{n-1} \\
0 & -1+2^{n-1}
\end{array}\right\|,\left\|\begin{array}{cc}
-1+2^{n-1} & 0 \\
2^{n-1} & -1+2^{n-1}
\end{array}\right\|\right\} \text {, } \\
& M_{19}=\left\{\left\|\begin{array}{cc}
1 & 2^{n-1} \\
0 & 1+2^{n-1}
\end{array}\right\|,\left\|\begin{array}{cc}
1 & 0 \\
2^{n-1} & 1+2^{n-1}
\end{array}\right\|\right\} \cup \\
& \cup\left\{\left\|\begin{array}{cc}
1+2^{n-1} & 2^{n-1} \\
0 & 1
\end{array}\right\|,\left\|\begin{array}{cc}
1+2^{n-1} & 0 \\
2^{n-1} & 1
\end{array}\right\|\right\}, \\
& M_{20}=\left\{\left\|\begin{array}{cc}
-1 & 2^{n-1} \\
0 & -1+2^{n-1}
\end{array}\right\|,\left\|\begin{array}{cc}
-1 & 0 \\
2^{n-1} & -1+2^{n-1}
\end{array}\right\|\right\} \cup \\
& \cup\left\{\left\|\begin{array}{cc}
-1+2^{n-1} & 2^{n-1} \\
0 & -1
\end{array}\right\|,\left\|\begin{array}{cc}
-1+2^{n-1} & 0 \\
2^{n-1} & -1
\end{array}\right\|\right\} \text {, } \\
& M_{21}=\left\{\left\|\begin{array}{cc}
1 & 0 \\
2^{t} u & -1+2^{n-1}
\end{array}\right\|,\left\|\begin{array}{cc}
1 & 2^{t} u \\
0 & -1+2^{n-1}
\end{array}\right\|\right\} \cup \\
& \cup\left\{\left\|\begin{array}{cc}
-1+2^{n-1} & 0 \\
2^{t} u & 1
\end{array}\right\|,\left\|\left.\begin{array}{|r}
-1+2^{n-1} \\
2^{t} u \\
0
\end{array} \right\rvert\,\right\|\right\}, \\
& M_{22}=\left\{\left\|\begin{array}{cc}
-1 & 0 \\
2^{t} u & 1+2^{n-1}
\end{array}\right\|,\left\|\begin{array}{cc}
-1 & 2^{t} u \\
0 & 1+2^{n-1}
\end{array}\right\|\right\} \cup \\
& \cup\left\{\left\|\begin{array}{cc}
1+2^{n-1} & 0 \\
2^{t} u & -1
\end{array}\right\|,\left\|\begin{array}{cc}
1+2^{n-1} & 2^{t} u \\
0 & -1
\end{array}\right\|\right\}, \\
& M_{23}=\left\{\left\|\begin{array}{cc}
1+2^{n-1} & 2^{n-1} \\
2^{n-1} & 1+2^{n-1}
\end{array}\right\|\right\} \text {, } \\
& M_{24}=\left\{\left\|\begin{array}{cc}
1 & 2^{n-1} \\
2^{n-1} & 1
\end{array}\right\|\right\} \text {, } \\
& M_{25}=\left\{\left\|\begin{array}{cc}
-1+2^{n-1} & 2^{n-1} \\
2^{n-1} & -1+2^{n-1}
\end{array}\right\|\right\} \text {, } \\
& M_{26}=\left\{\left\|\begin{array}{cc}
-1 & 2^{n-1} \\
2^{n-1} & -1
\end{array}\right\|\right\} \text {, } \\
& M_{27}=\left\{\left\|\begin{array}{cc}
1 & 2^{t} u \\
2^{s} v & -1
\end{array}\right\|,\left\|\begin{array}{cc}
-1 & 2^{t} u \\
2^{s} v & 1
\end{array}\right\|: s+t>n\right\} \cup
\end{aligned}
$$

$$
\begin{aligned}
& \cup\left\{\begin{array}{cc}
1+2^{n-1} & 2^{t} u \\
2^{s} v & -1+2^{n-1}
\end{array}\|,\| \begin{array}{cc}
-1+2^{n-1} & 2^{t} u \\
2^{s} v & 1+2^{n-1}
\end{array} \|: s+t=n\right\}, \\
& M_{28}=\left\{\left\|\begin{array}{cc}
1 & 2^{t} u \\
2^{s} v & -1
\end{array}\right\|,\left\|\begin{array}{cc}
-1 & 2^{t} u \\
2^{s} v & 1
\end{array}\right\|: s+t=n\right\} \cup \\
& \cup\left\{\begin{array}{cc}
\|+2^{n-1} & 2^{t} u \\
2^{s} v & -1+2^{n-1}
\end{array}\|,\| \begin{array}{cc}
-1+2^{n-1} & 2^{t} u \\
2^{s} v & 1+2^{n-1}
\end{array} \|: s+t>n\right\}, \\
& M_{29}=\left\{\left\|\begin{array}{cc}
\varepsilon+2^{t+s-1} p & 2^{t} u \\
2^{s} v & -\left(\varepsilon+2^{t+s-1} p\right)
\end{array}\right\|: x \equiv 0(\bmod 2 y), \varepsilon=1\right\} \cup \\
& \cup\left\{\left\|\begin{array}{cc}
\varepsilon+2^{t+s-1} p & 2^{t} u \\
2^{s} v & -\left(\varepsilon+2^{t+s-1} p\right)
\end{array}\right\|: x \equiv 0(\bmod 2 y), \varepsilon=-1\right\}, \\
& M_{30}=\left\{\left\|\begin{array}{cc}
\varepsilon+2^{t+s-1} p & 2^{t} u \\
2^{s} v & -\left(\varepsilon+2^{t+s-1} p\right)
\end{array}\right\|: x \equiv y(\bmod 2 y), \varepsilon=1\right\} \cup \\
& \cup\left\{\begin{array}{cc}
\varepsilon+2^{t+s-1} p & 2^{t} u \\
2^{s} v & -\left(\varepsilon+2^{t+s-1} p\right)
\end{array} \|: x \equiv y(\bmod 2 y), \varepsilon=-1\right\}, \\
& M_{31}=\left\{\left\|\begin{array}{cc}
1 & 2^{n-1} \\
2^{n-1} & 1+2^{n-1}
\end{array}\right\|,\left\|\begin{array}{cc}
1+2^{n-1} & 2^{n-1} \\
2^{n-1} & 1
\end{array}\right\|\right\} \text {, } \\
& M_{32}=\left\{\left\|\begin{array}{cc}
-1 & 2^{n-1} \\
2^{n-1} & -1+2^{n-1}
\end{array}\right\|,\left\|\begin{array}{cc}
-1+2^{n-1} & 2^{n-1} \\
2^{n-1} & -1
\end{array}\right\|\right\} \text {, } \\
& M_{33}=\left\{\left\|\begin{array}{cc}
1 & 2^{t} u \\
2^{s} v & -1+2^{n-1}
\end{array}\right\|,\left\|\begin{array}{cc}
-1+2^{n-1} & 2^{t} u \\
2^{s} v & 1
\end{array}\right\|: s+t>n\right\} \cup \\
& \cup\left\{\left\|\begin{array}{cc}
1+2^{n-1} & 2^{t} u \\
2^{s} v & -1
\end{array}\right\|,\left\|\begin{array}{cc}
-1 & 2^{t} u \\
2^{s} v & 1+2^{n-1}
\end{array}\right\|: s+t=n\right\}, \\
& M_{34}=\left\{\left\|\begin{array}{cc}
1 & 2^{t} u \\
2^{s} v & -1+2^{n-1}
\end{array}\right\|,\left\|\begin{array}{cc}
-1+2^{n-1} & 2^{t} u \\
2^{s} v & 1
\end{array}\right\|: s+t=n\right\} \cup \\
& \cup\left\{\left\|\begin{array}{rr}
1+2^{n-1} & 2^{t} u \\
2^{s} v & -1
\end{array}\right\|,\left\|\begin{array}{cc}
-1 & 2^{t} u \\
2^{s} v & 1+2^{n-1}
\end{array}\right\|: s+t>n\right\}, \\
& M_{35}=\left\{\left\|\begin{array}{cc}
\varepsilon+2^{t+s-1} p & 2^{t} u \\
2^{s} v & -\left(\varepsilon+2^{t+s-1} p\right)+2^{n-1}
\end{array}\right\|: x \equiv 0(\bmod 2 y), \varepsilon=1\right\} \\
& \cup\left\{\left\|\begin{array}{cc}
\varepsilon+2^{t+s-1} p & 2^{t} u \\
2^{s} v & -\left(\varepsilon+2^{t+s-1} p\right)+2^{n-1}
\end{array}\right\|: x \equiv y(\bmod 2 y), \varepsilon=-1\right\}, \\
& M_{36}=\left\{\left\|\begin{array}{cc}
\varepsilon+2^{t+s-1} p & 2^{t} u \\
2^{s} v & -\left(\varepsilon+2^{t+s-1} p\right)+2^{n-1}
\end{array}\right\|: x \equiv y(\bmod 2 y), \varepsilon=1\right\} \\
& \cup\left\{\left\|\begin{array}{cc}
\varepsilon+2^{t+s-1} p & 2^{t} u \\
2^{s} v & -\left(\varepsilon+2^{t+s-1} p\right)+2^{n-1}
\end{array}\right\|: x \equiv 0(\bmod 2 y), \varepsilon=-1\right\} .
\end{aligned}
$$

## C Representatives of conjugacy classes of matrices over $\mathbb{Z}_{2^{n}}$ of order 1 or 2

$$
\begin{aligned}
& A_{1}=\left\|\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right\| \in M_{3}, \quad A_{2}=\left\|\begin{array}{cc}
1+2^{n-1} & 0 \\
0 & 1+2^{n-1}
\end{array}\right\| \in M_{5}, \\
& A_{3}=\left\|\begin{array}{cc}
1 & 2^{n-1} \\
0 & 1
\end{array}\right\| \in M_{15}, \quad A_{4}=\left\|\begin{array}{cc}
1+2^{n-1} & 2^{n-1} \\
0 & 1+2^{n-1}
\end{array}\right\| \in M_{16}, \\
& A_{5}=\left\|\begin{array}{cc}
-1+2^{n} & 0 \\
0 & -1+2^{n}
\end{array}\right\| \in M_{4}, \\
& A_{6}=\left\|\begin{array}{cc}
-1+2^{n-1} & 0 \\
0 & -1+2^{n-1}
\end{array}\right\| \in M_{6}, \\
& A_{7}=\left\|\begin{array}{cc}
-1+2^{n} & 2^{n-1} \\
0 & -1+2^{n}
\end{array}\right\| \in M_{17}, \\
& A_{8}=\left\|\begin{array}{cc}
-1+2^{n-1} & 2^{n-1} \\
0 & -1+2^{n-1}
\end{array}\right\| \in M_{18}, \\
& A_{9}=\left\|\begin{array}{cc}
1 & 2^{n-1} \\
2^{n-1} & 1+2^{n-1}
\end{array}\right\| \in M_{31}, \quad A_{10}=\left\|\begin{array}{cc}
1 & 0 \\
0 & 1+2^{n-1}
\end{array}\right\| \in M_{9}, \\
& A_{11}=\left\|\begin{array}{cc}
-1+2^{n} & 2^{n-1} \\
2^{n-1} & -1+2^{n-1}
\end{array}\right\| \in M_{32}, \\
& A_{12}=\left\|\begin{array}{cc}
-1+2^{n} & 0 \\
0 & -1+2^{n-1}
\end{array}\right\| \in M_{10}, \\
& A_{13}=\left\|\begin{array}{cc}
1 & 0 \\
0 & -1+2^{n-1}
\end{array}\right\| \in M_{11}, \\
& A_{14}=\left\|\begin{array}{cc}
-1+2^{n} & 0 \\
0 & 1+2^{n-1}
\end{array}\right\| \in M_{12}, \\
& A_{15}=\left\|\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right\| \in M_{1}, \quad A_{16}=\left\|\begin{array}{cc}
1 & 0 \\
0 & -1+2^{n}
\end{array}\right\| \in M_{7}, \\
& A_{17}=\left\|\begin{array}{cc}
1+2^{n-1} & 0 \\
0 & -1+2^{n-1}
\end{array}\right\| \in M_{8} .
\end{aligned}
$$

## D Conjugacy classes of matrices of order 4

In this appendix we shall use the following abbreviations:

$$
\mathrm{Cl}=\text { Class, } \mathrm{F}=\text { Form, NoE }=\text { Number of Elements, } \mathrm{R}=\text { Row }
$$

and notations:

$$
\begin{array}{ll}
M=2^{n-(f+g)} & n 3=2^{n+1}\left(3 \cdot 2^{n-4}-n+1\right), \\
n 1=2\left(2^{n}-1\right), & n 4=(n-2) 2^{n}, \\
n 2=(n-2) 2^{n}+2, & n 5=2^{n-1}\left(3 \cdot 2^{n-2}-3 n+2\right), \\
n 6=2^{n-1}(n-2) . &
\end{array}
$$

Conjugacy classes are $\mathcal{K}_{1}-\mathcal{K}_{7}, \mathcal{K}_{8}^{3}-\mathcal{K}_{19}^{3}$, if $n=3$, and $\mathcal{K}_{1}-\mathcal{K}_{7}, \mathcal{K}_{8}-\mathcal{K}_{63}$, if $n \geqslant 4$.

| Cl | Prop. | F | Condition | NoE |
| :--- | :--- | :--- | :--- | :--- |
| $\mathcal{K}_{1}$ | 3.1 | 2 | $k=0, \quad a=-1+2^{n-1}$ | $2^{2 n-2}$ |
|  | 3.2 | 2 | $k=0, \quad a=-1+2^{n-1}$ | $2^{2 n-2}$ |
|  | 3.2 | 4 | $k=0, \quad a=-1+2^{n-1}$ | $2^{2 n-2}$ |
| $\mathcal{K}_{2}$ | 3.1 | 2 | $k=0, \quad a=1+2^{n-1}$ | $2^{2 n-2}$ |
|  | 3.2 | 2 | $k=0, \quad a=1+2^{n-1}$ | $2^{2 n-2}$ |
|  | 3.2 | 4 | $k=0, \quad a=1+2^{n-1}$ | $2^{2 n-2}$ |
| $\mathcal{K}_{3}$ | 3.1 | 2 | $k=0, \quad a=-1+2^{n}$ | $2^{2 n-2}$ |
|  | 3.2 | 2 | $k=0, \quad a=-1+2^{n}$ | $2^{2 n-2}$ |
|  | 3.2 | 4 | $k=0, \quad a=-1+2^{n}$ | $2^{2 n-2}$ |
| $\mathcal{K}_{4}$ | 3.1 | 1 |  | $2^{2 n-2}$ |
|  | 3.2 | 2 | $k=1, \quad a=1+2^{n-1}$ | $2^{2 n-2}$ |
|  | 3.2 | 4 | $k=1, \quad a=1+2^{n-1}$ | $2^{2 n-2}$ |
| $\mathcal{K}_{5}$ | 3.1 | 2 | $k=1, \quad a=-1+2^{n-1}$ | $2^{2 n-2}$ |
|  | 3.2 | 2 | $k=1, \quad a=-1+2^{n}$ | $2^{2 n-2}$ |
|  | 3.2 | 4 | $k=1, \quad a=-1+2^{n}$ | $2^{2 n-2}$ |
| $\mathcal{K}_{6}$ | 3.1 | 2 | $k=1, \quad a=1+2^{n-1}$ | $2^{2 n-2}$ |
|  | 3.2 | 1 |  | $2^{2 n-2}$ |
|  | 3.2 | 3 |  | $2^{2 n-2}$ |
| $\mathcal{K}_{7}$ | 3.1 | 2 | $k=1, \quad a=-1+2^{n}$ | $2^{2 n-2}$ |
|  | 3.2 | 2 | $k=1, \quad a=-1+2^{n-1}$ | $2^{2 n-2}$ |
|  | 3.2 | 4 | $k=1, \quad a=-1+2^{n-1}$ | $2^{2 n-2}$ |

Table 4. Matrices from Propositions 3.1 and $3.2, n \geqslant 3$

| Cl | Condition | NoE |
| :--- | :--- | :--- |
| $\mathcal{K}_{8}^{3}$ | $k=0, p \in\{1,7\}, u v \equiv 1(\bmod 4)$ | 8 |
|  | $k=0, p \in\{3,5\}, u v \equiv 3(\bmod 4)$ |  |
| $\mathcal{K}_{9}^{3}$ | $k=0, p \in\{1,7\}, u v \equiv 3(\bmod 4)$ | 8 |
|  | $k=0, p \in\{3,5\}, u v \equiv 1(\bmod 4)$ |  |
| $\mathcal{K}_{10}^{3}$ | $k=1, p \in\{1,3\}, u v \equiv 1(\bmod 4)$ | 8 |
|  | $k=1, p \in\{5,7\}, u v \equiv 3(\bmod 4)$ |  |
| $\mathcal{K}_{11}^{3}$ | $k=1, p \in\{1,3\}, u v \equiv 3(\bmod 4)$ | 8 |
|  | $k=1, p \in\{5,7\}, u v \equiv 1(\bmod 4)$ |  |

Table 5. Matrices from Proposition 3.3, $n=3$

| Cl | F | Condition | NoE |
| :--- | :--- | :--- | :--- |
| $\mathcal{K}_{12}^{3}$ | 1 | $p \in\{1,5\}, u v \equiv 0(\bmod 4)$ | 8 |
|  | 2 | $p \in\{3,7\}, u v \equiv 3(\bmod 4)$ | 4 |
| $\mathcal{K}_{13}^{3}$ | 1 | $p \in\{1,5\}, u v \equiv 1(\bmod 4)$ | 4 |
|  | 2 | $p \in\{3,7\}, u v \equiv 0(\bmod 4)$ | 8 |
| $\mathcal{K}_{14}^{3}$ | 1 | $p \in\{1,5\}, u v \equiv 2(\bmod 4)$ | 8 |
|  | 2 | $p \in\{3,7\}, u v \equiv 1(\bmod 4)$ | 4 |
| $\mathcal{K}_{15}^{3}$ | 1 | $p \in\{1,5\}, u v \equiv 3(\bmod 4)$ | 4 |
|  | 2 | $p \in\{3,7\}, u v \equiv 2(\bmod 4)$ | 8 |
| $\mathcal{K}_{16}^{3}$ | 1 | $p \in\{3,7\}, u v \equiv 0(\bmod 4)$ | 8 |
|  | 2 | $p \in\{1,5\}, u v \equiv 3(\bmod 4)$ | 4 |
| $\mathcal{K}_{17}^{3}$ | 1 | $p \in\{3,7\}, u v \equiv 1(\bmod 4)$ | 4 |
|  | 2 | $p \in\{1,5\}, u v \equiv 0(\bmod 4)$ | 8 |
| $\mathcal{K}_{18}^{3}$ | 1 | $p \in\{3,7\}, u v \equiv 2(\bmod 4)$ | 8 |
|  | 2 | $p \in\{1,5\}, u v \equiv 1(\bmod 4)$ | 4 |
| $\mathcal{K}_{19}^{3}$ | 1 | $p \in\{3,7\}, u v \equiv 3(\bmod 4)$ | 4 |
|  | 2 | $p \in\{1,5\}, u v \equiv 2(\bmod 4)$ | 8 |

Table 6. Matrices from Proposition 3.4, $n=3$

Let us denote for two next tables $u v-2^{n-(f+g)-1}+\left(\varepsilon+2^{f+g-2} p\right) p$ by $d$.

| Cl | F | R | Condition | NoE |
| :---: | :---: | :---: | :---: | :---: |
| $\mathcal{K}_{8}$ | 1 | 1 | $p \in\left\{-1+2^{n-2}, 1+3 \cdot 2^{n-2}\right\}$ | $n 1$ |
|  |  | 2 | $p \in\left\{-1+2^{n-2}, 1+3 \cdot 2^{n-2}\right\}, f+g>n$ | $n 2$ |
|  |  |  | $p \in\left\{1+2^{n-2},-1+3 \cdot 2^{n-2}\right\}, f+g=n$ |  |
|  | 2 |  | $d \equiv 2^{n-(f+g)}\left(\bmod 2^{n-(f+g)+1}\right)$ | $n 3$ |
|  | 3 |  | $p \in\left\{1,-1+2^{n}\right\}, u v \equiv-1+2^{n-3}(\bmod 4)$ | $n 4$ |
|  |  |  | $p \in\left\{ \pm 1+2^{n-1}\right\}, u v \equiv 1+2^{n-3}(\bmod 4)$ |  |
| $\mathcal{K}_{9}$ | 1 | 1 | $p \in\left\{1+2^{n-2},-1+3 \cdot 2^{n-2}\right\}$ | $n 1$ |
|  |  | 2 | $p \in\left\{1+2^{n-2},-1+3 \cdot 2^{n-2}\right\}, f+g>n$ | $n 2$ |
|  |  |  | $p \in\left\{-1+2^{n-2}, 1+3 \cdot 2^{n-2}\right\}, f+g=n$ |  |
|  | 2 |  | $d \equiv 0\left(\bmod 2^{n-(f+g)+1}\right)$ | n3 |
|  | 3 |  | $p \in\left\{1,-1+2^{n}\right\}, u v \equiv 1+2^{n-3}(\bmod 4)$ | $n 4$ |
|  |  |  | $p \in\left\{ \pm 1+2^{n-1}\right\}, u v \equiv-1+2^{n-3}(\bmod 4)$ |  |

Table 7. Matrices from Proposition 3.5, $k=0, n \geqslant 4$

| Cl | F | R | Condition | NoE |
| :---: | :---: | :---: | :---: | :---: |
| $\mathcal{K}_{10}$ | 1 | 1 | $p= \pm 1+2^{n-2}$ | $n 1$ |
|  |  | 2 | $p= \pm 1+2^{n-2}, f+g>n$ | $n 2$ |
|  |  |  | $p= \pm 1+3 \cdot 2^{n-2}, f+g=n$ |  |
|  | 2 |  | $d \equiv\left(\frac{1-\varepsilon}{2}\right) 2^{n-(f+g)}\left(\bmod 2^{n-(f+g)+1}\right)$ | n3 |
|  | 3 |  | $p \in\left\{1,-1+2^{n-1}\right\}, u v \equiv 1-2^{n-3}(\bmod 4)$ | $n 4$ |
|  |  |  | $p \in\left\{ \pm 1+2^{n-1}\right\}, u v \equiv-1-2^{n-3}(\bmod 4)$ |  |
| $\mathcal{K}_{11}$ | 1 | 1 | $p= \pm 1+3 \cdot 2^{n-2}$ | $n 1$ |
|  |  | 2 | $p= \pm 1+3 \cdot 2^{n-2}, f+g>n$ | $n 2$ |
|  |  |  | $p= \pm 1+2^{n-2}, f+g=n$ |  |
|  | 2 |  | $d \equiv\left(\frac{\varepsilon+1}{2}\right) 2^{n-(f+g)}\left(\bmod 2^{n-(f+g)+1}\right)$ | $n 3$ |
|  | 3 |  | $p \in\left\{1,-1+2^{n-1}\right\}, u v \equiv-1-2^{n-3}(\bmod 4)$ | $n 4$ |
|  |  |  | $p \in\left\{ \pm 1+2^{n-1}\right\}, u v \equiv 1-2^{n-3}(\bmod 4)$ |  |

Table 8. Matrices from Proposition 3.5, $k=1, n \geqslant 4$

| Cl | Matrix or conditions | NoE |
| :---: | :---: | :---: |
| $\mathcal{K}_{12}$ | $\left\{\left\{-1+2^{n-2}, 0\right\},\left\{0,-1+2^{n-2}\right\}\right\}=\mathcal{A}_{12}$ | 1 |
| $\mathcal{K}_{13}$ | $k=1, p=-1+2^{n-2} z,\left(q^{\prime}, r^{\prime}\right) \in\{(0,0) ;(2,0) ;(0,2)\}$ | 6 |
| $\mathcal{K}_{14}$ | $\left\{\left\{1+2^{n-2}, 0\right\},\left\{0,1+2^{n-2}\right\}\right\}=\mathcal{A}_{14}$ | 1 |
| $\mathcal{K}_{15}$ | $k=1, p=1+2^{n-2} z,\left(q^{\prime}, r^{\prime}\right) \in\{(0,0) ;(2,0) ;(0,2)\}$ | 6 |
| $\mathcal{K}_{16}$ | \{ $\left.\left\{-1+3 \cdot 2^{n-2}, 0\right\},\left\{0,-1+3 \cdot 2^{n-2}\right\}\right\}=\mathcal{A}_{16}$ | 1 |
| $\mathcal{K}_{17}$ | $\left\{\left\{1+3 \cdot 2^{n-2}, 0\right\},\left\{0,1+3 \cdot 2^{n-2}\right\}\right\}=\mathcal{A}_{17}$ | 1 |
| $\mathcal{K}_{18}$ | $k=0, p=-1+2^{n-2} z,\left\{\begin{array}{r} q^{\prime} r^{\prime} \equiv 0(\bmod 4) \\ q^{\prime} \neq r^{\prime}(\bmod 2) \end{array}\right.$ | 12 |
|  | $k=1, p \in\left\{-1+2^{n-1},-1+2^{n}\right\}, q^{\prime} r^{\prime} \equiv 3(\bmod 4)$ |  |
| $\mathcal{K}_{19}$ | $k=1, p=-1+2^{n-2} z,\left\{\begin{array}{r} q^{\prime} r^{\prime} \equiv 0(\bmod 4) \\ q^{\prime} \neq r^{\prime}(\bmod 2) \end{array}\right.$ | 12 |
|  | $k=0, p \in\left\{-1+2^{n-1},-1+2^{n}\right\}, q^{\prime} r^{\prime} \equiv 1(\bmod 4)$ |  |
| $\mathcal{K}_{20}$ | $k=0, p=1+2^{n-2} z,\left\{\begin{aligned} q^{\prime} r^{\prime} & \equiv 0(\bmod 4) \\ q^{\prime} & \neq r^{\prime}(\bmod 2) \end{aligned}\right.$ | 12 |
|  | $k=1, p \in\left\{1,1+2^{n-1}\right\}, q^{\prime} r^{\prime} \equiv 3(\bmod 4)$ |  |
| $\mathcal{K}_{21}$ | $k=1, p=1+2^{n-2} z,\left\{\begin{aligned} q^{\prime} r^{\prime} & \equiv 0(\bmod 4) \\ q^{\prime} & \neq r^{\prime}(\bmod 2) \end{aligned}\right.$ | 12 |
|  | $k=0, p \in\left\{1,1+2^{n-1}\right\}, q^{\prime} r^{\prime} \equiv 1(\bmod 4)$ |  |
| $\mathcal{K}_{22}$ | $k=0, p=-1+2^{n-2},\left(q^{\prime}, r^{\prime}\right) \in\{(2,0) ;(0,2)\}$ | 3 |
|  | $k=0, p=-1+3 \cdot 2^{n-2}, q^{\prime}=r^{\prime}=2$ |  |
| $\mathcal{K}_{23}$ | $k=0, p=1+2^{n-2},\left(q^{\prime}, r^{\prime}\right) \in\{(2,0) ;(0,2)\}$ | 3 |
|  | $k=0, p=1+3 \cdot 2^{n-2}, q^{\prime}=r^{\prime}=2$ |  |
| $\mathcal{K}_{24}$ | $k=0, p=-1+3 \cdot 2^{n-2},\left(q^{\prime}, r^{\prime}\right) \in\{(2,0) ;(0,2)\}$ | 3 |
|  | $k=0, p=-1+2^{n-2}, q^{\prime}=r^{\prime}=2$ |  |
| $\mathcal{K}_{25}$ | $k=0, p=1+3 \cdot 2^{n-2},\left(q^{\prime}, r^{\prime}\right) \in\{(2,0) ;(0,2)\}$ | 3 |
|  | $k=0, p=1+2^{n-2}, q^{\prime}=r^{\prime}=2$ |  |

Table 9. Matrices from Proposition 3.6, form 1), $n \geqslant 4$

| Cl | Matrix or conditions | NoE |
| :---: | :---: | :---: |
| $\mathcal{K}_{26}$ | $k=0, p=-1+2^{n-2} z, q^{\prime} r^{\prime} \equiv 1(\bmod 4)$ | 12 |
|  | $k=1, p \in\left\{-1+2^{n-1},-1+2^{n}\right\},\left\{\begin{array}{r} q^{\prime} r^{\prime} \equiv 0(\bmod 4) \\ q^{\prime} \neq r^{\prime}(\bmod 2) \end{array}\right.$ |  |
| $\mathcal{K}_{27}$ | $k=1, p=-1+2^{n-2} z, q^{\prime} r^{\prime} \equiv 1(\bmod 4)$ | 12 |
|  | $k=0, p \in\left\{-1+2^{n-1},-1+2^{n}\right\}, q^{\prime} r^{\prime} \equiv 2(\bmod 4)$ |  |
| $\mathcal{K}_{28}$ | $k=0, p=1+2^{n-2} z, q^{\prime} r^{\prime} \equiv 1(\bmod 4)$ | 12 |
|  | $k=1, p \in\left\{1,1+2^{n-1}\right\},\left\{\begin{array}{r} q^{\prime} r^{\prime} \equiv 0(\bmod 4) \\ q^{\prime} \neq r^{\prime}(\bmod 2) \end{array}\right.$ |  |
| $\mathcal{K}_{29}$ | $k=1, p=1+2^{n-2} z, q^{\prime} r^{\prime} \equiv 1(\bmod 4)$ | 12 |
|  | $k=0, p \in\left\{1,1+2^{n-1}\right\}, q^{\prime} r^{\prime} \equiv 2(\bmod 4)$ |  |
| $\mathcal{K}_{30}$ | $k=0, p=-1+2^{n-2} z, q^{\prime} r^{\prime} \equiv 2(\bmod 4)$ | 12 |
|  | $k=1, p \in\left\{-1+2^{n-1},-1+2^{n}\right\}, q^{\prime} r^{\prime} \equiv 1(\bmod 4)$ |  |
| $\mathcal{K}_{31}$ | $k=1, p=-1+2^{n-2} z, q^{\prime} r^{\prime} \equiv 2(\bmod 4)$ | 12 |
|  | $k=0, p \in\left\{-1+2^{n-1},-1+2^{n}\right\}, q^{\prime} r^{\prime} \equiv 3(\bmod 4)$ |  |
| $\mathcal{K}_{32}$ | $k=0, p=1+2^{n-2} z, q^{\prime} r^{\prime} \equiv 2(\bmod 4)$ | 12 |
|  | $k=1, p \in\left\{1,1+2^{n-1}\right\}, q^{\prime} r^{\prime} \equiv 1(\bmod 4)$ |  |
| $\mathcal{K}_{33}$ | $k=1, p=1+2^{n-2} z, q^{\prime} r^{\prime} \equiv 2(\bmod 4)$ | 12 |
|  | $k=0, p \in\left\{1,1+2^{n-1}\right\}, q^{\prime} r^{\prime} \equiv 3(\bmod 4)$ |  |
| $\mathcal{K}_{34}$ | $k=0, p=-1+2^{n-2} z, q^{\prime} r^{\prime} \equiv 3(\bmod 4)$ | 12 |
|  | $k=1, p \in\left\{-1+2^{n-1},-1+2^{n}\right\}, q^{\prime} r^{\prime} \equiv 2(\bmod 4)$ |  |
| $\mathcal{K}_{35}$ | $k=1, p=-1+2^{n-2} z, q^{\prime} r^{\prime} \equiv 3(\bmod 4)$ | 12 |
|  | $k=0, p \in\left\{-1+2^{n-1},-1+2^{n}\right\},\left\{\begin{array}{r} q^{\prime} r^{\prime} \equiv 0(\bmod 4) \\ q^{\prime} \neq r^{\prime}(\bmod 2) \end{array}\right.$ |  |
| $\mathcal{K}_{36}$ | $k=0, p=1+2^{n-2} z, q^{\prime} r^{\prime} \equiv 3(\bmod 4)$ | 12 |
|  | $k=1, p \in\left\{1,1+2^{n-1}\right\}, q^{\prime} r^{\prime} \equiv 2(\bmod 4)$ |  |
| $\mathcal{K}_{37}$ | $k=1, p=1+2^{n-2} z, q^{\prime} r^{\prime} \equiv 3(\bmod 4)$ | 12 |
|  | $k=0, p \in\left\{1,1+2^{n-1}\right\},\left\{\begin{array}{r} q^{\prime} r^{\prime} \equiv 0(\bmod 4) \\ q^{\prime} \neq r^{\prime}(\bmod 2) \end{array}\right.$ |  |
| $\mathcal{K}_{38}$ | $k=1, p=-1+2^{n-2} z, q^{\prime}=r^{\prime}=2$ | 2 |
| $\mathcal{K}_{39}$ | $k=1, p=1+2^{n-2} z, q^{\prime}=r^{\prime}=2$ | 2 |

Table 9 (continued). Matrices from Proposition 3.6, form 1), $n \geqslant 4$

| Cl | R | condition | NoE |
| :---: | :---: | :---: | :---: |
| $\mathcal{K}_{40}$ | 1 | $(l, p) \in\left\{(1,1),\left(3,1+3 \cdot 2^{n-2}\right)\right\}$ | 14 |
|  | 2 | $l=1, p=1, f+g=2 n-2$ | 10 |
|  |  | $l=1, p=1+2^{n-1}, f+g=2 n-3$ |  |
|  |  | $l=3, p=1+2^{n-2}, f+g=2 n-3$ |  |
|  |  | $l=3, p=1+3 \cdot 2^{n-2}, f+g=2 n-2$ |  |
| $\mathcal{K}_{41}$ | 2 | $f+g=2 n-4, u v \equiv 1(\bmod 4),$ | 8 |
|  |  | $(l, p) \in\left\{(1,1),\left(3,1+3 \cdot 2^{n-2}\right)\right\}$ |  |
|  |  | $\begin{aligned} & f+g=2 n-4, u v \equiv 3(\bmod 4) \\ & (l, p) \in\left\{\left(1,1+2^{n-1}\right),\left(3,1+2^{n-2}\right)\right\} \end{aligned}$ |  |
| $\mathcal{K}_{42}$ | 2 | $f+g=2 n-4, u v \equiv 3(\bmod 4)$, | 8 |
|  |  | $(l, p) \in\left\{(1,1),\left(3,1+3 \cdot 2^{n-2}\right)\right\}$ |  |
|  |  | $\begin{aligned} & f+g=2 n-4, u v \equiv 1(\bmod 4), \\ & (l, p) \in\left\{\left(1,1+2^{n-1}\right),\left(3,1+2^{n-2}\right)\right\} \end{aligned}$ |  |
| $\mathcal{K}_{43}$ | 1 | $(l, p) \in\left\{\left(1,1+2^{n-1}\right),\left(3,1+2^{n-2}\right)\right\}$ | 14 |
|  | 2 | $l=1, p=1, f+g=2 n-3$ | 10 |
|  |  | $l=1, p=1+2^{n-1}, f+g=2 n-2$ |  |
|  |  | $l=3, p=1+2^{n-2}, f+g=2 n-2$ |  |
|  |  | $l=3, p=1+3 \cdot 2^{n-2}, f+g=2 n-3$ |  |
| $\mathcal{K}_{44}$ | 1 | $(l, p) \in\left\{\left(1,-1+2^{n-1}\right),\left(3,-1+2^{n-2}\right)\right\}$ | 14 |
|  | 2 | $l=1, p=-1+2^{n-1}, f+g=2 n-2$ | 10 |
|  |  | $l=1, p=-1+2^{n}, f+g=2 n-3$ |  |
|  |  | $l=3, p=-1+2^{n-2}, f+g=2 n-2$ |  |
|  |  | $l=3, p=-1+3 \cdot 2^{n-2}, f+g=2 n-3$ |  |
| $\mathcal{K}_{45}$ | 2 | $f+g=2 n-4, u v \equiv 1(\bmod 4)$ | 8 |
|  |  | $(l, p) \in\left\{\left(1,-1+2^{n-1}\right),\left(3,-1+2^{n-2}\right)\right\}$ |  |
|  |  | $\begin{aligned} & f+g=2 n-4, u v \equiv 3(\bmod 4) \\ & (l, p) \in\left\{\left(1,-1+2^{n}\right),\left(3,-1+3 \cdot 2^{n-2}\right)\right\} \end{aligned}$ |  |
| $\mathcal{K}_{46}$ | 2 | $f+g=2 n-4, u v \equiv 3(\bmod 4)$, | 8 |
|  |  | $(l, p) \in\left\{\left(1,-1+2^{n-1}\right),\left(3,-1+2^{n-2}\right)\right\}$ |  |
|  |  | $\begin{aligned} & f+g=2 n-4, u v \equiv 1(\bmod 4) \\ & (l, p) \in\left\{\left(1,-1+2^{n}\right),\left(3,-1+3 \cdot 2^{n-2}\right)\right\} \end{aligned}$ |  |
| $\mathcal{K}_{47}$ | 1 | $(l, p) \in\left\{\left(1,-1+2^{n}\right),\left(3,-1+3 \cdot 2^{n-2}\right)\right\}$ | 14 |
|  | 2 | $l=1, p=-1+2^{n-1}, f+g=2 n-3$ | 10 |
|  |  | $l=1, p=-1+2^{n}, f+g=2 n-2$ |  |
|  |  | $l=3, p=-1+2^{n-2}, f+g=2 n-3$ |  |
|  |  | $l=3, p=-1+3 \cdot 2^{n-2}, f+g=2 n-2$ |  |

Table 10. Matrices from Proposition 3.6, form 2), $n \geqslant 4$

| Cl | R | condition | NoE |
| :---: | :---: | :---: | :---: |
| $\mathcal{K}_{48}$ | 1 | $(l, p) \in\left\{\left(3,-1+2^{n}\right),\left(1,-1+2^{n-2}\right)\right\}$ | 14 |
|  | 2 | $l=3, p=-1+2^{n-1}, f+g=2 n-3$ | 10 |
|  |  | $l=3, p=-1+2^{n}, f+g=2 n-2$ |  |
|  |  | $l=1, p=-1+2^{n-2}, f+g=2 n-2$ |  |
|  |  | $l=1, p=-1+3 \cdot 2^{n-2}, f+g=2 n-3$ |  |
| $\mathcal{K}_{49}$ | 2 | $f+g=2 n-4, u v \equiv 3(\bmod 4)$, | 8 |
|  |  | $(l, p) \in\left\{\left(3,-1+2^{n-1}\right),\left(1,-1+3 \cdot 2^{n-2}\right)\right\}$ |  |
|  |  | $\begin{aligned} & f+g=2 n-4, u v \equiv 1(\bmod 4), \\ & (l, p) \in\left\{\left(3,-1+2^{n}\right),\left(1,-1+2^{n-2}\right)\right\} \end{aligned}$ |  |
| $\mathcal{K}_{50}$ | 2 | $f+g=2 n-4, u v \equiv 1(\bmod 4)$, | 8 |
|  |  | $(l, p) \in\left\{\left(3,-1+2^{n-1}\right),\left(1,-1+3 \cdot 2^{n-2}\right)\right\}$ |  |
|  |  | $\begin{aligned} & f+g=2 n-4, u v \equiv 3(\bmod 4) \\ & (l, p) \in\left\{\left(3,-1+2^{n}\right),\left(1,-1+2^{n-2}\right)\right\} \end{aligned}$ |  |
| $\mathcal{K}_{51}$ | 1 | $(l, p) \in\left\{\left(3,-1+2^{n-1}\right),\left(1,-1+3 \cdot 2^{n-2}\right)\right\}$ | 14 |
|  | 2 | $l=3, p=-1+2^{n-1}, f+g=2 n-2$ | 10 |
|  |  | $l=3, p=-1+2^{n}, f+g=2 n-3$ |  |
|  |  | $l=1, p=-1+2^{n-2}, f+g=2 n-3$ |  |
|  |  | $l=1, p=-1+3 \cdot 2^{n-2}, f+g=2 n-2$ |  |
| $\mathcal{K}_{52}$ | 1 | $(l, p) \in\left\{(3,1),\left(1,1+2^{n-2}\right)\right\}$ | 14 |
|  | 2 | $l=3, p=1, f+g=2 n-2$ | 10 |
|  |  | $l=3, p=1+2^{n-1}, f+g=2 n-3$ |  |
|  |  | $l=1, p=1+2^{n-2}, f+g=2 n-2$ |  |
|  |  | $l=1, p=1+3 \cdot 2^{n-2}, f+g=2 n-3$ |  |
| $\mathcal{K}_{53}$ | 2 | $f+g=2 n-4, u v \equiv 1(\bmod 4)$, | 8 |
|  |  | $(l, p) \in\left\{(3,1),\left(1,1+2^{n-2}\right)\right\}$ |  |
|  |  | $\begin{aligned} & f+g=2 n-4, u v \equiv 3(\bmod 4) \\ & (l, p) \in\left\{\left(3,1+2^{n-1}\right),\left(1,1+3 \cdot 2^{n-2}\right)\right\} \end{aligned}$ |  |
| $\mathcal{K}_{54}$ | 2 | $f+g=2 n-4, u v \equiv 3(\bmod 4)$, | 8 |
|  |  | $(l, p) \in\left\{(3,1),\left(1,1+2^{n-2}\right)\right\}$ |  |
|  |  | $\begin{aligned} & f+g=2 n-4, u v \equiv 1(\bmod 4) \\ & (l, p) \in\left\{\left(3,1+2^{n-1}\right),\left(1,1+3 \cdot 2^{n-2}\right)\right\} \end{aligned}$ |  |
| $\mathcal{K}_{55}$ | 1 | $(l, p) \in\left\{\left(3,1+2^{n-1}\right),\left(1,1+3 \cdot 2^{n-2}\right)\right\}$ | 14 |
|  | 2 | $l=3, p=1, f+g=2 n-3$ | 10 |
|  |  | $l=3, p=1+2^{n-1}, f+g=2 n-2$ |  |
|  |  | $l=1, p=1+2^{n-2}, f+g=2 n-3$ |  |
|  |  | $l=1, p=1+3 \cdot 2^{n-2}, f+g=2 n-2$ |  |

Table 10 (continued). Matrices from Proposition 3.6, form 2), $n \geqslant 4$

APPENDIX D, continued ...

For the next table we denote expression $u v-2^{n-(f+g)-1} y+\left(\varepsilon+2^{f+g-2} p\right) p$ by $l s$.

| Cl | F | R | condition | NoE |
| :---: | :---: | :---: | :---: | :---: |
| $\mathcal{K}_{56}$ | 3) | 1 | $p \in\left\{-1+2^{n-1}, 1+2^{n-2}\right\}$ | $n 1$ |
|  |  | 2 | $p \in\left\{-1+2^{n-1}, 1+2^{n-2}\right\}, f+g>n$ | $n 2$ |
|  |  |  | $p \in\left\{-1+2^{n}, 1+3 \cdot 2^{n-2}\right\}, f+g=n$ |  |
|  | 4) |  | $\varepsilon=1, y=1, l s \equiv 2^{n-3} p(\bmod 2 M)$ | $n 5$ |
|  |  |  | $\varepsilon=-1, y=0, l s \equiv M+2^{n-3} p(\bmod 2 M)$ |  |
|  | 5) |  | $p=1, u v \equiv 1(\bmod 4)$ | $n 6$ |
|  |  |  | $p=1+2^{n-1}, u v \equiv 3(\bmod 4)$ |  |
| $\mathcal{K}_{57}$ | 3) | 1 | $p \in\left\{-1+2^{n}, 1+3 \cdot 2^{n-2}\right\}$ | $n 1$ |
|  |  | 2 | $p \in\left\{-1+2^{n-1}, 1+2^{n-2}\right\}, f+g=n$ | $n 2$ |
|  |  |  | $p \in\left\{-1+2^{n}, 1+3 \cdot 2^{n-2}\right\}, f+g>n$ |  |
|  | 4) |  | $\varepsilon=1, y=1, l s \equiv M+3 \cdot 2^{n-3} p(\bmod 2 M)$ | $n 5$ |
|  |  |  | $\varepsilon=-1, y=0, l s \equiv 3 \cdot 2^{n-3} p(\bmod 2 M)$ |  |
|  | 5) |  | $p=1, u v \equiv 3(\bmod 4)$ | $n 6$ |
|  |  |  | $p=1+2^{n-1}, u v \equiv 1(\bmod 4)$ |  |
| $\mathcal{K}_{60}$ | 3) | 1 | $p \in\left\{1,-1+3 \cdot 2^{n-2}\right\}$ | $n 1$ |
|  |  | 2 | $p \in\left\{1,-1+3 \cdot 2^{n-2}\right\}, f+g>n$ | $n 2$ |
|  |  |  | $p \in\left\{1+2^{n-1},-1+2^{n-2}\right\}, f+g=n$ |  |
|  | 4) |  | $\begin{aligned} & \varepsilon=1, y=0, l s \equiv 3 \cdot 2^{n-3} p(\bmod 2 M) \\ & \varepsilon=-1, y=1, l s \equiv-2^{n-3} p(\bmod 2 M) \end{aligned}$ | $n 5$ |
|  | 5) |  | $p=-1+2^{n-1}, u v \equiv 3(\bmod 4)$ | $n 6$ |
|  |  |  | $p=-1+2^{n}, u v \equiv 1(\bmod 4)$ |  |
| $\mathcal{K}_{61}$ | 3) | 1 | $p \in\left\{1+2^{n-1},-1+2^{n-2}\right\}$ | $n 1$ |
|  |  | 2 | $p \in\left\{1,-1+3 \cdot 2^{n-2}\right\}, f+g=n$ | $n 2$ |
|  |  |  | $p \in\left\{1+2^{n-1},-1+2^{n-2}\right\}, f+g>n$ |  |
|  | 4) |  | $\varepsilon=1, y=0, l s \equiv M+2^{n-3} p(\bmod 2 M)$ | $n 5$ |
|  |  |  | $\varepsilon=-1, y=1, l s \equiv M+2^{n-3} p(\bmod 2 M)$ |  |
|  | 5) |  | $p=-1+2^{n-1}, u v \equiv 1(\bmod 4)$ | $n 6$ |
|  |  |  | $p=-1+2^{n}, u v \equiv 3(\bmod 4)$ |  |

Table 11. Matrices described in Proposition 3.6,
forms 3), 4) and 5), $n \geqslant 4, l=3$

| Cl | F | R | condition | NoE |
| :---: | :---: | :---: | :---: | :---: |
| $\mathcal{K}_{58}$ | 3) | 1 | $p \in\left\{1,-1+2^{n-2}\right\}$ | $n 1$ |
|  |  | 2 | $p \in\left\{1,-1+2^{n-2}\right\}, f+g>n$ | $n 2$ |
|  |  |  | $p \in\left\{1+2^{n-1},-1+3 \cdot 2^{n-2}\right\}, f+g=n$ |  |
|  | 4) |  | $\varepsilon=1, y=0, l s \equiv 2^{n-3} p(\bmod 2 M)$ | $n 5$ |
|  |  |  | $\varepsilon=-1, y=1, l s \equiv M+2^{n-3} p(\bmod 2 M)$ |  |
|  | 5) |  | $p=-1+2^{n-1}, u v \equiv 1(\bmod 4)$ | $n 6$ |
|  |  |  | $p=-1+2^{n}, u v \equiv 3(\bmod 4)$ |  |
| $\mathcal{K}_{59}$ | 3) | 1 | $p \in\left\{1+2^{n},-1+3 \cdot 2^{n-2}\right\}$ | $n 1$ |
|  |  | 2 | $p \in\left\{1,-1+2^{n-2}\right\}, f+g=n$ | $n 2$ |
|  |  |  | $p \in\left\{1+2^{n-1},-1+3 \cdot 2^{n-2}\right\}, f+g>n$ |  |
|  | 4) |  | $\varepsilon=1, y=0, l s \equiv M-2^{n-3} p(\bmod 2 M)$ | $n 5$ |
|  |  |  | $\varepsilon=-1, y=1, l s \equiv-2^{n-3} p(\bmod 2 M)$ |  |
|  | 5) |  | $p=-1+2^{n-1}, u v \equiv 3(\bmod 4)$ | $n 6$ |
|  |  |  | $p=-1+2^{n}, u v \equiv 1(\bmod 4)$ |  |
| $\mathcal{K}_{62}$ | 3) | 1 | $p \in\left\{-1+2^{n}, 1+2^{n-2}\right\}$ | $n 1$ |
|  |  | 2 | $p \in\left\{-1+2^{n}, 1+2^{n-2}\right\}, f+g>n$ | $n 2$ |
|  |  |  | $p \in\left\{-1+2^{n-1}, 1+3 \cdot 2^{n-2}\right\}, f+g=n$ |  |
|  | 4) |  | $\varepsilon=1, y=1, l s \equiv 2^{n-3} p(\bmod 2 M)$ | $n 5$ |
|  |  |  | $\varepsilon=-1, y=0, l s \equiv 2^{n-3} p(\bmod 2 M)$ |  |
|  | 5) |  | $p=1, u v \equiv 1(\bmod 4)$ | $n 6$ |
|  |  |  | $p=1+2^{n-1}, u v \equiv 3(\bmod 4)$ |  |
| $\mathcal{K}_{63}$ | 3) | 1 | $p \in\left\{-1+2^{n-1}, 1+3 \cdot 2^{n-2}\right\}$ | $n 1$ |
|  |  | 2 | $p \in\left\{-1+2^{n}, 1+2^{n-2}\right\}, f+g=n$ | $n 2$ |
|  |  |  | $p \in\left\{-1+2^{n-1}, 1+3 \cdot 2^{n-2}\right\}, f+g>n$ |  |
|  | 4) |  | $\varepsilon=1, y=1, l s \equiv M-2^{n-3} p(\bmod 2 M)$ | $n 5$ |
|  |  |  | $\varepsilon=-1, y=0, l s \equiv M-2^{n-3} p(\bmod 2 M)$ |  |
|  | 5) |  | $p=1, u v \equiv 3(\bmod 4)$ | $n 6$ |
|  |  |  | $p=1+2^{n-1}, u v \equiv 1(\bmod 4)$ |  |

Table 12. Matrices described in Proposition 3.6, forms 3), 4) and 5), $n \geqslant 4, l=1$

Remark. If $f+g=3$, then $2^{n-3} \equiv 2^{n-(f+g)}\left(\bmod 2^{n-(f+g)+1}\right)$, and if $f+g \geqslant 4$, then $2^{n-3} \equiv 0\left(\bmod 2^{n-(f+g)+1}\right)$.

## E Representatives of conjugacy classes of matrices over $\mathbb{Z}_{2^{n}}$ of order 4

Representatives of conjugacy classes in the case if $n=3$ are $\mathcal{A}_{1}-\mathcal{A}_{7}$ and $\mathcal{A}_{8}^{3}-\mathcal{A}_{19}^{3}$ and in the case if $n \geqslant 4$ are $\mathcal{A}_{1}-\mathcal{A}_{7}$ and $\mathcal{A}_{8}-\mathcal{A}_{63}$. If $n \geqslant 3$

$$
\begin{array}{ll}
\mathcal{A}_{1}=\left\{\{0,1\},\left\{-1+2^{n-1}, 0\right\}\right\} & \mathcal{A}_{2}=\left\{\{0,1\},\left\{1+2^{n-1}, 0\right\}\right\} \\
\mathcal{A}_{3}=\left\{\{0,1\},\left\{-1+2^{n}, 0\right\}\right\} & \mathcal{A}_{4}=\left\{\{0,1\},\left\{1,2^{n-1}\right\}\right\} \\
\mathcal{A}_{5}=\left\{\{0,1\},\left\{-1+2^{n-1}, 2^{n-1}\right\}\right\} & \mathcal{A}_{6}=\left\{\{0,1\},\left\{1+2^{n-1}, 2^{n-1}\right\}\right\} \\
\mathcal{A}_{7}=\left\{\{0,1\},\left\{-1+2^{n}, 2^{n-1}\right\}\right\} &
\end{array}
$$

If $n=3$ :

$$
\begin{array}{lll}
\mathcal{A}_{8}^{3}=\{\{1,2\},\{2,7\}\} & \mathcal{A}_{9}^{3}=\{\{3,2\},\{2,5\}\} & \mathcal{A}_{10}^{3}=\{\{1,2\},\{2,3\}\} \\
\mathcal{A}_{11}^{3}=\{\{5,2\},\{2,7\}\} & \mathcal{A}_{12}^{3}=\{\{1,0\},\{2,1\}\} & \mathcal{A}_{13}^{3}=\{\{1,2\},\{2,1\}\} \\
\mathcal{A}_{14}^{3}=\{\{1,2\},\{4,1\}\} & \mathcal{A}_{15}^{3}=\{\{1,6\},\{2,1\}\} & \mathcal{A}_{16}^{3}=\{\{3,0\},\{2,3\}\} \\
\mathcal{A}_{17}^{3}=\{\{3,2\},\{2,3\}\} & \mathcal{A}_{18}^{3}=\{\{3,2\},\{4,3\}\} & \mathcal{A}_{19}^{3}=\{\{3,2\},\{6,3\}\}
\end{array}
$$

If $n \geqslant 4$ :

$$
\begin{aligned}
& \mathcal{A}_{8}=\left\{\left\{-1+2^{n-2}, 0\right\},\left\{0,1+3 \cdot 2^{n-2}\right\}\right\} \\
& \mathcal{A}_{9}=\left\{\left\{1+2^{n-2}, 0\right\},\left\{0,-1+3 \cdot 2^{n-2}\right\}\right\} \\
& \mathcal{A}_{10}=\left\{\left\{-1+2^{n-2}, 0\right\},\left\{0,1+2^{n-2}\right\}\right\} \\
& \mathcal{A}_{11}=\left\{\left\{-1+3 \cdot 2^{n-2}, 0\right\},\left\{0,1+3 \cdot 2^{n-2}\right\}\right\} \\
& \mathcal{A}_{12}=\left\{\left\{-1+2^{n-2}, 0\right\},\left\{0,-1+2^{n-2}\right\}\right\} \\
& \mathcal{A}_{13}=\left\{\left\{-1+2^{n-2}, 0\right\},\left\{0,-1+3 \cdot 2^{n-2}\right\}\right\} \\
& \mathcal{A}_{14}=\left\{\left\{1+2^{n-2}, 0\right\},\left\{0,1+2^{n-2}\right\}\right\} \\
& \mathcal{A}_{15}=\left\{\left\{1+2^{n-2}, 0\right\},\left\{0,1+3 \cdot 2^{n-2}\right\}\right\} \\
& \mathcal{A}_{16}=\left\{\left\{-1+3 \cdot 2^{n-2}, 0\right\},\left\{0,-1+3 \cdot 2^{n-2}\right\}\right\} \\
& \mathcal{A}_{17}=\left\{\left\{1+3 \cdot 2^{n-2}, 0\right\},\left\{0,1+3 \cdot 2^{n-2}\right\}\right\} \\
& \mathcal{A}_{18}=\left\{\left\{-1+2^{n-2}, 0\right\},\left\{2^{n-2},-1+2^{n-2}\right\}\right\} \\
& \mathcal{A}_{19}=\left\{\left\{-1+2^{n-2}, 0\right\},\left\{2^{n-2},-1+3 \cdot 2^{n-2}\right\}\right\} \\
& \mathcal{A}_{20}=\left\{\left\{1+2^{n-2}, 0\right\},\left\{2^{n-2}, 1+2^{n-2}\right\}\right\} \\
& \mathcal{A}_{21}=\left\{\left\{1+2^{n-2}, 0\right\},\left\{2^{n-2}, 1+3 \cdot 2^{n-2}\right\}\right\} \\
& \mathcal{A}_{22}=\left\{\left\{-1+2^{n-2}, 0\right\},\left\{2^{n-1},-1+2^{n-2}\right\}\right\} \\
& \mathcal{A}_{23}=\left\{\left\{1+2^{n-2}, 0\right\},\left\{2^{n-1}, 1+2^{n-2}\right\}\right\} \\
& \mathcal{A}_{24}=\left\{\left\{-1+3 \cdot 2^{n-2}, 0\right\},\left\{2^{n-1},-1+3 \cdot 2^{n-2}\right\}\right\} \\
& \mathcal{A}_{25}=\left\{\left\{1+3 \cdot 2^{n-2}, 0\right\},\left\{2^{n-1}, 1+3 \cdot 2^{n-2}\right\}\right\} \\
& \mathcal{A}_{26}=\left\{\left\{-1+2^{n}, 0\right\},\left\{2^{n-2},-1+2^{n-1}\right\}\right\} \\
& \mathcal{A}_{27}=\left\{\left\{-1+2^{n}, 2^{n-2}\right\},\left\{2^{n-1},-1+2^{n}\right\}\right\} \\
& \mathcal{A}_{28}=\left\{\{1,0\},\left\{2^{n-2}, 1+2^{n-1}\right\}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& \mathcal{A}_{29}=\left\{\left\{1,2^{n-2}\right\},\left\{2^{n-1}, 1\right\}\right\} \\
& \mathcal{A}_{30}=\left\{\left\{-1+2^{n}, 2^{n-2}\right\},\left\{2^{n-2},-1+2^{n-1}\right\}\right\} \\
& \mathcal{A}_{32}=\left\{\left\{1,2^{n-2}\right\},\left\{2^{n-2}, 1+2^{n-1}\right\}\right\} \\
& \mathcal{A}_{33}=\left\{\left\{1,2^{n-2}\right\},\left\{3 \cdot 2^{n-2}, 1\right\}\right\} \\
& \mathcal{A}_{34}=\left\{\left\{-1+2^{n}, 2^{n-2}\right\},\left\{2^{n-1},-1+2^{n-1}\right\}\right\} \\
& \mathcal{A}_{35}=\left\{\left\{-1+2^{n}, 0\right\},\left\{2^{n-2},-1+2^{n}\right\}\right\} \\
& \mathcal{A}_{36}=\left\{\left\{1,2^{n-2}\right\},\left\{2^{n-1}, 1+2^{n-1}\right\}\right\} \\
& \mathcal{A}_{37}=\left\{\{1,0\},\left\{2^{n-2}, 1\right\}\right\} \\
& \mathcal{A}_{38}=\left\{\left\{-1+2^{n-2}, 2^{n-1}\right\},\left\{2^{n-1},-1+3 \cdot 2^{n-2}\right\}\right\} \\
& \mathcal{A}_{39}=\left\{\left\{1+2^{n-2}, 2^{n-1}\right\},\left\{2^{n-1}, 1+3 \cdot 2^{n-2}\right\}\right\} \\
& \mathcal{A}_{40}=\left\{\{1,0\},\left\{0,1+3 \cdot 2^{n-2}\right\}\right\} \\
& \mathcal{A}_{41}=\left\{\left\{1,2^{n-2}\right\},\left\{2^{n-2}, 1+3 \cdot 2^{n-2}\right\}\right\} \\
& \mathcal{A}_{42}=\left\{\left\{1,2^{n-2}\right\},\left\{3 \cdot 2^{n-2}, 1+3 \cdot 2^{n-2}\right\}\right\} \\
& \mathcal{A}_{43}=\left\{\left\{1+2^{n-1}, 0\right\},\left\{0,1+2^{n-2}\right\}\right\} \\
& \mathcal{A}_{44}=\left\{\left\{-1+2^{n-1}, 0\right\},\left\{0,-1+2^{n-2}\right\}\right\} \\
& \begin{array}{l}
\mathcal{A}_{45}=\left\{\left\{-1+2^{n-1}, 2^{n-2}\right\},\left\{2^{n-2},-1+2^{n-2}\right\}\right\} \\
\mathcal{A}_{46}=\left\{\left\{-1+2^{n-1}, 2^{n-2}\right\},\left\{3 \cdot 2^{n-2},-1+2^{n-2}\right\}\right\}
\end{array} \\
& \mathcal{A}_{47}=\left\{\left\{-1+2^{n}, 0\right\},\left\{0,-1+3 \cdot 2^{n-2}\right\}\right\} \\
& \mathcal{A}_{48}=\left\{\left\{-1+2^{n-2}, 0\right\},\left\{0,-1+2^{n}\right\}\right\} \\
& \begin{array}{l}
\mathcal{A}_{49}=\left\{\left\{-1+2^{n-2}, 2^{n-2}\right\},\left\{2^{n-2},-1+2^{n}\right\}\right\} \\
\mathcal{A}_{50}=\left\{\left\{-1+2^{n-2}, 2^{n-2}\right\},\left\{3 \cdot 2^{n-2},-1+2^{n}\right\}\right\}
\end{array} \\
& \mathcal{A}_{51}=\left\{\left\{-1+3 \cdot 2^{n-2}, 0\right\},\left\{0,-1+2^{n-1}\right\}\right\} \\
& \mathcal{A}_{52}=\left\{\left\{1+2^{n-2}, 0\right\},\{0,1\}\right\} \\
& \mathcal{A}_{53}=\left\{\left\{1+2^{n-2}, 2^{n-2}\right\},\left\{2^{n-2}, 1\right\}\right\} \\
& \mathcal{A}_{54}=\left\{\left\{1+2^{n-2}, 2^{n-2}\right\},\left\{3 \cdot 2^{n-2}, 1\right\}\right\} \\
& \mathcal{A}_{55}=\left\{\left\{1+3 \cdot 2^{n-2}, 0\right\},\left\{0,1+2^{n-1}\right\}\right\} \\
& \mathcal{A}_{56}=\left\{\left\{-1+2^{n-1}, 0\right\},\left\{0,1+2^{n-2}\right\}\right\} \\
& \mathcal{A}_{57}=\left\{\left\{-1+2^{n}, 0\right\},\left\{0,1+3 \cdot 2^{n-2}\right\}\right\} \\
& \mathcal{A}_{58}=\left\{\left\{-1+2^{n-2}, 0\right\},\{0,1\}\right\} \\
& \mathcal{A}_{59}=\left\{\left\{-1+3 \cdot 2^{n-2}, 0\right\},\left\{0,1+2^{n-1}\right\}\right\} \\
& \mathcal{A}_{60}=\left\{\{1,0\},\left\{0,-1+3 \cdot 2^{n-2}\right\}\right\} \\
& \mathcal{A}_{61}=\left\{\left\{1+2^{n-1}, 0\right\},\left\{0,-1+2^{n-2}\right\}\right\} \\
& \mathcal{A}_{62}=\left\{\left\{1+2^{n-2}, 0\right\},\left\{0,-1+2^{n}\right\}\right\} \\
& \mathcal{A}_{63}=\left\{\left\{1+3 \cdot 2^{n-2}, 0\right\},\left\{0,-1+2^{n-1}\right\}\right\}
\end{aligned}
$$
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