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Introduction

Motives and aims of the thesis

Suppose S and T are two mathematical structures of the same type. Let
End(S) and End(T ) be the semigroups of all endomorphisms of S and T ,
respectively. Suppose that End(S) and End(T ) are isomorphic. What can
be said about interrelations of S and T? This problem is quite popular
in different investigations. Of course, if S and T are isomorphic, then
End(S) and End(T ) are isomorphic as well. In many cases the converse
holds also. For example, it holds for Boolean algebras [41] and Boolean
rings [18, 19]. An overview of the results on endomorphism properties of
different algebraic structures is presented in [1]. Let us give a short overview
on state of the art of this problem for semigroups and groups.

In general, considering the problem mentioned for semigroups, we can
say that a semigroup cannot be characterized by its endomorphism semi-
group in the class of all semigroups. Z. Hedrlin and J. Lambek [13] proved
that for every monoid M and every cardinal α there exist α non-isomorphic
semigroups whose endomorphism monoids are isomorphic to M . Therefore,
it is natural to choose two semigroups S and T from a certain class (or va-
riety) K of semigroups and study the interrelation between them in the
case when the senigroups End(S) and End(T ) are isomorphic. It is done
for some varieties of bands by B. M. Schein [40, 41] and M. Demlová and
V. Koubek [6]. Recall that a band is an idempotent semigroup. For ex-
ample, B. M. Schein [40] proved that the endomorphism semigroups of two
semilattices (i. e., commutative bands) S and T are isomorphic if and only
if S and T are either isomorphic or dually ordered chains. He proved also
that there exist at most four non-isomorphic normal bands (i. e., bands that
satisfy the identity xyzx = xzyx) with isomorphic endomorphism monoids.
M. Demlová and V. Koubek [6] obtained similar results for the variety of
bands defined by the identity xyx = xy and for the variety of bands defined
by the identity xyxz = xyz.

Another class of semigroups which is often investigated in the con-
text of their endomorphism semigroups is the class of Clifford semigroups.
A. H. Clifford [4] characterized the semigroups that admit relative inverses.
A semigroup S admits relative inverses if it satisfies the following condi-
tion: for each a ∈ S there exist e, b ∈ S such that ea = ae = a and
ab = ba = e. Later these semigroups were called Clifford semigroups. The
endomorphisms of various Clifford semigroups were studied in detail by
M. Samman and J. D. P. Meldrum [39]. Some characterizations of the reg-
ularity of endomorphism semigroups of Clifford semigroups are given by
S. Worawiset [43]. Seminear-rings of endomorphisms Clifford semigroups
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were studied by N. D. Gilbert and M. Samman [7]. They did it under the
assumption that a Clifford semigroup S is isomorphic to the direct product
S = G×Λ of a group G and a semilattice Λ. In this case the endomorphism
semigroups End(S) are isomorphic to the direct product End(G)×End(Λ)
of the endomorphism semigroups of G and Λ, and the problem of the recov-
erability of these Clifford semigroups by their endomorphism semigroups is
reduced to the same problem for groups.

Considering the problem of the recoverability of groups by their endo-
morphism semigroups, much more is known. We have especially diverse
information on endomorphisms of Abelian groups, because the endomor-
phisms of a Abelian group form a ring under the composition and the sum,
and, therefore, it is possible to use methods of the theory of rings. An
excellent overview of the present situation in the theory of endomorphism
rings of Abelian groups is given by P. A. Krylov, A. V. Mikhalev and
A. A. Tuganbaev in their book [15] which is based on their papers [17, 16].
In general, for a given group G there exist many groups H such that the
semigroups End(G) and End(H) are isomorphic, and, for a given Abelian
group G there exist many Abelian groups H such that their endomorphism
rings End(G) and End(H) are isomorphic. Let us give some examples.

A. L. Corner [5] proved that every countable reduced torsion-free ring
with unity is isomorphic to the endomorphism rings of countable many
countable reduced torsion-free Abelian groups. It follows that the addi-
tive group Z of integers is not determined by its endomorphism ring in the
class of all Abelian groups, although there exist classes of Abelian groups
that can be described by their endomorphism rings or endomorphism semi-
groups. For example, R. Baer [3] and I. Kaplansky [14] proved that if
endomorphism rings of two torsion Abelian groups are isomorphic then
these groups are isomorphic as well. P. Puusemp [29] generalized this re-
sult and proved that if endomorphism semigroups of two torsion Abelian
groups are isomorphic then these groups are also isomorphic. Examples of
Abelian groups which are determined by their endomorphism semigroups
in the class of all groups are finite Abelian groups [36], bounded Abelian
groups [29] and non-torsion divisible Abelian groups [27]. It follows that
the additive group Q of rational numbers is determined by its endomor-
phism semigroup in the class of all groups. The same holds for the additive
group R of real numbers. Recall that a group G is determined by its en-
domorphism semigroup in the class of all groups if G is isomorphic to H
whenever H is a group such that the semigroup End(H) is isomorphic to
the semigroup End(G). However, it is possible that an Abelian group G is
not determined by its endomorphism semigroup in the class of all groups,
there exists an Abelian group G∗ such that G is a subgroup of G∗ and G∗ is
determined by its endomorphism semigroup in the class of all groups [33].

Considering non-abelian groups, we have an information for some classes
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of finite groups. Examples of non-abelian groups that are determined by
their endomorphism semigroups in the class of all groups are for exam-
ple generalized quaternion groups [35], finite symmetric groups [34], Sylow
subgroups of finite symmetric groups [31], some wreath products groups
[32, 24], some semidirect products of finite cyclic groups [25, 26] etc. There
exist also a lot of examples of finite nonabelian groups that are not deter-
mined by their endomorphism semigroups in the class of all groups. We can
present quite simple examples of those groups. For example, the semidirect
products

G = 〈a, b | b3 = a91 = 1, b−1ab = a16〉 = 〈a〉h 〈b〉

and

H = 〈c, d | d3 = c91 = 1, d−1cd = c9〉 = 〈c〉h 〈d〉

of cyclic groups of orders 3 and 91 are non-isomorphic but their endomor-
phism semigroups are isomorphic [30]. Everything is known for all groups
of orders less than 32. Namely, P. Puusemp [22, 23, 21] proved the follow-
ing: if G is a group of order less than 32 and G∗ is a group such that the
endomorphism semigroups of G and G∗ are isomorphic, then

1) if G = 〈a, b | b3 = 1, aba = bab〉 (the binary tetrahedral group), then
G∗ ∼= G or G∗ is isomorphic to the alternating group A4 (the tetrahedral
group);

2) if G is not isomorphic to the tetrahedral group or to the binary tetrahe-
dral group, then G∗ ∼= G.

The result 2) inspired one of the main purposes of this dissertation – to
detect which non-abelian groups of order 32 = 25 are determined by their
endomorphism semigroups in the class of all groups. All groups of order 32
were described by M. Jr. Hall and J. K. Senior [12]. There exist exactly 51
non-isomorphic groups of order 32. In [12], these groups are numbered by
1, 2, . . . , 51. We shall mark these groups by G1, G2, . . . , G51, respectively.
The groups G1 − G8 are Abelian, and, therefore, are determined by their
endomorphism semigroups in the class of all groups. The groups G9 −G51

are non-abelian. In this dissertation, the posed problem is solved for groups
of order 32 which can be presented in the forms G = (C4 × C4) h C2 and
G = (C8 × C2) h C2 where C2, C4 and C8 are cyclic groups of orders 2,
4 and 8, respectively. To solve the problem for all groups of order 32,
it occured to be too labor consuming for our dissertation. However, the
method used by us is applicable for the rest of groups of this order. Groups
G = (C4 × C4) h C2 and G = (C8 × C2) h C2 are partial cases of groups
presentable in the forms (C2n × C2n) h C2 (n > 2) and (C2n+m × C2n) h
C2 (n > 3, m > 1), respectively. Therefore, in the second part of the
dissertation, the descriptions of these two classes 2-groups are given. In
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addition, the class of finite 2-groups presentable in the form (C2n×C2n)hC4

(n > 3) is described.

Outline of the thesis

This thesis consists of four chapters and appendices.

In Chapter 1, two classes of groups of order 32 are considered. In
Section 1.1 of Chapter 1, it is proved that the groups, presentable in the
form G = (C4 × C4) h C2, can be determined by their endomorphism
semigroups in the class of all groups. In Section 1.2 of Chapter 1, it is
proved that the groups, presentable in the form G = (C8 × C2) h C2, are
determined by their endomorphism semigroups in the class of all groups.

In Chapter 2, all non-isomorphic groups of order 22n+1, presentable in
the form G = (C2n × C2n) h C2 (n > 3), are described. It turns out that
there exist 17 different types of these groups. For one type of these groups,
it is given for groups of this type their characterizations by endomorphism
semigroups and shown that these groups are determined by their endomor-
phism semigroups in the class of all groups.

In Chapter 3, the groups presentable in the form (C2n × C2n) h C4

(n > 3) are described by their generators and defining relations. These
groups are divided into disjoint classes, where two groups of the same class
are isomorphic. Unfortunately, the isomorphism problem for groups of
different classes is still open.

In Chapter 4, similarly to Chapter 3, the groups presentable in the form
(C2n+m × C2n)h C2 (n > 3, m > 1) are described by their generators and
defining relations. Isomorphism problem for groups presentable in given
form is not still solved.

Main novelties of the thesis

1. A method for characterizations finite groups by their endomorphism
semigroups is presented. The method is applied to two classes of
groups of order 32 and a class of 2-groups of order 22n+1.

2. All non-isomorphic groups of order 22n+1, presentable in the form
G = (C2n × C2n)hC2, are described by their generators and defining
relations (n > 3).

3. All groups of order 22n+2, presentable in the form G = (C2n × C2n)h
C4, are described by their generators and defining relations (n > 3).
All these groups are divided into 36 (if n = 3) and 80 (if n > 4)
disjoint classes, where two groups of the same class are isomorphic.
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4. All groups of order 22n+m+1, presentable in the form G =
(C2n+m × C2n) h C2, are described by their generators and defining
relations (n > 3, m > 1).
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Notations and preliminaries
We shall use the following notations:
G a group
a, b, c, ... the elements of G
G′ the derived group of G
Z(G) the center of G
o(g) the order of an element g ∈ G
x, y, z, u, v, w

or α, β, γ, ... the maps
gx, gα the image of element g ∈ G under maps x, α
End(G) the endomorphism semigroup of G
Aut(G) the group of all automorphisms of G
Ker x the kernel of x
Im x the image of x
Cn the cyclic group of order n
H hK a semidirect product of

a normal subgroup H and a subgroup K
ĝ the inner automorphism, generated by g (hĝ = g−1hg)
I(G) the set of all idempotents of End(G)
Zn the ring of residue classes modulo n
Z∗n the set of all invertible elements of Zn
|A| the number of elements of a set A

Qn = 〈a, b | a2n = 1, a2
n−1

= b2, b−1ab = a−1〉 the generalized

quaternion group (n > 2)

[g, h] = g−1h−1gh (g, h ∈ G)

K(x) = { z ∈ End(G) | zx = xz = z } (x ∈ End(G))

J(x) = { z ∈ End(G) | zx = xz = 0 } (x ∈ End(G))

D (x) = {u ∈ Aut(G) | ux = xu = x} (x ∈ End(G))

J1(x) = { z ∈ J(x) | there exist v, w ∈ End(G)
such that vx = v, vw = z }

P (x) = { z ∈ End(G) | zx = xz = x } (x ∈ End(G))

V (x) = { z ∈ Aut(G) | zx = x } (x ∈ End(G))

W (x) = { z ∈ End(G) | xz = z } (x ∈ End(G))

H(x) = { z ∈ End(G) | xz = z, zx = 0 } (x ∈ End(G))

Remark, that if x ∈ I(G), then K(x) forms semigroup with identity.

For convenience of reference, let us state some well known facts on the
endomorphism semigroup End(G) of a group G.



Lemma 1 ([36], Lemma 1.1) If x ∈ I(G), then G = Ker x h Im x and
Im x = { g ∈ G | gx = g }.

Lemma 2 ([11], Lemma 2) If y ∈ End(G) and Im y is Abelian, then
ĝ ∈ V (x) for each g ∈ G.

Lemma 3 ([11], Lemma 3) Let x, y ∈ End(G). Then yx = x if and
only if g−1 · gy ∈ Ker x for each g ∈ G.

Lemma 4 ([36], Lemma 1.6) If x ∈ I(G), then

K(x) = { y ∈ End(G) | (Im x)y ⊂ Im x, (Ker x)y = 〈1〉 }

and K(x) is a subsemigroup with unity x of End(G) which is canonically
isomorphic to End(Im x). In this isomorphism element y of K(x) corre-
sponds to its restriction on the subgroup Im x of G.

Lemma 5 ([11], Lemma 5) If x ∈ I(G), then

J(x) = { y ∈ End(G) | (Im x)y = 〈1〉, (Ker x)y ⊂ Ker x }.

Lemma 6 ([11], Lemma 6) If x ∈ I(G), then

H(x) = { y ∈ End(G) | (Im x)y ⊂ Ker x, (Ker x)y = 〈1〉}.

Lemma 7 ([11], Lemma 7) If x ∈ I(G), then

P (x) = { y ∈ End(G) | y|Imx = 1Imx, (Ker x)y ⊂ Ker x }.

Lemma 8 ([11], Lemma 8) If x ∈ I(G), then

W (x) = { y ∈ End(G) | (Ker x)y = 〈1〉}.

Lemma 9 ([11], Lemma 9) If x, y ∈ End(G) and xy = yx, then

(Im x)y ⊂ Im x, (Ker x)y ⊂ Ker x.

Lemma 10 ([36], Theorem 4.2) Each finite Abelian group is determined
by its endomorphism semigroup in the class of all groups.
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1 A characterization of two classes
of 2-groups of order 32 by their
endomorphism semigroups

There exist exactly 51 non-isomorphic groups of order 32 (see [12]). These
groups (in [12]) are numbered by 1, 2, . . . , 51. In this chapter we shall de-
note these groups by G1, G2, . . . , G51, respectively. The groups G1 − G8

are Abelian and, therefore, are determined by their endomorphism semi-
groups in the class of all groups (Lemma 10). The groups G9 − G51 are
non-abelian. In this chapter it is proved that the groups of order 32, pre-
sentable in the forms (C4×C4)hC2 or (C8×C2)hC2, are determined by
their endomorphism semigroups in the class of all groups.

1.1 The groups presentable in the form

(C4 × C4)h C2

The results presented in this section have been published in [11].
Denote by G the set of all groups G of order 32 such that G can be

presented in the form G = (C4 × C4)h C2. By [12],

G = {G3, G14, G16, G31, G34, G39, G41}.

The group G3 is Abelian, i.e. G3 = (C4 × C4)× C2. Therefore, it is deter-
mined by its endomorphism semigroup in the class of all groups (Lemma
10). The group G14 splits into the direct product G14 = C4 × D4, where
D4 is the dihedral group of order 8. The group D4 is determined by its
endomorphism semigroup in the class of all groups ([28], Corollary 3.7).
On the other hand, if groups A and B are determined by their endomor-
phism semigroups in the class of all groups, so is their direct product A×B
([36], Theorem 1.13). Therefore, the group G14 also is determined by its
endomorphism semigroup in the class of all groups.

In this section, we shall describe all groups of the class G, except G3 and
G14, by their endomorphism semigroups (Theorems 1.1, 1.3 and 1.5). It
follows from these descriptions that each group of the class G is determined
by its endomorphism semigroup in the class of all groups (Theorems 1.2,
1.4 and 1.6).

Let us recall some properties of groups G16, G31, G34, G39, G41. All
these properties are presented in [12]. These groups are given by generators
and defining relations as follows:

G16 =
〈
a, b, c | a4 = b4 = c2 = 1, ab = ba, cb = bc, c−1ac = ab2

〉
=

= (〈a〉 × 〈b〉)h 〈c〉 = (C4 × C4)h C2,
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G31 =
〈
a, b, c | a4 = b4 = c2 = 1, ab = ba, c−1ac = b

〉
=

= (〈a〉 × 〈b〉)h 〈c〉 = (C4 × C4)h C2,

G34 =
〈
a, b, c | a4 = b4 = c2 = 1, ab = ba, c−1ac = a−1, c−1bc = b−1

〉
=

= (〈a〉 × 〈b〉)h 〈c〉 = (C4 × C4)h C2,

G39 =
〈
a, b, c | a4 = b4 = c2 = 1, ab = ba, c−1ac = ab2, c−1bc = ba2

〉
=

= (〈a〉 × 〈b〉)h 〈c〉 = (C4 × C4)h C2,

G41 =
〈
a, b, c | a4 = b4 = c2 = 1, ab = ba, c−1ac = a−1b2, c−1bc = ba2

〉
=

= (〈a〉 × 〈b〉)h 〈c〉 = (C4 × C4)h C2.

The numbers of elements of given orders (i.e., order structure), the
numbers of automorphisms and the derived groups for cited groups are
presented in the following table.

Order
Group structure Automorphisms Derived group

2 4 8

G16 7 24 28
〈
b2
〉 ∼= C2

G31 7 16 8 25
〈
a−1b

〉 ∼= C4

G34 19 12 29 · 3
〈
a2
〉
×
〈
b2
〉 ∼= C2 × C2

G39 11 20 28
〈
a2
〉
×
〈
b2
〉 ∼= C2 × C2

G41 7 24 26 · 3
〈
a2
〉
×
〈
b2
〉 ∼= C2 × C2

Table 1. Order structure, the numbers of automorphisms and the derived
groups for groups G16, G31, G34, G39 and G41.

In the next three subsections we shall characterize the groups G16, G31,
G34, G39 and G41 by their endomorphism semigroups.

1.1.1 The group G16

In this subsection, we shall characterize the group

G16 = 〈 a, b, c | a4 = b4 = c2 = 1, ab = ba, cb = bc, c−1ac = ab2 〉 =

= (〈a〉 × 〈b〉)h 〈c〉 = (C4 × C4)h C2,

by its endomorphism semigroup. The derived group of G16 is G′16 = 〈b2〉
and

G16/G
′
16 = 〈aG′16〉 × 〈bG′16〉 × 〈cG′16〉 ∼= C4 × C2 × C2.

Therefore,
G16 = 〈c, b〉h 〈a〉 = (〈b〉 × 〈c〉)h 〈a〉.

Theorem 1.1 A finite group G is isomorphic to G16 if and only if
|Aut(G)| = 28 and there exist x, y ∈ I(G) such that the following prop-
erties hold:
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10 K(x) ∼= End(C2);
20 y ∈ I(G) ∩ J(x) and K(y) ∼= End(C4);
30 |J(x) ∩ J(y)| = 2;
40 I(G) ∩ J(x) ∩ J(y) = {0};
50 |{z ∈ End(G) | xz = z, zx = zy = 0 }| = 2;
60 |{z ∈ End(G) | yz = z, zx = zy = 0 }| = 4;
70 z ∈ V (x) ∩

(
∩u∈J1(x)V (u)

)
=⇒ z2 = 1;

80 ∩z∈TK(z) = {0}, where T = {z ∈ I(G) | yz = z, zy = y, zx = 0}.

Proof. Necessity. Let G = G16. Then |Aut(G)| = 28. Denote by x and
y the projections of G onto its subgroups 〈c〉 and 〈a〉, respectively. Then
x, y ∈ I(G) and xy = yx = 0, i.e., y ∈ I(G) ∩ J(x). We shall prove that x
and y satisfy properties 10 − 80.

Lemma 4 implies properties 10 and 20. Clearly, Ker x ∩ Ker y = 〈b〉.
Hence by Lemma 5, each z ∈ J(x) ∩ J(y) maps on the generators of G as
follows

z : c 7−→ 1, a 7−→ 1, b 7−→ bi (1.1)

for some i ∈ Z4. Map (1.1) preserves the defining relations of G and is an
endomorphism of G if and only if i ≡ 0(mod 2). Hence |J(x) ∩ J(y)| = 2.
The map (1.1), where i ≡ 0(mod 2), is an idempotent of End(G) if and
only if i = 0. Therefore, I(G) ∩ J(x) ∩ J(y) = {0}. Properties 30 and 40

are proved.
Assume that z ∈ {z ∈ End(G) | xz = z, zx = zy = 0 }. Then az =

bz = 1, cz ∈ Ker x∩Ker y = 〈b〉, i.e., cz = bi for some i ∈ Z4. Since c2 = 1,
we have i ≡ 0(mod 2). Each map z for which az = bz = 1 and cz = bi, i ≡ 0
(mod 2), preserves the defining relations of G and is an endomorphism of
G such that z ∈ {z ∈ End(G) | xz = z, zx = zy = 0 }. There exist two
endomorphisms of this type. Therefore, property 50 holds.

An endomorphism z of G belongs into A = {z ∈ End(G) | yz = z, zx =
zy = 0 } if and only if (Ker y)z = 〈1〉 , Im z ⊂ Ker x ∩Ker y. Hence

z : c 7−→ 1, a 7−→ bi, b 7−→ 1 (1.2)

for some i ∈ Z4. Map (1.2) preserves the defining relations of G and is an
endomorphism of G for each i ∈ Z4. Therefore, |A| = 4 and property 60

holds.
In order to prove property 70, we find V (x). If z ∈ V (x), then, by

Lemma 3,
z : c 7−→ casbt, a 7−→ apbq, b 7−→ ambr (1.3)

for some s, t, p, q, m, r ∈ Z4. It is easy to check that map (1.3) preserves
the defining relations of G and is an endomorphism of G if and only if

s ≡ t ≡ m ≡ 0 (mod 2), p ≡ r (mod 2).
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Map (1.3) is an automorphism of G and belongs to V (x) if and only if

s ≡ t ≡ m ≡ 0 (mod 2), p ≡ r ≡ 1 (mod 2). (1.4)

Let us find J1(x) ⊂ J(x). By Lemma 5, J(x) consists of endomorphisms
u of the form

u : c 7−→ 1, a 7−→ aibj , b 7−→ akbl. (1.5)

Map (1.5) preserves the defining relations of G and belongs to J(X) if and
only if k ≡ l ≡ 0(mod 2). Let us find now under which conditions such
u belongs to J1(x), i.e., there exist endomorphisms v, w of G such that
u = vw and vx = v. Clearly, u = 0 ∈ J1(x) (choose v = w = 0). The
condition vx = v is equivalent to the inclusion Im v ⊂ Im x = 〈c〉 . It is
easy to see that the case cv = c is possible only if u = 0. Therefore, we
have to consider three endomorphisms of G which are possible candidates
for v:

v1 : c 7−→ 1, a 7−→ c, b 7−→ c,

v2 : c 7−→ 1, a 7−→ c, b 7−→ 1,

v3 : c 7−→ 1, a 7−→ 1, b 7−→ c.

In the case of v1 we have

aibj = au = av1w = cw, akbl = bu = bv1w = cw,

which imply that i = k, j = l and k ≡ l ≡ 0(mod 2). In the case of v2 we
have

aibj = au = av2w = cw, akbl = bu = bv2w = 1w = 1,

which imply that k = l = 0 and i ≡ j ≡ 0(mod 2). In the case of v3 we
have

aibj = au = av3w = 1w = 1, akbl = bu = bv3w = cw,

which imply that i = j = 0 and k ≡ l ≡ 0(mod 2). Consequently, if
u ∈ J1(x), then u is an endomorphism of G which has one of the following
forms (all these forms include u = 0):

u1 : c 7−→ 1, a 7−→ a2fb2g, b 7−→ a2fb2g,

u2 : c 7−→ 1, a 7−→ a2fb2g, b 7−→ 1,

u3 : c 7−→ 1, a 7−→ 1, b 7−→ a2fb2g,

where f, g ∈ Z2. Conversely, each uh (h = 1, 2, 3) belongs to J1(x), because
vhx = vh and uh = vhw, where

w : c 7−→ a2fb2g, a 7−→ 1, b 7−→ 1.
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Choose z ∈ V (x) such that z ∈ ∩u∈J1(x)V (u) = ∩h∈{1,2,3}V (uh). Then z
is given by (1.3), where s, t, p, q, r,m, r satisfy conditions (1.4), and zuh =
uh, i.e.,

a2fb2g = au1 = azu1 = (apbq)u1 = a2f(p+q)b2g(p+q),

1 = au3 = azu3 = (apbq)u1 = a2fqb2gq.

This implies fq ≡ gq ≡ 0(mod 2) for each f, g ∈ Z2. Hence q ≡ 0(mod 2)
and

cz2 = (cz)z =
(
casbt

)
z = cas(1+p)+mtbt(1+r)+qs = c,

az2 = (az)z = (apbq) z = (apbq)p (ambr)q = ap
2+mqbq(p+r) = a,

bz2 = (bz)z = (ambr) z = (apbq)m (ambr)r = am(p+r)br
2+mq = b,

i.e., z2 = 1. Therefore, property 70 holds.

To prove property 80, we find first the set T . Choose z ∈ T . Then

cz = c(yz) = 1, bz = b(yz) = 1, az ∈ Ker x = 〈a〉 × 〈b〉

and az = aibj for some i, j ∈ Z4. Since zy = y, we have

a = ay = a(zy) = (aibj)y = ai, i = 1,

z : c 7−→ 1, a 7−→ abj , b 7−→ 1. (1.6)

Conversely, map (1.6) preserves the defining relations of G and is an en-
domorphism of G which satisfies equalities z2 = z, yz = z, zy = y and
zx = 0. Therefore, the set T consists of maps (1.6), where j ∈ Z4. Denote
map (1.6) by zj . Then T = {zj | j ∈ Z4 } and

Ker zj = 〈b, c〉 , Im zj =
〈
abj
〉 ∼= C4.

By Lemma 4, K(zj) consists of the following maps:

zji : c 7−→ 1, b 7−→ 1, a 7−→ (abj)i = aibij ,

where i ∈ Z4. So

∩z∈TK(z) = ∩j∈Z4K(zj) = {0}.

Property 80 is proved. The necessity is proved.

Sufficiency. Let G be a finite group, |Aut(G)| = 28, and let there exist
x, y ∈ I(G) which satisfy properties 10 − 80. Our aim is to prove that
G ∼= G16.
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By Lemmas 1 and 4,

G = Ker xh Im x, K(x) ∼= End(Im x).

As each finite Abelian group is determined by its endomorphism semigroup
in the class of all groups, property 10 implies Im x ∼= C2, i.e., Im x = 〈c〉
for some element c of order 2. Similarly, by property 20, G = Ker yh Im y
and Im y = 〈a〉 for some element a of order 4. In view of Lemmas 1 and 9,
we have

G = (M h 〈a〉)h 〈c〉 , (M h 〈c〉)h 〈a〉 ,

where

M = Ker x ∩Ker y, Im x = 〈c〉 , Im y = 〈a〉 ,

Ker x = M h 〈a〉 , Ker y = M h 〈c〉 .

Therefore, G/M = 〈aM〉 × 〈cM〉 and

G′ ⊂M. (1.7)

Since Aut(G) is a 2-group, the group of inner automorphisms Ĝ ∼=
G/Z(G) is also a 2-group and hence all 2′-elements of G belong into its
center Z(G). Therefore, the group G splits into the direct product G =
G2′ ×G2 of its Hall 2′-subgroup G2′ and Sylow 2-subgroup G2. Denote by
z the projection of G onto its subgroup G2′ . Then z ∈ I(G) ∩ J(x) ∩ J(y)
and, by 40, z = 0. Hence G is 2-group.

Choose z ∈ End(G), such that xz = z, zx = zy = 0. Then (cz)2 = 1
and

Ker x
z−→ 〈1〉 , Im x = 〈c〉 z−→ 〈cz〉 ∈ Ker x ∩Ker y = M.

Conversely, if d ∈ M such that d2 = 1, then we can define the endomor-
phism z of G by setting

Ker x
z−→ 〈1〉 , Im x = 〈c〉 z−→ 〈d〉 , cz = d.

This endomorphism satisfies equalities xz = z, zx = zy = 0. Together
with property 50 it follows that the subgroup M of G has only one element
of order two. By [38], Theorem 5.46, M is cyclic or generalized quaternion
group. Similarly, by property 60, M has 4 elements d such that d4 = 1.
Since the number of elements d, d4 = 1, is greater than 4 in each generalized
quaternion group, the subgroup M is cyclic of order 2n, n > 2:

M = 〈b〉 ∼= C2n , n > 2, (1.8)

for some b ∈M .
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Choose u ∈ J1(x). By definition of J1(x), there exist v, w ∈ End(G)
such that vx = v, vw = u. Hence by Lemma 1,

Im v ⊂ Im x = 〈c〉 , Im u = Im (vw) ⊂ 〈cw〉 ,

and Im u is a cyclic group. Since Im x is also cyclic, then, due to Lemma
2, ĝ ∈ V (x) ∩

(
∩u∈J1(x)V (u)

)
for each g ∈ G. Property 70 implies that

g2 ∈ Z(G) for each g ∈ G.

Therefore, the factor-group G/Z(G) is Abelian, G′ ⊂ Z(G) and

g2 = 1 for each g ∈ G′. (1.9)

Clearly, G′ 6= 〈1〉, because otherwise G = M × 〈a〉 × 〈c〉 and the pro-
jection z of G onto its subgroup M is non-zero element which belongs to
I(G) ∩ J(x) ∩ J(y). This contradicts 40. Therefore, by (1.7)–(1.9),

G′ =
〈
b2

n−1
〉

and the factor-group G/G′ splits as follows:

G/G′ =
〈
cG′
〉
×
〈
aG′
〉
×
〈
bG′
〉 ∼= C2 × C4 × C2n−1 .

Let us consider the homomorphisms

G
ε−→ G/G′

π−→
〈
bG′
〉 αi−→ 〈b〉 ,

where ε is the natural homomorphism and π is the projection and (bG′)αi =
b2i, i ∈ Z2n−1 . The product επαi is an endomorphism of G. The number
of such endomorphisms is 2n−1 and each such endomorphism belongs to
J(x) ∩ J(y). Property 30 implies that n = 2, i.e., b4 = 1, G′ =

〈
b2
〉 ∼= C2

and G is a group of order 32.
Assume that ab 6= ba. Then

a−1b−1ab = b2, a−1b−1a = b, a−1ba = b−1,

abi · abi = a2 · a−1bia · bi = a2 (i ∈ Z4).

The set T consist of z ∈ I(G) such that yz = z, zy = y and zx = 0.
Hence

Ker z = Ker y = 〈b, c〉 , Im z ∼= Im y = 〈a〉 ,

Im z ⊂ Ker x = 〈b, a〉 = 〈b〉h 〈a〉 .

By Lemma 1, Im z ∩Ker z = 〈1〉. Therefore, Im z =
〈
abi
〉

for some i ∈ Z4

and
G = Ker z h Im z = 〈b, c〉h

〈
abi
〉
,
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bz = cz = 1, az = (abi)z = abi. (1.10)

Conversely, if z : G −→ G is given by (1.10), where i ∈ Z4, then z ∈
I(G), yz = z, zy = y and zx = 0, i.e., z ∈ T . If now z is an arbitrary
element of T and z is given by (1.10), then the endomorphism u of G, where

bu = cu = 1, au = a2,

satisfies the equalities uz = zu = u, i.e., u ∈ K(z). This means that
u ∈ ∩z∈TK(z). This contradicts property 80. Consequently,

ab = ba.

Let us consider now the commutators [a, c] and [b, c]. Since G′ =
〈
b2
〉
,

we have a−1c−1ac ∈
〈
b2
〉
, b−1c−1bc ∈

〈
b2
〉
, i.e.,

c−1ac = ab2s, c−1bc = b±1

for some s ∈ Z2. Hence four cases are possible:

I c−1ac = a, c−1bc = b;
II c−1ac = a, c−1bc = b−1;
III c−1ac = ab2, c−1bc = b;
IV c−1ac = ab2, c−1bc = b−1.

In the cases I, II and III we have G ∼= G3, G ∼= G14 and G ∼= G16,
respectively. Let us now consider case IV. Then

c−1bc = b−1, c−1(ab)c = ab2b−1 = ab.

Replacing a by ab, we see that G ∼= G14. Since

|Aut(G3)| = 29 · 3, |Aut(G14)| = 27

and |Aut(G)| = 28, we have G ∼= G16. The sufficiency is proved and so is
Theorem 1.1. �

Theorem 1.2 The group G16 is determined by its endomorphism semi-
group in the class of all groups.

Proof. Let G∗ be a group such that the endomorphism semigroups of
G∗ and G16 are isomorphic:

End(G∗) ∼= End(G16). (1.11)

Denote by z∗ the image of z ∈ End(G16) in isomorphism (1.11). Since
End(G∗) is finite, so is G∗ ([2], Theorem 2). By Theorem 1.1, |Aut(G16)| =
28 and there exist x, y ∈ I(G) satisfying properties 10 − 80 of Theorem
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1.1. These properties are formulated so that they are preserved in isomor-
phism (1.11). Therefore, |Aut(G∗)| = 28 and the idempotents x∗ and y∗

of End(G∗) satisfy properties, similar to properties 10 − 80 (it is necessary
to change everywhere z ∈ End(G16) by z∗ ∈ End(G∗)). Using now Theo-
rem 1.1 for G∗, it follows that G∗ and G16 are isomorphic. Theorem 1.2 is
proved. �

1.1.2 The group G31

In this subsection we characterize the group

G31 =
〈
a, b, c | a4 = b4 = c2 = 1, ab = ba, c−1ac = b

〉
=

= (〈a〉 × 〈b〉)h 〈c〉 = (C4 × C4)h C2

by its endomorphism semigroup. Denote d = a−1b. Then c−1dc = d−1,
c−1ac = b = ad and, replacing the letter d by b, we get

G31 =
〈
a, b, c | a4 = b4 = c2 = 1, ab = ba, c−1bc = b−1, c−1ac = ab

〉
=

= (〈a〉 × 〈b〉)h 〈c〉 = (C4 × C4)h C2 =

= (〈b〉h 〈c〉)h 〈a〉 = (C4 h C2)h C4.

The derived group of G31 is G′31 = 〈b〉 ∼= C4 and

G31/G
′
31 =

〈
aG′16

〉
×
〈
cG′16

〉 ∼= C4 × C2.

Theorem 1.3 A finite group G is isomorphic to G31 if and only if
|Aut(G)| = 25 and there exist x, y ∈ I(G) such that the following prop-
erties hold:

10 K(x) ∼= End(C2);
20 y ∈ I(G) ∩ J(x) and K(y) ∼= End(C4);
30 J(x) ∩ J(y) = {0};
40 |{z ∈ End(G) | xz = z, zx = zy = 0 }| = 2;
50 |{z ∈ End(G) | yz = z, zx = zy = 0 }| = 4;
60 |T | = 4, where T = { z ∈ I(G) | yz = z, zy = y, zx = 0 };
70 ∩z∈TK(z) = {0}.

Proof. Necessity. Let G = G31. Then |Aut(G)| = 25. Denote by x and
y the projections of G onto its subgroups 〈c〉 and 〈a〉, respectively. Then
x, y ∈ I(G) and xy = yx = 0, i.e., y ∈ I(G) ∩ J(x). We shall prove that
x and y satisfy properties 10 − 70. Lemma 4 implies properties 10 and 20.
Clearly, Ker x ∩ Ker y = 〈b〉. Hence by Lemma 5, each z ∈ J(x) ∩ J(y)
maps on the generators of G as follows

z : a 7−→ 1, c 7−→ 1, b 7−→ bi (1.12)
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for some i ∈ Z4. Map (1.12) preserves the defining relations of G and is an
endomorphism of G if and only if i = 0. Hence z = 0, i.e., J(x)∩J(y) = {0}
and property 30 holds. The proofs of properties 40 − 70 repeat exactly the
proofs of properties 50 − 80 in Theorem 1.1. The necessity is proved.

Sufficiency. Let G be a finite group, |Aut(G)| = 25 and there exist
x, y ∈ I(G) which satisfy properties 10 − 70. Our aim is to prove that
G ∼= G31.

By Lemmas 1 and 4,

G = Ker xh Im x, K(x) ∼= End(Im x).

As each finite Abelian group is determined by its endomorphism semigroup
in the class of all groups, property 10 implies Im x ∼= C2, i.e. Im x = 〈c〉
for some element c of order 2. Similarly, by property 20, G = Ker yh Im y
and Im y = 〈a〉 for some element a of order 4. In view of Lemmas 1 and 9,
we have

G = (M h 〈a〉)h 〈c〉 = (M h 〈c〉)h 〈a〉 ,

where

M = Ker x ∩Ker y, Im x = 〈c〉 , Im y = 〈a〉 ,

Ker x = M h 〈a〉 , Ker y = M h 〈c〉 .

Therefore, G/M = 〈aM〉 × 〈cM〉 and G′ ⊂M .

Since Aut(G) is 2-group, then the group of inner automorphisms Ĝ ∼=
G/Z(G) is also 2-group. Hence all 2′-elements of G belong to its center
Z(G). Therefore, the group G splits into the direct product G = G2′ ×G2

of its Hall 2′-subgroup G2′ and Sylow 2-subgroup G2. Denote by z the
projection of G onto its subgroup G2′ . Then z ∈ J(x) ∩ J(y) and, by 30,
z = 0. Hence G is 2-group.

Similarly to the proof of Theorem 1.1, properties 40 and 50 imply that

M = 〈b〉 ∼= C2n , n > 2,

for some b ∈M . Assume that M 6= G′. Then

G/G′ =
〈
bG′
〉
×
〈
aG′
〉
×
〈
cG′
〉
,
〈
bG′
〉
6∼= 〈1〉

and we can find a non-zero element z ∈ J(x) ∩ J(y):

G′z = 〈1〉 , az = cz = 1, bz = b2
n−1

.

This contradicts property 30. Therefore,

M = G′ = 〈b〉 ∼= C2n , n > 2, G/G′ =
〈
aG′
〉
×
〈
cG′
〉
. (1.13)
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Next we shall show that n = 2. In view of (1.13), c−1bc = bt and
a−1ba = bs for some t, s ≡ 1(mod 2). Hence [b, c] = bt−1 ∈

〈
b2
〉

and
[b, a] = bs−1 ∈

〈
b2
〉
. Since G′ = 〈b〉,

a−1c−1ac = [a, c] = bi

for some i ≡ 1(mod 2). As 〈b〉 =
〈
bi
〉
, we can assume that i = 1, i.e.,

c−1ac = ab.

The element a is an element of order 4. Therefore, ab is also an element of
order 4 and

ab · ab = a2 · a−1ba · b = a2bs+1,

1 = (ab)4 = a2bs+1 · a2bs+1 = a−2bs+1a2 · bs+1 =

= a−1bs(s+1)a · bs+1 = bs
2(s+1)+(s+1) = b(s+1)(s2+1). (1.14)

Choose an arbitrary k ∈ Z2n . By (1.14), we have

abk · abk = a2 · a−1bka · bk = a2bk(s+1),

(abk)4 = a2bk(s+1) · a2bk(s+1) = a−2bk(s+1)a2 · bk(s+1) =

= bk(s
2+1)(s+1) = 1.

It means that the group G splits into the semidirect product

G = 〈b, c〉h 〈abk〉

for each k ∈ Z2n . Denote by zk the projection of G onto its subgroup〈
abk
〉 ∼= C4. Then zk ∈ I(G), yzk = zk, zky = y, zkx = 0, i.e., zk ∈ T and

|T | > 2n. Property 60 implies that n = 2 and

T = { zk | k ∈ Z4 }, G′ = 〈b〉 = C4.

Assume that ab 6= ba. Then

a−1ba = b−1, abk · abk = a2 · a−1bka · bk = a2

and the endomorphism u of G, defined by

bu = cu = 1, au = (abk)u = a2 = (abk)2,

is non-zero and satisfies equalities uzk = zku = u, i.e., u ∈ K(zk). Hence
u ∈ ∩z∈TK(z). This contradicts property 70. Hence ab = ba.

Since c−1bc = bt for some t ≡ 1(mod 2), then

c−1bc = b−1 or c−1bc = b.
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If c−1bc = b, then

a = c−2ac2 = c−1(c−1ac)c = c−1abc = c−1ac · b = ab2,

i.e., b2 = 1. This contradicts the fact that the order of b is 4. Therefore,
c−1bc = b−1 and G = (〈b〉 × 〈a〉)h 〈c〉, where

a4 = b4 = c2 = 1, ab = ba, c−1bc = b−1, c−1ac = ab.

This implies that G ∼= G31. The sufficiency is proved. Theorem 1.3 is
proved. �

Theorem 1.4 The group G31 is determined by its endomorphism semi-
group in the class of all groups.

The proof of Theorem 1.4 is similar to the proof of Theorem 1.2.

1.1.3 The groups G34, G39, G41

In this subsection, we characterize the groups

G34 =
〈
a, b, c | a4 = b4 = c2 = 1, ab = ba, c−1ac = a−1, c−1bc = b−1

〉
=

= (〈a〉 × 〈b〉)h 〈c〉 = (C4 × C4)h C2,

G39 =
〈
a, b, c | a4 = b4 = c2 = 1, ab = ba, c−1ac = ab2, c−1bc = ba2

〉
=

= (〈a〉 × 〈b〉)h 〈c〉 = (C4 × C4)h C2,

G41 =
〈
a, b, c | a4 = b4 = c2 = 1, ab = ba, c−1ac = a−1b2, c−1bc = ba2

〉
=

= (〈a〉 × 〈b〉)h 〈c〉 = (C4 × C4)h C2

by their endomorphism semigroups.

Theorem 1.5 A finite group G is isomorphic to a group from the class
{G34, G39, G41} if and only if |Aut(G)| ∈ {26 · 3, 28, 29 · 3} and there
exists x ∈ I(G) such that the following properties hold:

10 K(x) ∼= End(C2);
20 |H(x)| = 4;
30 z2 = 0 for each z ∈ J(x);
40 |J1(x)| = 10;
50 there exists y ∈ J1(x) such that V (x) ∩ V (y) is a 2-group;
60 z ∈ V (x) ∩

(
∩y∈J1(x)V (y)

)
=⇒ z2 = 1;

70 |P (x)| 6= 48;
80 |W (x)| ∈ {8, 12, 20}.

Moreover,

1) if |Aut(G)| = 29 · 3, then G ∼= G34,
2) if |Aut(G)| = 28, then G ∼= G39,
3) if |Aut(G)| = 26 · 3, then G ∼= G41.
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Proof. Necessity. Assume thatG ∈ {G34, G39, G41}. In the Table 1 (see
the beginning of section 1.1) it was said that |Aut(G)| ∈ {26 · 3, 28, 29 · 3}.
Denote by x the projection of G onto its subgroup 〈c〉 of order two (see the
equalities given in the beginning of this subsection). Then

Ker x = 〈a, b〉 = 〈a〉 × 〈b〉 ∼= C4 × C4, Im x = 〈c〉 .

Prove that properties 10 − 80 are satisfied for x.
Lemma 4 implies property 10.
By Lemma 6, H(x) consists of endomorphisms y ofG such that (Im x)y ⊂

Ker x and (Ker x)y = 〈1〉, i.e., ay = by = 1, cy ∈ 〈a〉 × 〈b〉. As 〈c〉 ∼= C2,
there are exactly 4 endomorphisms y and property 20 holds.

Choose y ∈ J(x). By Lemma 5,

cy = 1, ay = aibj , by = akbl (1.15)

for some i, j, k, l ∈ Z4. Since y is an endomorphism of G, it preserves the
defining relations of G. Map (1.15) preserves the defining relations of G if
and only if

i ≡ j ≡ k ≡ l ≡ 0 (mod 2). (1.16)

Let us find y2:

cy2 = 1, ay2 = (ay)y = (aibj)y = (ay)i(by)j = ai
2+kjbij+lj = 1,

by2 = (by)y = (akbl)y = (ay)k(by)l = aik+lkbjk+l
2

= 1,

i.e., y2 = 0 and property 30 holds.
By definition, J1(x) consists of y ∈ J(x) such that vx = v and vw = y

for some v, w ∈ End(G). Each such y is given by (1.15) and (1.16). Due
to Lemma 1, Im v ⊂ Im x = 〈c〉 ∼= C2, i.e., Im y = Im (vw) ⊂ 〈cw〉 and

Im y = 〈1〉 or Im y ∼= C2. (1.17)

Clearly, each y ∈ J(x) which satisfies (1.17) belongs to J1(x). Map (1.15),
where conditions (1.16) hold, satisfies conditions (1.17) if and only if

ay = 1, 〈by〉 ∼= C2 or 〈ay〉 ∼= C2, by = 1 or ay = by.

The number of such maps is 3 + 3 + 4 = 10, i.e., property 40 holds.
Let us prove property 50. Consider the following element y of J1(x):

cy = by = 1, ay = a2.

If G = G39, then Aut(G) is a 2-group, and property 50 holds. Therefore,
assume that G = G34 or G = G41 and find V (x)∩ V (y). Choose z ∈ V (x).
By Lemma 3, z maps on generators of G as follows

cz = caibj , az = akbl, bz = ambn (1.18)
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for some i, j, k, l, m, n ∈ Z4. If G = G34, then map (1.18) preserves
the generating relations of G and is an endomorphism for each values of
parameters, but it is an automorphism, and therefore, an element of V (x)
if and only if

kn−ml ≡ 1 (mod 2). (1.19)

This z belongs to V (y) if and only if zy = y, i.e.,

c(zy) = a2i = cy = 1, a(zy) = a2k = ay = a2, b(zy) = a2m = by = 1,

or, equivalently,

i ≡ m ≡ 0 (mod 2), k ≡ 1 (mod 2). (1.20)

There exist 28 different values of i, j, k, l, m, n which satisfy conditions
(1.19) and (1.20). Hence, if G = G34, then |V (x) ∩ V (y)| = 28 and in
this case property 50 holds. If G = G41, then map (1.18) preserves the
generating relations of G and it is an endomorphism if and only if

i ≡ j ≡ 0 (mod 2), l ≡ m (mod 2), n ≡ l + k (mod 2). (1.21)

Endomorphism z is an automorphism and belongs to V (x) ∩ V (y) if and
only if conditions (1.19) and (1.20) hold. There exist 26 different values of
i, j, k, l, m, n which satisfy conditions (1.19)–(1.21). Hence, if G = G41,
then |V (x) ∩ V (y)| = 26 and the property 50 holds. Property 50 is proved.

Let us prove now property 60. Choose the following elements u and v
from J1(x):

u : c 7−→ 1, a 7−→ a2, b 7−→ 1,

v : c 7−→ 1, a 7−→ 1, b 7−→ b2.

Assume that z ∈ V (x)∩
(
∩y∈J1(x)V (y)

)
. Then z is given by (1.18) for some

i, j, k, l, m, n ∈ Z4 and

c(zu) = a2i = cu = 1, c(zv) = b2j = cv = 1, a(zu) = a2k = au = a2,

b(zu) = a2m = bu = 1, a(zv) = b2l = av = 1, b(zv) = b2n = bv = b2,

i.e.,

i ≡ j ≡ m ≡ l ≡ 0 (mod 2), k ≡ n ≡ 1 (mod 2). (1.22)

It is easy to check that under conditions (1.22) we have z2 = 1. Property
60 is proved.

In order to prove property 70, we find elements of P (x) for each three
cases. By Lemma 7, P (x) consists of maps y for which

y : c 7−→ c, a 7−→ aibj , b 7−→ akbl (1.23)
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for some i, j, k, l ∈ Z4. Map (1.23) is an endomorphism of G, and therefore,
it is an element of P (x) if and only if it preserves the generating relations
of G. If G = G34, then the map (1.23) preserves the generating relations
of G for each i, j, k, l ∈ Z4 and in this case |P (x)| = 4 · 4 · 4 · 4 = 256.
If G = G39, then the map (1.23) preserves the generating relations of G if
and only if

j ≡ k (mod 2), i ≡ l (mod 2),

and therefore, in this case |P (x)| = 4 · 2 · 4 · 2 = 64. If G = G41, then the
map (1.23) preserves the generating relations of G if and only if

j ≡ k (mod 2), l ≡ i+ j (mod 2),

and in this case |P (x)| = 4 ·4 ·2 ·2 = 64. Consequently, property 70 is true.

By Lemma 8, W (x) consists of maps y for which ay = by = 1 and cy
is an arbitrary element d of G such that d2 = 1. Hence |W (x)| = |{ d ∈
G | d2 = 1 }|. The numbers of elements of order two are given in the
Table 1 (see the beginning of section 1.1). For groups G34, G39 and G41

they are 19, 11, 7. Therefore, |W (x)| ∈ {8, 12, 20} and property 80 holds.
The necessity is proved.

Sufficiency. Let G be a finite group such that |Aut(G)| ∈ {26 ·3, 28, 29 ·
3}. Assume that there exists x ∈ I(G) which satisfies properties 10 −
80. Our aim is to prove that G is isomorphic to a group from the class
{G34, G39, G41}.

As previously, property 10 implies the semidirect product

G = Ker xh Im x, Im x = 〈c〉 ∼= C2.

By Lemma 5, J(x) consists of endomorphisms y of G such that cy = 1
and (Ker x)y ⊂ Ker x. We saw that y belongs to J1(x) if and only if it
satisfies the condition (1.17), i.e.,

J1(x) = { y ∈ End(G) | cy = 1, Ker x
y−→ Ker x, Im y = 〈d〉

for some d ∈ Ker x such that d2 = 1 }. (1.24)

By property 50, there exists y ∈ J1(x) such that V (x) ∩ V (y) is a 2-
group. In view of (1.24), Im y is Abelian. As Im x is Abelian as well,
Lemma 2 implies that G/Z(G) ∼= Ĝ ⊂ V (x) ∩ V (y). As V (x) ∩ V (y) is
a 2-group, all 2′-elements of G belong to Z(G) and hence G splits into
the direct product G = G2′ × G2 of its Hall 2′-subgroup G2′ and Sylow
2-subgroup G2. Denote by z the projection of G onto its subgroup G2′ .
Then z ∈ I(G) ∩ J(x) and, by 30, z = 0. Hence G is 2-group.
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It was shown that Im x and Im y are Abelian for each y ∈ J1(x). Hence
by Lemma 2, G/Z(G) ∼= Ĝ ⊂ V (x) ∩

(
∩y∈J1(x)V (y)

)
. Due to this and

property 60, we have

g2 ∈ Z(G) for each g ∈ G. (1.25)

Therefore, G/Z(G) is Abelian and

G′ ⊂ Z (G) , g2 = 1 for each g ∈ G′. (1.26)

By Lemma 6, |H(x)| is equal to the number of homomorphisms Im x =
〈c〉 −→ Ker x. Hence and by property 20, Ker x has three elements of order
2. Since Im x is Abelian, we have G′ ⊂ Ker x and, by (1.26),

G′ = C2n × C2m , 0 ≤ m, n ≤ 1. (1.27)

Property 40 and (1.24) imply that there exist y, z ∈ J1(x) and a, b ∈
Ker x such that

Ker x/(Ker x ∩Ker y) = 〈a · (Ker x ∩Ker y)〉 ∼= C2,

Ker x/(Ker x ∩Ker z) = 〈b · (Ker x ∩Ker z)〉 ∼= C2,

a ∈ Ker x ∩Ker z, b ∈ Ker x ∩Ker y.

Denote
N = Ker x ∩Ker y ∩Ker z.

It is obvious that under these conditions

G/N = 〈aN〉 × 〈bN〉 × 〈cN〉 ∼= C2 × C2 × C2.

Note that a2 6= 1 because otherwise G = 〈N, b, c〉h 〈a〉 and the projection
of G onto 〈a〉 is non-zero element of I(G) ∩ J(x) which contradicts 30.
Similarly, b2 6= 1 and (ab)2 6= 1.

Clearly, G′ ⊂ N because G/N is Abelian. It has been proved that Ker x
has three elements of order two. As each 2-group has the non-trivial center,
we can assume that these three elements are a0, b0 and a0b0. Therefore, we
can consider the following endomorphisms xij , yij and zij of G:

〈c, b, N〉xij = 〈1〉 , axij = ai0b
j
0,

〈c, a, N〉 yij = 〈1〉 , byij = ai0b
j
0,

〈c, ab, N〉 zij = 〈1〉 , azij = bzij = ai0b
j
0,

where i, j ∈ Z2. All these endomorphisms belong to J1(x) and the number
of them is 10. Hence, by 40,

J1(x) = {xij , yij , zij | i, j ∈ Z2 }. (1.28)
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As G/G′ is Abelian, it splits into a direct product

G/G′ =
〈
a1G

′〉× . . .× 〈arG′〉× 〈cG′〉 , 〈akG′〉 ∼= C2nk ,

where nk > 1; k = 1, . . . , r and r > 2. Consider now the following endo-
morphisms uk (k = 1, . . . , r) of G:

〈
G′, c

〉
uk = 〈1〉 , akuk =

{
a2

mk−1

k if i = k,

1 if i 6= k,

where mk is the order of ak. Clearly, these endomorphisms belong to J1(x).
In view of (1.28), r = 2 and we can assume that a = a1, b = a2, i.e.,

G/G′ =
〈
aG′
〉
×
〈
bG′
〉
×
〈
cG′
〉
. (1.29)

By (1.25), (1.27) and (1.29), the map

z : c 7−→ 1, a 7−→ a2, b 7−→ b2, G′ −→ 〈1〉 ,

can be extended to an endomorphism of G. This endomorphism belongs to
J(x). Therefore, by property 30, z2 = 0, i.e.,

a4 = b4 = 1.

Remark that
a2, b2 ∈ G′.

Indeed, if a2 6∈ G′, then G = 〈G′, b, c〉h〈a〉 and the projection of G onto its
subgroup 〈a〉 is non-zero element of I(G)∩J(x). This contradicts property
30. Hence a2 ∈ G′. Similarly, b2 ∈ G′.

If n = 0 or m = 0, then a2 = b2, G′ =
〈
a2
〉

and

(ab)2 = abab = ab2 · b−1ab = b2a2 · a−1b−1ab = b2a2 · [a, b] = [a, b].

Since (ab)2 6= 1, we have

(ab)2 = [a, b] 6= 1, [a, b] = a2,

i.e., b−1ab = a−1 and Ker x is the quaternion group Q of order 8. This
contradicts the fact that Ker x has three elements of order two. Therefore,
m = n = 1 and

G′ = C2 × C2. (1.30)

Assume that b2 = a2. Then [a, b] 6= 1 because otherwiseG = 〈G′, b, c〉h〈
a−1b

〉
and the projection of G onto

〈
a−1b

〉
is non-zero element of I(G) ∩

J(x) which contradicts 30. If [a, b] ∈ 〈a〉, then

[a, b] = a2, a−1b−1ab = a2, b−1ab = a−1
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and we have
〈a, b〉 = Q, G = (Q× 〈d〉)h 〈c〉

(d is an element of order two, d ∈ G′). If [a, b] 6∈ 〈a〉, then (ab)2 = [a, b] 6=
a2 and we can suppose from the beginning that a2 6= b2 (otherwise we can
change b to ab). Therefore, below we have to study two different cases:

I G = (Q× 〈d〉)h 〈c〉 ,
Q =

〈
a, b | a4 = 1, a2 = b2, b−1ab = a−1

〉
.

II a2 6= b2.

Case I

In this case

c−1ac = aa2idj = a±1dj , c−1bc = bb2kdl = b±1dl

for some i, j, k, l ∈ Z2 and, in view of (ab)2 = a2,

c−1(ab)c = aba2i+2kdj+l = ab(ab)2i+2kdj+l = (ab)±1dj+l.

If j = l = 0, then G = 〈a, b, c〉 × 〈d〉 and the projection of G onto 〈d〉 is
non-zero element of I(G) ∩ J(x) which contradicts 30. If j = l = 1, then
c−1(ab)c = (ab)±1 and we can change a with ab. Therefore, we can assume
that j 6= l. Suppose j = 1, l = 0 (the case j = 0, l = 1 can be studied
similarly). Consequently,

c−1ac = a±1d, c−1bc = b±1

and we have to study four cases:

A. c−1ac = ad, c−1bc = b.
B. c−1ac = ad, c−1bc = b−1.
C. c−1ac = a−1d, c−1bc = b.
D. c−1ac = a−1d, c−1bc = b−1.

Our aim is to prove that these four cases are impossible, and therefore,
the case I as well. We will use property 70. Choose z ∈ P (x). By Lemma
7, z acts on generators of G as follows:

z : c 7−→ c, d 7−→ dia2j , a 7−→ akbldm, b 7−→ anbrds (1.31)

for some i, j, m, s ∈ Z2; k, l, n, r ∈ Z4. Since a2 = b2, we can assume that
l, r ∈ {0, 1}. Map (1.31) is an endomorphism of G and belong to P (x) if
and only if it preserves the defining relations of G. Elementary calculations
show that the map (1.31) preserves the defining relations of G only in the
following cases:

A :


i = j = l = r = 0; n, k ∈ {0, 2}, m, s ∈ {0, 1};
i = r = 1; j = l = 0; n ∈ {0, 2}, k ∈ {1, 3}, m, s ∈ {0, 1};
i = l = r = 1; j = 0; n ∈ {0, 2}, k ∈ {1, 3}, m, s ∈ {0, 1};
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B :


i = j = l = r = 0; n, k ∈ {0, 2}, m, s ∈ {0, 1};
i = r = 1; j = l = 0; n ∈ {0, 2}, k ∈ {1, 3}, m, s ∈ {0, 1};
i = j = l = r = 1; n ∈ {0, 2}, k ∈ {1, 3}, m, s ∈ {0, 1};

C :


i = j = l = r = 0; n, k ∈ {0, 2}, m, s ∈ {0, 1};
i = r = 1; j = l = 0; n ∈ {0, 2}, k ∈ {1, 3}, m, s ∈ {0, 1};
i = l = r = 1; j = 0; n ∈ {0, 2}, k ∈ {1, 3}, m, s ∈ {0, 1};

D :


i = j = l = r = 0; n, k ∈ {0, 2}, m, s ∈ {0, 1};
i = r = 1; j = l = 0; n ∈ {0, 2}, k ∈ {1, 3}, m, s ∈ {0, 1};
i = j = l = r = 1; n ∈ {0, 2}, k ∈ {1, 3}, m, s ∈ {0, 1}.

In all these four cases |P (x)| = 48 which contradicts property 70. Conse-
quently, case I cannot be possible, too, and we have case II, i.e.,

a2 6= b2

and, by (1.30),
G′ =

〈
a2
〉
×
〈
b2
〉
.

Since (ab)2 = a2b2 · [a, b] and (ab)2 6= 1, we have [a, b] 6= a2b2 and
[a, b] ∈ { 1, a2, b2 }, i.e.,

ab = ba or b−1ab = a−1 or a−1ba = b−1.

As the cases b−1ab = a−1 and a−1ba = b−1 are similar, below we have to
study only the following two cases: A) b−1ab = a−1; B) ab = ba.

Case A: b−1ab = a−1.

In this case, the group G is a group of order 32 in which the group

16G10 =
〈
a, b | a4 = b4 = 1, b−1ab = a−1

〉
of order 16 is a maximal subgroup (the subindex 16 shows the order of the
given group and the subindex 10 shows the ordering number in the list of
groups of order 16 given by Hall and Senior [12]). By [12], only 14 groups
of order 32 have a maximal subgroup isomorphic to 16G10. They are

G12, G14, G15, G16, G27, G28, G29, G30, G35, G36, G37, G38, G40, G41.
(1.32)

Due to [12] again, the numbers of elements of order two in these groups are

7, 11, 3, 7, 11, 3, 3, 3, 3, 15, 7, 11, 3, 7. (1.33)

respectively. By Lemmas 1 and 8,

|W (x)| = |Hom(Im x, G)| = |Hom(〈c〉 , G)|,
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i.e., |W (x)| − 1 is the number of elements of order two in G. In view of
property 80, the number of elements of order two of G is 7 or 11 or 19.
Hence, by (1.32) and (1.33), G is one of following groups:

G12, G14, G16, G27, G37, G38, G41. (1.34)

By [12], the numbers of automorphisms of groups (1.34) are

29, 27, 28, 26, 27, 27, 26 · 3

respectively. Therefore, G ∈ {G16, G41}. Since G′16
∼= C2, G = G41. It

means that case A is impossible.

Case B: ab = ba. Assume that ab = ba. Then

G = (〈a〉 × 〈b〉)h 〈c〉 , G′ =
〈
a2
〉
×
〈
b2
〉 ∼= C2 × C2.

By [12], only certain number of non-abelian groups of order 32 have a
maximal subgroup isomorphic to C4 × C4. These groups are

G14, G15, G16, G19, G21, G31, G34, G35, G39, G40, G41. (1.35)

Among groups (1.35) only 5 groups have a derived group isomorphic to
C2 × C2 and those groups are

G34, G35, G39, G40, G41. (1.36)

Among groups (1.36) only the groups G34, G39 and G41 are isomorphic to
a semidirect product (C4 × C4) h C2. Therefore, G is one of the groups
G34, G39 and G41. The sufficiency is proved and so is Theorem 1.5. �

Theorem 1.6 The groups G34, G39 and G41 are determined by their en-
domorphism semigroups in the class of all groups.

The proof of Theorem 1.6 is similar to that of Theorem 1.2.

1.2 The groups presentable in the form

(C8 × C2)h C2

The results presented in this section have been published in [8].
By [12], the groups G of order 32 such that presentable in the form

G = (C8 × C2)h C2, are G4, G17, G20, G26 and G27, i.e., the groups

G4 = C8 × C2 × C2,

G17 =
〈
a, b, c | a8 = b2 = c2 = 1, ab = ba, ac = ca, c−1bc = ba4

〉
,
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G20 =
〈
a, b, c | a8 = b2 = c2 = 1, ab = ba, bc = cb, c−1ac = ab

〉
,

G26 =
〈
a, b, c | a8 = b2 = c2 = 1, ab = ba, c−1ac = a−1, c−1bc = a4b

〉
,

G27 =
〈
a, b, c | a8 = b2 = c2 = 1, ab = ba, bc = cb, c−1ac = a−1b

〉
.

The group G4 is Abelian and, therefore, it is determined by its endomor-
phism semigroup in the class of all groups (Lemma 10). The group G26

can be presented in the form G26 = 〈a, d〉 h 〈c〉 and 〈a, d〉 ∼= Q3, where
d = cba6 and Q3 is a generalized quaternion group of order 16. Semidirect
products Qn h C2, n > 3, were investigated in [20]. It was proved that
they are determined by their endomorphism semigroups in the class of all
groups. In this section we shall describe the groups G17, G20 and G27, by
their endomorphism semigroups (theorems 1.7, 1.9 and 1.11). From these
descriptions follows that these groups also are determined by their endo-
morphism semigroups in the class of all groups (theorems 1.8, 1.10 and
1.12).

1.2.1 The group G17

In this subsection, we shall characterize the group

G17 =
〈
a, b, c | a8 = b2 = c2 = 1, ab = ba, ac = ca, c−1bc = ba4

〉
=

= (〈a〉 × 〈b〉)h 〈c〉 = (〈a〉 × 〈c〉)h 〈b〉

by its endomorphism semigroup.

Theorem 1.7 A finite group G is isomorphic to the group G17 if and only
if there exist x, y ∈ I(G) which satisfy the following properties:

10 K(x) ∼= K(y) ∼= End(C2); 20 xy = yx = 0; 30 V (x) is a 2-group;
40 I(G) ∩ J(x) ∩ J(y) = {0}; 50 |J(x) ∩ J(y)| = 4;
60 |{ z ∈ End(G) | xz = z, zx = zy = 0 }| = 2;
70 there exists z ∈ J(x) ∩ J(y) such that z2 6= 0 and z3 = 0;
80 { z ∈ I(G) | zx = xz = x, zy = yz = y } = {1}.

Proof. Necessity. Let G = G17. Denote by x and y the projections
of G onto its subgroups 〈c〉 and 〈b〉. Then x, y ∈ I (G), and, similarly to
Theorems 1.1, 1.3 and 1.5, direct calculations show that x and y satisfy
properties 10–80.

Sufficiency. Assume that G is a finite group and x, y ∈ I(G) such that
properties 10 − 80 hold. By property 20, G splits up as follows

G = ((Ker x ∩Ker y)h Im x)h Im y = (Ker x ∩Ker y)h Im y)h Im x.

By property 10, K(x) ∼= End(Imx) ∼= End(C2). Similarly, End(Im y) ∼=
End(C2). As each finite Abelian group is determined by its endomorphism
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semigroup in the class of all groups, we have Im x ∼= Im y ∼= C2, i.e.,
Im x = 〈c〉 and Im y = 〈b〉 for some elements c, b ∈ G of order 2. Hence

G = (M h 〈c〉)h 〈b〉 = (M h 〈b〉)h 〈c〉 ,

where M = Ker x ∩Ker y and c2 = b2 = 1.
Assume that g ∈ G is a 2′-element of G. Then g ∈M . Since Im x = 〈c〉

is Abelian, ĝ ∈ V (x) and ĝ is a 2′-element. Property 30 implies that ĝ = 1,
i.e., g ∈ Z(G). Therefore, all 2′-elements of G contain in the center Z(G)
of G and G splits up into the direct product G = G2′ × G2 of its Hall
2
′
-subgroup G2′ and Sylow 2-subgroup G2. Denote by z the projection of

G onto its subgroup G2′ . Clearly, z ∈ I(G) ∩ J(x) ∩ J(y). Property 40

implies z = 0, i.e., G2′ = 〈1〉 and G is a 2-group.
Basing on property 70, subgroup M of G is non-trivial. Choose an

element d ∈ M of order 2. There exist two endomorphisms z0 and z1 of
G such that czi = di and Mzi = 〈1〉 , bzi = 1. These endomorphisms
satisfy equalities xzi = zi, zix = ziy = 0. Therefore, by property 60, the
subgroup M of G contains only one element of order 2 and hence is cyclic
or a generalized quaternion group ([37], Theorem 5.3.6). Since a product of
two proper endomorphisms of a generalized quaternion group is equal to 0
([35], Theorem 14), property 70 implies that M is a cyclic subgroup of G,
i.e., M = 〈a〉 ∼= C2n , and n > 2.

Let us show that n = 3. Clearly, G
′ ⊂ M = 〈a〉. Assume that

G
′

=
〈
a2

m〉
. Choose z ∈ J(x) ∩ J(y). Then Im z ⊂ 〈a〉 and Im z is

Abelian. Hence G
′ ⊂ Ker z and z can be presented as a product of follow-

ing homomorphisms:

G
ε−→ G/G

′
=
〈
aG
′
〉
×
〈
bG
′
〉
×
〈
cG
′
〉

π−→
〈
aG
′
〉

τ−→ 〈a〉 ,

where ε is the natural homomorphism, π is a projection and (aG
′
)τ = az.

Conversely, each such product of homomorphisms belongs to J(x) ∩ J(y).
Hence property 50 implies G

′
=
〈
a4
〉

and az = ai2
n−2

for some i ∈ Z4. By
property 70, there exists i ∈ Z4 such that z2 6= 0 and z3 = 0. For such z
we have

az2 = ai
222n−4 6= 1, az3 = ai

323n−6
= 1.

This implies that i ≡ 1 (mod 2), 2n− 4 < n and 3n− 6 > n, i.e., n = 3.
We have already proved that M = 〈a〉 ∼= C8 and G

′
=
〈
a4
〉 ∼= C2. Note

that bc 6= cb. Indeed, if bc = cb, then the map z : G −→ G, where bz =
b, cz = c and Mz = 〈1〉, can be uniquely extended to an endomorphism
of G such that x = zx = x, zy = yz = y and z 6= 1. This contradicts
property 80. Therefore, bc 6= cb and [b, c] = a4, i.e.,

c−1bc = ba4.
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In order to prove that G ∼= G17, we consider two possible cases: ab = ba
or ab 6= ba.

Assume that ab = ba. If ac = ca, then the elements a, b, c satisfy the
generating relations of G17 and, therefore, G ∼= G17. Suppose now that
ac 6= ca. Then [a, c] = a4, i.e., c−1ac = a5. Denote ã = ab. Then ã is an
element of order 8 of G, G = 〈ã, b, c〉, ãb = bã and

c−1ãc = c−1abc = c−1ac · c−1bc = a5ba4 = ab = ã, ãc = cã.

Hence the elements ã, b, c satisfy the generating relations of G17 and G ∼=
G17.

Assume now that ab 6= ba. Then [a, b] = a4 and b−1ab = a5. Denote
ā = ac. Then ā2 = acac = a2[a, c] = a2a4i for some i ∈ Z2, ā

4 = a4 and
therefore, ā is an element of order 8. In addition,

āb = acb = a · c−1bc · c = a · ba4 · c = b · b−1ab · a4c = ba5a4c = bac = bā.

Similarly to the case ab = ba (take instead a the element ā), we obtain that
G ∼= G17. Theorem 1.7 is proved. �

Theorem 1.8 The group G17 is determined by its endomorphism semi-
group in the class of all groups.

The proof of Theorem 1.8 is similar to that of Theorem 1.2.

1.2.2 The group G20

In this subsection we shall characterize the group

G20 =
〈
a, b, c | a8 = b2 = c2 = 1, ab = ba, bc = cb, c−1ac = ab

〉
=

= (〈a〉 × 〈b〉)h 〈c〉 = (〈b〉 × 〈c〉)h 〈a〉 ,

by its endomorphism semigroup.

Theorem 1.9 A finite group G is isomorphic to the group G20 if and only
if Aut(G) is a 2-group and there exist x, y ∈ I(G) which satisfy the follow-
ing properties:

10 K(x) ∼= End(C2); 20 K(y) ∼= End(C8); 30 xy = yx = 0;
40 J(x) ∩ J(y) = {0}; 50 |{ z ∈ End(G) | yz = z, zx = zy = 0 }| = 2.

Proof. Necessity. Let G = G20. By [12], |Aut(G20)| = 26. Denote by
x and y the projections of G onto its subgroups 〈c〉 and 〈a〉, respectively.
Then x, y ∈ I (G), and, similarly to Theorems 1.1, 1.3 and 1.5, direct
calculations show that x and y satisfy properties 10–50.
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Sufficiency. Assume that G is a finite group, Aut(G) is a 2-group and
x, y ∈ I(G) such that properties 10 − 50 hold. Similarly to the proof of
theorem 1.7, properties 10 − 40 imply that G is a 2-group such that

G = (M h 〈c〉)h 〈b〉 = (M h 〈b〉)h 〈c〉 ,

where

M = Ker x ∩Ker y, Im x = 〈c〉 ∼= C2, Im y = 〈a〉 ∼= C8.

Hence G/M = 〈aM〉 × 〈cM〉 ∼= C8 × C2 and an endomorphism z of G
which satisfies equalities yz = z and zx = zy = 0 is a product z = επτ of
the natural homomorphism G

ε−→ G/M , the projection G/M
π−→ 〈aM〉

and a homomorphism 〈aM〉 τ−→ M . Conversely, for each homomorphism
〈aM〉 τ−→ M the endomorphism z = επτ of G satisfies equalities yz = z
and zx = zy = 0. By property 50 it follows that the subgroup M of G
has only one element of order 2 and does not contain an element of order
4. Therefore, by [37], Theorem 5.3.6, M is a cyclic group of order 2, i.e.,
M = 〈b〉 ∼= C2 for an element b of G. Since M is an invariant subgroup of
G, we have ba = ab and cb = bc.

The elements a and b do not commute. Indeed, if ac = ca, then G =
〈b〉 × 〈a〉 × 〈c〉 and the projection z of G onto 〈b〉 belongs to J(x) ∩ J(y)
which contradicts property 40. Therefore, ac 6= ca, [c, a] = c−1a−1ca ∈
M = 〈b〉 ∼= C2, i.e., c−1a−1ca = b and c−1ac = ab. So it follows that the
elements a, b and c of G satisfy the generating relations of the group G20.
Consequently, G ∼= G20. Theorem 1.9 is proved. �

Theorem 1.10 The group G20 is determined by its endomorphism semi-
group in the class of all groups.

The proof of Theorem 1.10 is similar to the proof of Theorem 1.2.

1.2.3 The group G27

In this subsection, we shall characterize the group

G27 =
〈
a, b, c | a8 = b2 = c2 = 1, ab = ba, bc = cb, c−1ac = a−1b

〉
=

= (〈a〉 × 〈b〉)h 〈c〉 ∼= (C8 × C2)h C2

by its endomorphism semigroup.

Theorem 1.11 A finite group G is isomorphic to the group G27 if and
only if there exists x ∈ I(G) which satisfies the following properties:

10 K(x) ∼= End(C2); 20 J(x) ∩ I(G) = {0}; 30 |J(x)| = 8;
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40 |H(x)| = 4; 50 V (x) is a 2-group;
60 |{y ∈ I(G) | xy = y, yx = x}| = 8;
70 there exists z ∈ H(x) such that z · J(x) 6= {0};
80 if z ∈ V (x), v ∈ H(x) and u ∈ End(G) such that xu = 0 and ux = u,
then uvz = uv.

Proof. Necessity. Let G = G27. Denote by x the projection of G onto its
subgroup 〈c〉. Then x ∈ I(G) and direct calculations show that x satisfies
properties 10–80.

Sufficiency. Assume that G is a finite group and x ∈ I(G) such that
properties 10 − 80 hold. Similarly to the proof of theorem 1.7, properties
10, 20 and 50 imply that G is a 2-group such that

G = Ker xh Im x, Im x = 〈c〉 ∼= C2.

By Lemma 6 there exists an one-to-one correspondence between H(x)
and Hom(Imx, Ker x). Hence by property 40, Ker(x) has 3 elements of
order 2. Since G is a 2-group, one of these belongs to the center of G.
Denote it by b0. Let a0 be an element of order 2 in Ker x different from b0.
Then b0a0 is the third element of order 2 in Ker x.

Since Im x is Abelian and J(x) 6= {0}, we have G
′ ⊂ Ker x and

G/G
′

= 〈a1G
′〉 × . . .× 〈akG

′〉 × 〈cG′〉

for some k > 1 (ai ∈ Ker x \ G′). Then επτ ∈ J(x), where G
ε→ G/G

′
is

the natural homomorphism, G/G
′ π−→ 〈aiG

′〉 is a projection and (aiG
′
)τ =

as0b
t
0 (s, t ∈ Z2). By property 30, k = 1, i.e., Ker x/G

′
= 〈a1G

′〉. Using
again property 30 and elements a0, b0, it is easy to check that 〈a1G

′〉 ∼= C4

and
z ∈ J(x) =⇒ G

′ ⊂ Ker z. (1.37)

Therefore,
G/G

′
= 〈aG′〉 × 〈cG′〉 ∼= C4 × C2

(a = a1). Note that a4 6= 1, because otherwise the product of the natu-
ral homomorphism G −→ G/G

′
, the projection G/G

′ −→ 〈aG′〉 and the
isomorphism 〈aG′〉 ∼= 〈a〉 is a non-zero element in J(x) ∩ I(G) which con-
tradicts property 20.

Property 70, Lemmas 6, 5 and condition (1.37) imply that Ker x\G′ =
〈a, G′〉 \ G′ contains an element of order 2. Denote this element by b.
Therefore, b ∈ 〈a, G′〉 \ G′ , b2 = 1, b ∈ {a0, b0, a0b0}. Since G

′
has an

element of order 2 and Ker x has 3 elements of order 2, G
′

has only one
element of order 2. Hence G

′
is cyclic or a generalized quaternion group.

If G
′

is a generalized quaternion group, then it has at least 6 elements of
order 4 and, therefore, we can construct more than 8 endomorphisms which
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belong to J(x). This contradicts property 30. Consequently, G
′

is a cyclic
group and

G
′

= 〈d〉 ∼= C2m , a
4 ∈ G′ , a4 6= 1.

Clearly, a4 ∈ 〈d2〉, because otherwise 〈a4〉 = 〈d〉, Ker x = 〈a〉 and this
contradicts to the fact that Ker x has three elements of order 2. It follows
also from here that o(d) > 4.

Let us prove that each element h ∈ Ker x of order 2 belongs to the
center Z(G) of G. The maps u and v, where

cu = 1, G
′
u = 〈1〉, au = c, (Ker x)v = 〈1〉, cv = h,

can be extended to endomorphisms of G such that v ∈ H(x), xu = 0 and
ux = u. Denote z = uv. Choose an arbitrary element g ∈ G. Since Im x is
Abelian, ĝ ∈ V (x). Hence z and y = ĝ satisfy to the conditions of property
80. Therefore, zy = z, zĝ = z. Since Im z = 〈h〉, we have hĝ = h, i.e.,
hg = gh and h ∈ Z(G). Particularly, b ∈ Z(G) and ab = ba.

Due to a4 6= 1, we have b 6∈ 〈a〉 and hence

〈a, b〉 = 〈a〉 × 〈b〉.

Therefore, all 8 elements of J(x) can be obtained as products επτij , where

G
ε−→ G/G

′
= 〈aG′〉×〈cG′〉 is the natural homomorphism, G/G

′ π−→ 〈aG′〉
is a projection and (aG

′
)τij = ai·o(a)/4bj (i ∈ Z4, j ∈ Z2).

Denote N = 〈d2〉 and M = 〈a2, N〉. Then N and M are normal
subgroups of G. Since a4 ∈ 〈d2〉, we have Ker x/N = 〈aN〉 × 〈dN〉 ∼=
C4 × C2,

Ker x/M = 〈aM〉 × 〈dM〉 ∼= C2 × C2,

G/M = (〈aM〉 × 〈dM〉)h 〈cM〉 ∼= (C2 × C2)h C2.

If cM · aM = aM · cM , then we have G/M = 〈aM〉 × 〈dM〉 × 〈cM〉 and
the endomorphism z of G defined by Mz = 〈1〉, az = cz = 1, dz = b, is an
element of J(x) which does not have the form showed above. Therefore,
cM · aM 6= aM · cM , [a, c] 6∈M = 〈a2, d2〉, 〈[a, c]〉 = 〈d〉 = G

′
and we can

assume that [a, c] = d, i.e.,
c−1ac = ad

and a−1ca = [a, c]c = dc, dc · dc = a−1c2a = 1, c−1dc = d−1. Hence for
each integer i, the element cdi of G is an element of order 2: cdi · cdi =
c−1dic · di = d−idi = 1.

Let us define for each integer i an endomorphism zi of G as follows:

(Ker x)zi = 〈1〉, czi = cdi.

Define z ∈ End(G) by (Ker x)z = 〈1〉, cz = cb. Then z 6= zi and

z, zi ∈ {y ∈ I(G) | xy = y, yx = x}. (1.38)
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By property 60, o(d) > 4 and (1.38), we have o(d) = 4. Therefore,
|Ker x| = 16, o(a) = 8, |〈a〉 × 〈b〉 | = 16 and

Ker x = 〈a〉 × 〈b〉 ∼= C8 × C2.

Let us prove now that G ∼= G27. By construction, b = a2di for some
i ∈ Z4. Since 1 = b2 = a4d2i = d2d2i = d2(i+1), we have i ≡ 1 (mod 2),
i.e., i ∈ {1, 3}. If i = 1, then d = ba−2, c−1ac = ad = a−1b and a, b, c
satisfy the generating relations of the group G27, i.e., G ∼= G27. If i = 3,
then b = a2d3 = a2d−1, d = a2b, c−1ac = ad = a−1 · a4b and the map
u : G27 = 〈a, b, c〉 −→ G = 〈a, b, c〉 defined by cu = c, au = a, bu = a4b, is
an isomorphism, i.e., G ∼= G27. Theorem 1.11 is proved. �

Theorem 1.12 The group G27 is determined by its endomorphism semi-
group in the class of all groups.

The proof of Theorem 1.12 is similar to the proof of Theorem 1.2.
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2 The groups presentable in the
form (C2n × C2n)h C2

2.1 A characterization of groups presen-

table in the form (C2n × C2n)h C2 by

their defining relations

The results presented in this section have been published in [10].

2.1.1 Main concepts

In this section we find all non-isomorphic groups of order 22n+1 (n > 3)
which can be presented in the form G = (C2n × C2n)h C2, i.e.,

G =
〈
a, b, c | a2n = b2

n
= c2 = 1, ab = ba, c−1ac = apbq, c−1bc = arbs

〉
,

where p, q, r, s ∈ Z2n . An element c induces an inner automorphism ĉ of
order 1 or 2:

aĉ = c−1ac = apbq, bĉ = c−1bc = arbs,

and to find all groups in given form we have to find all automorphisms of
the group C2n × C2n = 〈a〉 × 〈b〉 of such kind.

It is clear that the map

ϕ : C2n × C2n −→ C2n × C2n , aϕ = apbq, bϕ = arbs (2.1)

satisfies the defining relations of the group

C2n × C2n =
〈
a, b, c | a2n = b2

n
= 1, ab = ba

〉
and it is an endomorphism of this group for every p, q, r, s ∈ Z2n . An
endomorphism (2.1) is an automorphism of C2n × C2n if and only if

ps− rq ≡ 1 (mod 2) , (2.2)

i.e., if and only if the matrix A =

∥∥∥∥ p q
r s

∥∥∥∥ is invertible. Let us find, under

which conditions an automorphism (2.1), (2.2) has order 1 or 2:

a = (a)ϕ2 = (aϕ)ϕ = (apbq)ϕ = (apbq)p (arbs)q = ap
2+rqbq(p+s),

b = (b)ϕ2 = (bϕ)ϕ = (arbs)ϕ = (apbq)r (arbs)s = ar(p+s)bqr+s
2
,

42



i.e., it is an automorphism of order 1 or 2 if and only if the matrix

∥∥∥∥ p q
r s

∥∥∥∥
over Z2n satisfies condition (2.2) and the condition A2 = I, where I is the
identity matrix.

Recall that matrices A1 =

∥∥∥∥ p1 q1
r1 s1

∥∥∥∥ and A2 =

∥∥∥∥ p2 q2
r2 s2

∥∥∥∥ (over

Z2n) are conjugate if there exists a regular matrix g (over Z2n) such that
g−1A2g ≡ A1.

It is obvious, that the relation ”to be conjugate” is an equivalence re-
lation on the set of all regular (2× 2)-matrices over Z2n . Let us denote the
conditions a2

n
= b2

n
= c2 = 1, ab = ba by (∗).

Lemma 2.1 If matrices A1 and A2 (over Z2n) are conjugate, then the
groups

G1 =
〈
a, b, c | (∗), c−1ac = ap1bq1 , c−1bc = ar1bs1

〉
= (C2n × C2n)h C2

and

G2 =
〈
a, b, c | (∗), c−1ac = ap2bq2 , c−1bc = ar2bs2

〉
= (C2n × C2n)h C2,

corresponding matrices A1 and A2, are isomorphic.

Proof. Let matrices A1 and A2 (over Z2n) be conjugate, i.e., there

exists g =

∥∥∥∥ x y
z w

∥∥∥∥ , det g 6≡ 0 (mod 2), such that g−1A2g ≡ A1. It is

easy to verify that the map

ϕ : G2 −→ G1, cϕ = c, aϕ = axby, bϕ = azbw.

is an isomorphism of the groups G1 and G2. Lemma 2.1 is proved. �
To find all groups presentable in the form G = (C2n × C2n) h C2, first

of all we find all regular (2× 2)-matrices A over Z2n such that A2 = I.
Next, by Lemma 2.1, we divide all obtained matrices into conjugacy classes.
Finally, we decide under which conditions two groups corresponding to two
matrices of different conjugacy classes are isomorphic.

2.1.2 Regular (2× 2)-matrices over Z2n

of order 1 or 2

The aim of this subsection is to find all matrices A =

∥∥∥∥ a b
c d

∥∥∥∥ (over Z2n)

which satisfy the conditions (2.2) and A2 = I, i.e.,

ad− bc 6≡ 0 (mod 2) (2.3)
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and

a2 ≡ 1− bc, (a− d) (a+ d) ≡ 0, b (a+ d) ≡ 0, c (a+ d) ≡ 0 (2.4)

modulo 2n. Second congruence of (2.4) implies a2 ≡ d2, i.e., the numbers
a and d are both even or odd.

Let us solve system (2.4) assuming (2.3). The sets of obtained solutions
in the form of matrices are denoted by M1, M2, . . . , M36. The list of all
sets Mi is given in Appendix B. Note that the sets Mi are pairwise disjoint.
We consider two cases separately: i) at least one of the numbers b, c (or
both) is odd and ii) both b and c are even.

Proposition 2.1 Let at least one of the numbers b, c (or both) be odd.
Then the solutions of system (2.4) belong to the sets M1 and M2. The
number of matrices of these sets are

|M1| = 22n−2, |M2| = 22n−1.

Proof. Assume first that b and c be both odd numbers. Then the
numbers a, d are both even and the first congruence of (2.4) implies c ≡(
1− a2

)
b−1 (mod 2n). The third congruence of (2.4) implies d = −a and

we get the set M1. Let us find the number of elements of the set M1. There
is 2n−1 possibilities to choose odd number b, and 2n−1 possibilities to choose
even number a. Hence |M1| = 2n−12n−1 = 22n−2.

Let now only one of numbers b or c be odd. Then, by (2.3), a and d
are odd numbers. The last two congruences of (2.4) imply again d = −a.
The first congruence of (2.4) implies c ≡

(
1− a2

)
b−1 (mod 2n) if b is odd

and b ≡
(
1− a2

)
c−1 (mod 2n) if c is odd. Hence we get the set M2. It

is 2n−1 · 2n−1 possibilities to choose two odd numbers a and b (or c) and
|M2| = 2n−1 · 2n−1 · 2 = 22n−1. Proposition 2.1 is proved. �

Let now both b and c be even. We give without any proof the next
well-known result:

Lemma 2.2 Solutions of the congruence

a2 ≡ 1 (mod 2n)

are a ∈
{
±1,±1 + 2n−1

}
.

Lemma 2.2 gives us solutions of the first congruence of system (2.4)
in the case bc ≡ 0 (mod 2n) . Let us solve now this congruence if bc 6≡
0 (mod 2n) .

Lemma 2.3 Let numbers b, c be even and bc 6≡ 0 (mod 2n). Then solutions
of the congruence

a2 ≡ 1− bc (mod 2n)
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are triples

(a, b, c) =
(
ε+ 2t+s−1p, 2tu, 2s

(
−
(
ε+ 2t+s−2p

)
pu2

n−s−t−1−1 + 2n−t−sk
))

,

where

t, s ∈ Zn r {0} , n > t+ s > 3,

ε = ±1, u ∈ Z∗2n−t , p ∈ Z∗
2n−(t+s)+1 , k ∈ Z2t .

The number of solutions is |{(a, b, c)}| = 2n+1
(
3 · 2n−3 − n

)
.

Proof. Let b = 2tu, c = 2sv, where t, s ∈ Zn r {0} , u ∈ Z∗2n−t ,
v ∈ Z∗2n−s . Denote s+ t = m. If our congruence has a solution then 1−bc ≡
1 (mod8) , i.e., bc ≡ 0(mod8) and m > 3. We can write our congruence in
the form

(a− 1) (a+ 1) ≡ −2muv (mod 2n) .

Thus
a− 1 = 2rp and a+ 1 = 2m−rq,

where r ∈ Zm r {0} , p ∈ Z∗2n−r , q ∈ Z∗2n−m+r . Then

2rp · 2m−rq ≡ −2muv (mod 2n) ,

and, therefore,
pq ≡ −uv

(
mod 2n−m

)
. (2.5)

On the other hand,

a = 1 + 2rp ≡ −1 + 2m−rq,

i.e., 2
(
1 + 2r−1p

)
= 2m−rq and

1 + 2r−1p ≡ 2m−r−1q.

The last equation has a solution only in the cases r = 1 and r = m− 1.
In the case r = 1 we have

p = −1 + 2m−2q,

i.e., p = −1 + 2m−2q. Therefore,

a = 1 + 2
(
−1 + 2m−2q

)
= −1 + 2m−1q, q ∈ Z∗2n−m+1 .

Analogously, in the case r = m− 1 we have

q = 1 + 2m−2p, a = 1 + 2m−1p, p ∈ Z∗2n−m+1 .
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Resume, that in both considered cases we can write

q = ε+ 2m−2p, a = ε+ 2m−1p, p ∈ Z∗2n−m+1 .

where ε = ±1. By (2.5), we have(
ε+ 2m−2q

)
q ≡ −uv

(
mod 2n−m

)
and

v = −
(
ε+ 2m−2q

)
qu−1 = −

(
ε+ 2m−2q

)
qu2

n−m−1−1 (mod 2n−m
)
.

Since 0 < v < 2n−s, we have 2n−s/2n−m = 2t different values modulo 2n

in the form vk = v + 2n−mk, where k ∈ Z2t . We have obtained the first
statement of Lemma 2.3.

Let us now determine the number of triples (a, b, c) , which satisfy the
congruence a2 ≡ 1− bc (mod 2n) , where bc 6≡ 0 (mod 2n) and b, c are both
even numbers. Denote the number of such kind of triples by |{(a, b, c)}| .
The triples (a, b, c) are given by the parameters s, t, ε, u, k, p. The num-
bers of possible values of the parameters ε, u, k, p are 2, 2n−t−1, 2t, 2n−t−s,
respectively. If we sum up over possible values of s and t, we get

|{(a, b, c)}| = 2

n−1∑
t=1

2n−t−1
n−t−1∑

s=1, s+t>3

(
2t · 2n−t−s

)
= 2n+1

(
3 · 2n−3 − n

)
.

Lemma 2.3 is proved. �
For even numbers b, c we consider two cases: one of the numbers (or

both) b, c is zero and both numbers b, c are nonzero even numbers.

Proposition 2.2 Let one of numbers (or both) b, c be zero. Then solutions
of system (2.4) belong to the sets M3, M4, M5, M6, M7, M8, M9, M10, M11,
M12, M13, M14, M15, M16, M17, M18, M19, M20, M21, M22. The number
of elements of these sets are |M3| = |M4| = |M5| = |M6| = 1, |Mi| = 2
(i = 7, 8, ..., 12, 15, 16, 17, 18) , |M19| = |M20| = 4 and

|M13| = |M14| = |M21| = |M22| = 4
(
2n−1 − 1

)
.

Proof. By Lemma 2.2, the solution of the first congruence of sys-
tem (2.4) is a ∈

{
±1,±1 + 2n−1

}
.

I) If b = c = 0 then the third and fourth congruence of system (2.4)
hold. In the second congruence, we have two possibilities: 1) one of factors
equals to zero (i.e., a+d ≡ 0 or a−d ≡ 0) and 2) both factors are non-zero
(i.e. a+ d 6≡ 0 and a− d 6≡ 0).
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In the case 1) d = ±a and we get the sets M3, M4, M5, M6, M7, M8.
In the case 2) we denote a + d = 2mx, a − d = 2ky (where m, k ∈

Zn r {0}, x ∈ Z∗2n−m , y ∈ Z∗2n−k and m+ k > n). We have

a = 2m−1x+ 2k−1y, d = 2m−1x− 2k−1y

modulo 2n−1 and

a = 2m−1x+ 2k−1y + 2n−1z, d = 2m−1x− 2k−1y + 2n−1z (2.6)

modulo 2n, where z = 0, 1. As a, d are odd, so one of the numbers m − 1
or k − 1 has to be zero (another has to be nonzero): a) m − 1 = 0, b)
k − 1 = 0. Let us consider these two cases.

a) If m = 1 and k > 1, we have k = n− 1, y = 1, because m + k > n,
and the solution of (2.6) is

a = x+ 2n−2 + 2n−1z, d = a+ 2n−1,

where x ∈ Z∗2n−1 , z = 0, 1.
b) Similarly, if k = 1 and m > 1, we get m = n − 1, x = 1 and the

solution of (2.6) is

a = 2n−2 + y + 2n−1z, d = 2n−1 − a,

where y ∈ Z∗2n−1 , z = 0, 1.
Summarizing the case 2), we obtain d = ±a + 2n−1 and the values of

number a which give us the sets M9, M10, M11, M12.
II) Let us now consider the case if b = 0, c = 2tu (or c = 0, b = 2tu),

where t ∈ Zn r {0}, u ∈ Z∗2n−t . Then the fourth (or third) congruence of
system (2.4) holds only if 1) a+d = 0 or 2) a+d = 2mx (n−t 6 m 6 n−1,
x ∈ Z∗2n−m).

1) If a + d = 0 we get the sets M13 and M14. It is clear that for
even number 2tu 6≡ 0 there is 2n−1 − 1 possibilities and |M13| = |M14| =
4
(
2n−1 − 1

)
.

2) If a+d = 2mx (n−t 6 m 6 n−1, x ∈ Z∗2n−m), the second congruence
of (2.4) implies a) a− d = 0 or b) a− d = 2ky (where n−m 6 k 6 n− 1,
y ∈ Z∗

2n−k).
a) If a − d = 0, then 2mx = a + d = 2a (m > n − t, x ∈ Z∗2n−m) and

a = 2m−1x is odd only if m = 1. Then n−t 6 1, i.e., t > n−1 and t = n−1
(thus u = 1). We get the sets M15, M16, M17, M18.

b) If a− d = 2ky (where n−m 6 k 6 n− 1, y ∈ Z∗
2n−k), then we get

a = 2m−1x+ 2k−1y + 2n−1z, d = 2m−1x− 2k−1y + 2n−1z (2.7)

modulo 2n, where z = 0, 1. Since a, d have to be odd numbers, one of the
numbers m− 1 or k − 1 have to be zero: i) m− 1 = 0, ii) k − 1 = 0. Let
us consider these two cases.
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i) Case m = 1 and k > 1. Then k = n−1, y = 1 and t > n−m = n−1
i.e. t = n − 1, s = 1. In this case we have b = 0, c = 2n−1 (or b = 2n−1,
c = 0) and the solution of (2.7) is a = x + 2n−2 + 2n−1z, d = a + 2n−1,
where x ∈ Z∗2n−1 , z = 0, 1. Since we already know all values of a, we get
the sets M19, M20.

ii) Case k = 1 and m > 1. Then m = n−1, x = 1 and t > n−m = 1. In
this case the solution of (2.7) is a = 2n−2 + y+ 2n−1z, d = 2n−1− a, where
y ∈ Z∗2n−1 , z = 0, 1. Since all values of a are already known, we get the sets
M21, M22. It is clear, that |M21| = |M22| = 4

(
2n−1 − 1

)
. Proposition 2.2

is proved. �
Now let b and c both be nonzero even numbers.

Proposition 2.3 Let b and c both be nonzero even numbers i.e. b = 2tu,
c = 2sv, where t, s ∈ Zn r {0} , t + s > 3, u ∈ Z∗2n−t , v ∈ Z∗2n−s . Then
the solutions of system (2.4) belong to one of the sets M23, M24, M25, M26,
M27, M28, M29, M30, M31, M32, M33, M34, M35, M36. Numbers of elements
of these sets are |M23| = |M24| = |M25| = |M26| = 1, |M31| = |M32| = 2
and

|M27| = |M28| = |M33| = |M34| = (n− 2) 2n + 2,

|M29| = |M30| = |M35| = |M36| = 2n
(
3 · 2n−3 − n

)
.

Proof. Considering the second congruence of system (2.4), the follow-
ing three cases are possible: I) a − d = 0, II) a + d = 0, III) a − d 6≡
0 (mod 2n) , a+ d 6≡ 0 (mod 2n).

I) If a − d = 0, then the third congruence implies 2tu · 2a = 2t+1ua ≡
0 (mod 2n) and the fourth congruence implies 2sv·2a = 2s+1va ≡ 0 (mod 2n),
i.e., t = s = n−1. Since in this case a2 ≡ 1 ( mod 2n), we get, by Lemma 2.2,
the sets M23, M24, M25, M26.

II) If a + d = 0, then we have two possibilities: 1) t + s > n and 2)
3 6 t+ s < n.

1) If t + s > n, then a2 ≡ 1 (mod 2n) and, by Lemma 2.2, we get the
sets M27, M28. Clearly, |M27| = |M28| and

|M27 ∪M28| =
∣∣{(a, b, c) : a ∈

{
±1,±1 + 2n−1

}
, b = 2tu, c = 2sv

}∣∣ ,
where t, s ∈ Zn r {0} , t + s > n, u ∈ Z∗2n−t , v ∈ Z∗2n−s . We have four
possibilities for the choice of a. The number of choices of (b, c) depends
on t : there is 2n−t−1 possibilities for the choice of u and t possibilities for
the choice of s; for every s we have 2n−s−1 possibilities for the choice of v.
Hence

|M27| = |M28| =
1

2
|M27 ∪M28| =

=
1

2
· 4 ·

n−1∑
t=1

2n−t−1

(
n−1∑
s=n−t

2n−s−1

)
= (n− 2) 2n + 2.
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2) If 3 6 t + s < n, we use Lemma 2.3 and get the sets M29, M30.
Clearly,

|M29| = |M30| =
1

2
|M29 ∪M30| =

1

2
|{(a, b, c)}| = 2n

(
3 · 2n−3 − n

)
.

III) If a + d = 2mx (m ∈ Zn r {0}, x ∈ Z∗2n−m), the third and fourth
congruences of system (2.4) imply m+ t > n, m+ s > n and a− d = 2ky
(k ∈ Zn r {0}, y ∈ Z∗2n−k , k +m > n). Then

a = 2m−1x+ 2k−1y, d = 2m−1x− 2k−1y

modulo 2n−1 and, therefore, the solution is

a = 2m−1x+ 2k−1y + 2n−1z, d = 2m−1x− 2k−1y + 2n−1z (2.8)

modulo 2n where z = 0, 1. Since a, d are odd, two cases are possible: 1)
m = 1, k > 1 and 2) k = 1, m > 1.

1) In the case of m = 1 and k > 1 we have k = s = t = n − 1,
y = u = v = 1 and the solution of (2.8) is

b = c = 2n−1, a = x+ 2n−2 + 2n−1z, d = a+ 2n−1,

where x = 1, 3, ..., 2n−1 − 1, z = 0, 1. Since in this case a2 ≡ 1 (mod 2n),
we get the sets M31, M32.

2) Assume k = 1 and m > 1. Then m = n− 1, x = 1; s, t > n−m = 1
and the solution of (2.8) is

a = 2n−2 + y + 2n−1z, d = 2n−1 − a, where y ∈ Z∗2n−1 , z = 0, 1.

So, we have two possibilities for odd number a: a) t + s > n and b)
3 6 t+ s < n.

a) If t + s > n, then a2 ≡ 1 (mod 2n) , and we get the sets M33, M34.
Analogously to the sets M27, M28, the numbers of elements of the sets
M33, M34 are

|M33| = |M34| =
1

2
|M33 ∪M34| = (n− 2) 2n + 2.

b) If 3 6 t+s < n, then a2 6≡ 1 (mod 2n) and, by Lemma 2.3, we obtain
the sets M35, M36. Similarly to the sets M29, M30, the numbers of elements
of the sets M35, M36 are

|M35| = |M36| =
1

2
|M35 ∪M36| =

1

2
|{(a, b, c)}| = 2n

(
3 · 2n−3 − n

)
.

Proposition 2.3 is proved. �
From Propositions 2.1, 2.2 and 2.3 it follows that the following theorem

is true:
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Theorem 2.1 There is exactly 9 · 4n−1 + 32 matrices over Z2n satisfying

condition (2.4) i.e.,

∣∣∣∣ 36∪i=1
Mi

∣∣∣∣ = 9 · 4n−1 + 32.

2.1.3 Conjugacy classes of regular (2× 2)-matrices
over Z2n of order 1 or 2

The aim of this subsection is to divide the set of regular (2× 2)-matrices
over Z2n of order 1 or 2 into conjugacy classes. This set was founded in

subsection 2.1.2. Denote A =

∥∥∥∥ α β
γ δ

∥∥∥∥, B =

∥∥∥∥ a b
c d

∥∥∥∥ and g =

∥∥∥∥ x y
z w

∥∥∥∥.

It is clear that if A and B are conjugate, i.e., g−1Ag = B, then detA =
detB and α+ δ = a+ d, i.e., Tr A = Tr B.

TrA = a+ d set Mi, where belongs matrix A

0 M1,M2,M7,M8,M13,M14,M27,M28,M29,M30

2n−1 M11,M12,M21,M22,M33,M34,M35,M36

2 M3,M5,M15,M16,M23,M24

−2 M4,M6,M17,M18,M25,M26

2 + 2n−1 M9,M19,M31

−2 + 2n−1 M10,M20,M32

Table 2. Traces of matrices

Theorem 2.2 For every n > 3, there is 17 conjugacy classes Ki

(i = 1, 2, ..., 17) of regular (2 × 2)-matrices A of order less or equal to 2
(over Z2n):

K1 = M3, K2 = M5, K3 = M15 ∪M23, K4 = M16 ∪M24,

K5 = M4, K6 = M6, K7 = M17 ∪M25, K8 = M18 ∪M26,

K9 = M31, K10 = M9 ∪M19, K11 = M32,

K12 = M10 ∪M20, K13 = M11 ∪M21 ∪M33 ∪M35,

K14 = M12 ∪M22 ∪M34 ∪M36, K15 = M1 ∪M2,

K16 = M7 ∪M13 ∪M27 ∪M29, K17 = M8 ∪M14 ∪M28 ∪M30

and

|K1| = |K2| = |K5| = |K6| = 1, |K9| = |K11| = 2,

|K13| = |K14| = |K16| = |K17| = 3 · 22n−3, |K15| = 3 · 22n−2,
|K3| = |K4| = |K7| = |K8| = 3, |K10| = |K12| = 6.

Remark. If n = 3 then M29 = M30 = M35 = M36 = ∅.
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Proof. We have to solve the system

{
gBg−1 ≡ A (mod 2n)

det g 6≡ 0 (mod 2)
, i.e.,

gB ≡ Ag (mod 2n) , det g 6≡ 0 ( mod 2) , (2.9)

where A, B are given and g is unknown. We choose the representatives Ai
of classes Ki (see Appendix C).

I) Let us prove that these representatives are not conjugate to each
other. By Table 2, we have to check only 18 conditions modulo 2n:

gA15g
−1 ≡ A16, gA15g

−1 ≡ A17, gA16g
−1 ≡ A17, gA13g

−1 ≡ A14,
gA1g

−1 ≡ A2, gA1g
−1 ≡ A3, gA1g

−1 ≡ A4, gA2g
−1 ≡ A3,

gA2g
−1 ≡ A4, gA3g

−1 ≡ A4, gA5g
−1 ≡ A6, gA5g

−1 ≡ A7,
gA5g

−1 ≡ A8, gA6g
−1 ≡ A7, gA6g

−1 ≡ A8, gA7g
−1 ≡ A8,

gA10g
−1 ≡ A9, gA12g

−1 ≡ A11,

where det g 6≡ 0 (mod 2) . It is easy to verify that all these congruences do
not have a solution.

II) Let us prove that all other matrices of Ki are conjugate to represen-
tative Ai of this class. Note that if a matrix g is a solution of system (2.9)
then the matrix ∥∥∥∥ x+ 2n−1x1 y + 2n−1y1

z + 2n−1z1 w + 2n−1w1

∥∥∥∥ ,
where x1, y1, z1, w1 ∈ Z2, is also a solution of the system (2.9). To prove
that two matrices are conjugate we do not need to find all solutions of
system (2.9); it is sufficient to give some solutions. Computations in this
subsection are elementary. The solutions g for each form of matrices of
the sets Mj (j = 1, 2, ..., 36) are presented in Appendix A.1 as well argu-
mentations for the classes K13, K14, K16 and K17. Theorem 2.2 is proved.
�

2.1.4 Non-isomorphic groups Gi
In this subsection we consider the groups Gi which correspond to the matri-
ces Ai (i = 1, ..., 17) (see Appendix C) described in subsection 2.1.3. These
groups are:

G1 =
〈
a, b, c | (∗), c−1ac = a, c−1bc = b

〉
= (C2n × C2n)× C2,

G2 =
〈
a, b, c | (∗), c−1ac = a1+2n−1

, c−1bc = b1+2n−1
〉
,

G3 =
〈
a, b, c | (∗), c−1ac = ab2

n−1
, c−1bc = b

〉
,

G4 =
〈
a, b, c | (∗), c−1ac = a1+2n−1

b2
n−1

, c−1bc = b1+2n−1
〉
,

G5 =
〈
a, b, c | (∗), c−1ac = a−1, c−1bc = b−1

〉
,
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G6 =
〈
a, b, c | (∗), c−1ac = a−1+2n−1

, c−1bc = b−1+2n−1
〉
,

G7 =
〈
a, b, c | (∗), c−1ac = a−1b2

n−1
, c−1bc = b−1

〉
,

G8 =
〈
a, b, c | (∗), c−1ac = a−1+2n−1

b2
n−1

, c−1bc = b−1+2n−1
〉
,

G9 =
〈
a, b, c | (∗), c−1ac = ab2

n−1
, c−1bc = a2

n−1
b1+2n−1

〉
,

G10 =
〈
a, b, c | (∗), c−1ac = a, c−1bc = b1+2n−1

〉
,

G11 =
〈
a, b, c | (∗), c−1ac = a−1b2

n−1
, c−1bc = a2

n−1
b−1+2n−1

〉
,

G12 =
〈
a, b, c | (∗), c−1ac = a−1, c−1bc = b−1+2n−1

〉
,

G13 =
〈
a, b, c | (∗), c−1ac = a, c−1bc = b−1+2n−1

〉
,

G14 =
〈
a, b, c | (∗), c−1ac = a−1, c−1bc = b1+2n−1

〉
,

G15 =
〈
a, b, c | (∗), c−1ac = b, c−1bc = a

〉
,

G16 =
〈
a, b, c | (∗), c−1ac = a, c−1bc = b−1

〉
,

G17 =
〈
a, b, c | (∗), c−1ac = a1+2n−1

, c−1bc = b−1+2n−1
〉
,

where the conditions a2
n

= b2
n

= c2 = 1, ab = ba are denoted by (∗).
Let us prove next Theorem.

Theorem 2.3 There is 17 non-isomorphic groups Gi (i = 1, ..., 17) which
can be presented in the form (C2n × C2n)h C2.

Proof. To prove Theorem 2.3, we find first the derived subgroups G′i
and centers Z (Gi) of the groups Gi. The obtained results are given in the
Table 3.

derived subgroup G′i center Z (Gi) group Gi
C2n C2n G15
{1} C2n × C2n × C2n G1
C2n−1 × C2n−1 C2 × C2 G5,G6,G7,G8,G11,G12
C2 × C2 C2n−1 × C2n−1 G2,G4,G9
C2n−1 C2 × C2n G13,G16
C2 × C2n−1 C2n−1 × C2 G14,G17
C2 C2n × C2n−1 G3,G10

Table 3. Derived subgroups G′i and centers Z (Gi) of groups Gi.

If the derived subgroups G′i (or centers Z (Gi)) of two groups are different
then these groups are non-isomorphic. Therefore, by Table 3, we have to
check the problem of isomorphism I) for the groups G5, G6, G7, G8, G11,
G12, II) for the groups G2, G4, G9, III) for the groups G13, G16, IV) for
the groups G14, G17 and V) for the groups G3, G10. As follows, we de-
termine the numbers of automorphisms of these groups. Obviously if the
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numbers of automorphisms of two groups are different, then these groups
are non-isomorphic. For example, we present the computations of the num-
ber of automorphisms of the group G8 (Appendix A.2.1). The numbers of
automorphisms of the groups Gi (i = 1, 2, ..., 17) are:

|Aut(G1)| = 3 · 24n−1 |Aut(G2)| = 3 · 24n−1 |Aut(G3)| = 24n

|Aut(G4)| = 24n−1 |Aut(G5)| = 3 · 26n−3 |Aut(G6)| = 3 · 26n−5
|Aut(G7)| = 26n−4 |Aut(G8)| = 26n−5 |Aut(G9)| = 3 · 24n−2
|Aut(G10)| = 24n−1 |Aut(G11)| = 3 · 26n−6 |Aut(G12)| = 26n−5

|Aut(G13)| = 23n |Aut(G14)| = 23n+1 |Aut(G15)| = 23n−1

|Aut(G16)| = 23n+1 |Aut(G17)| = 23n

Since |Aut(G8)| = |Aut(G12)|, it is still necessary to check whether the
groups G8 and G12 are non-isomorphic.

Let us determine the number of elements of order 2 in the groups G8
and G12. Consider an element cxaibj 6= 1 of G8 or G12. If x = 0, then in the
both groups 1 =

(
aibj

)2
= a2ib2j and we have i ≡ j ≡ 0

(
mod 2n−1

)
and

there is 3 possibilities for (i, j) . If x = 1, then for caibj ∈ G8 we have

1 =
(
caibj

)2
=
(
c−1aic

) (
c−1bjc

)
aibj = a2

n−1ib2
n−1(i+j)

and, therefore, i ≡ j ≡ 0 (mod 2) and it is 2n−1 · 2n−1 = 22n−2 possibilities
for (i, j) . Hence the number of elements of order 2 in the group G8 is
3 + 22n−2. Similarly, for caibj ∈ G12 we have

1 =
(
caibj

)2
=
(
c−1aic

) (
c−1bjc

)
aibj = b2

n−1j

and therefore, j ≡ 0 (mod 2) , i ∈ Z2n and it is 2n ·2n−1 = 22n−1 possibilities
for (i, j) . Hence the number of elements of order 2 in group G12 is 3+22n−1.

Since the numbers of elements of order two in groups G8 and G12 are
different, the groups G8 and G12 are non-isomorphic. Theorem 2.3 is proved.
�

2.2 A characterization of group G15 by its

endomorphism semigroup
In this section we shall characterize the group

G15 =
〈
a, b, c | a2n = b2

n
= c2 = 1, ab = ba, c−1ac = b, c−1bc = a

〉
=

= (〈a〉 × 〈b〉)h 〈c〉 = (C2n × C2n)h C2

by its endomorphism semigroup.
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Let us find the derived group of G15. The generating relations of G15
imply

c−tamct = a
1+(−1)t

2
mb

1−(−1)t

2
m, c−tbmct = a

1−(−1)t

2
mb

1+(−1)t

2
m.

Therefore, [
cxaibj , cyakbl

]
= b−ja−ic−xb−la−kc−ycxaibjcyakbl =

= b−ja−i
(
c−xb−lcx

)(
c−xa−kcx

) (
c−yaicy

) (
c−ybjcy

)
akbl =

=
(
a−1b

) 1−(−1)y

2
i− 1−(−1)y

2
j− 1−(−1)x

2
k+

1−(−1)x

2
l
,

i.e., G′15 =
〈
a−1b

〉 ∼= C2n . Denote d = a−1b. Then c−1dc = d−1, c−1ac =
b = ad and replacing the letter d by b, we get

G15 = (〈a〉 × 〈b〉)h 〈c〉 = (C2n × C2n)h C2 =

=
〈
a, b, c | (∗) , ab = ba, c−1ac = ab, c−1bc = b−1

〉
=

=
〈
a, b, c | (∗) , c−1bc = b−1, a−1ba = b, a−1ca = cb−1

〉
=

= (〈b〉h 〈c〉)h 〈a〉 = (C2n h C2)h C2n ,

where (∗) denotes the relations a2
n

= b2
n

= c2 = 1. Using these notations,
the derived group of G15 is G′15 = 〈b〉 ∼= C2n and

G15/G′15 =
〈
cG′15

〉
×
〈
aG′15

〉 ∼= C2 × C2n .

The center of this group is Z (G15) =
〈
a2b
〉
. Computations of the number

of automorphisms of the group G15 are given in Appendix A.2.2.

Theorem 2.4 A finite group G is isomorphic to G15 if and only if
|Aut (G)| = 23n−1 and there exist x, y ∈ I (G) such that the following prop-
erties hold:

10 K (x) ∼= End (C2) ;
20 y ∈ J (x) and K (y) ∼= End (C2n) ;
30 J (x) ∩ J (y) = {0} ;
40 |{z ∈ End (G) | xz = z, zx = zy = 0}| = 2;
50

∣∣{un−2S | u ∈ K (y) , un−1 6= 0, un = 0
}∣∣ = 4,

where S = {z ∈ End (G) | yz = z, zx = zy = 0} ;
60 |T | = 2n, where T = {z ∈ I (G) | yz = z, zy = y, zx = 0} ;
70 u ∈ D (x) , v ∈ D (y) =⇒ u−1vu ∈ D (y) ;
80 |D (x)| = 22n−1.

Proof. Necessity. Let G = G15.
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Denote by x and y the projections of G onto its subgroups 〈c〉 and 〈a〉 ,
respectively:

x : G −→ 〈c〉 ; y : G −→ 〈a〉 .

Then Ker x = 〈a, b〉 = 〈a〉 × 〈b〉 , Ker y = 〈b, c〉 and Ker x ∩Ker y = 〈b〉 .
Clearly, x, y ∈ I (G) and xy = yx = 0, i.e., y ∈ J (x) . We shall prove that
x and y satisfy properties 10–70.

Lemma 4 implies properties 10 and 20. By Lemma 5, J (x) ∩ J (y)
consists of z ∈ End (G) such that (Imx) z = (Im y) z = 〈1〉 and (Ker x) z ⊂
Ker x, (Ker y) z ⊂ Ker y, i.e.,

cz = az = 1; bz = bi, i ∈ Z2n . (2.10)

Map (2.10) preserves the defining relations of G and is an endomorphism
of G if and only if i = 0. Hence property 30 holds.

Choose z ∈ {z ∈ End (G) | xz = z, zx = zy = 0} . Then

az = a (xz) = (ax) z = 1z = 1, bz = b (xz) = (bx) z = 1z = 1,

(cz)x = c (zx) = cθ = 1, (cz) y = c (zy) = cθ = 1,

i.e., cz ∈ Ker x ∩Ker y = 〈b〉 , and

z : c 7−→ bi, a 7−→ 1, b 7−→ 1 (i ∈ Z2n) .

This map preserves the defining relations of G if and only if i ∈
{

0, 2n−1
}

.
Hence property 40 holds.

Choose z ∈ S = {z ∈ End (G) | yz = z, zx = zy = 0} . Then

cz = c (yz) = (cy) z = 1z = 1, bz = b (yz) = (by) z = 1z = 1,

(az)x = a (zx) = aθ = 1, (az) y = a (zy) = aθ = 1,

i.e., az ∈ Ker x ∩Ker y = 〈b〉 and

z : c 7−→ 1, a 7−→ bj , b 7−→ 1 (j ∈ Z2n) .

This map preserves the defining relations of G and therefore, is an element
of S for each j ∈ Z2n . By Lemma 4, K (y) consists of the following maps u:

u : c 7−→ 1, a 7−→ al, b 7−→ 1 (l ∈ Z2n) .

The map u ∈ K (y) satisfies conditions un−1 6= 0, un = 0 if and only if
l = 2i, i ∈ Z∗2n−1 . In this case

un−2 : c 7−→ 1, a 7−→ a2
n−2in−2

, b 7−→ 1
(
i ∈ Z∗2n−1

)
and

un−2z : c 7−→ 1, a 7−→ b2
n−2in−2j , b 7−→ 1

(
i ∈ Z∗2n−1 , j ∈ Z2n

)
,
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where z ∈ S is given above. Since 2n−2in−2j ∈
{

0; 2n−2; 2n−1; 3 · 2n−2
}
,

property 50 holds.
Denote T = {z ∈ I (G) | yz = z, zy = y, zx = 0} and choose z ∈ T .

Then

cz = c (yz) = (cy) z = 1, bz = b (yz) = (by) z = 1, az ∈ Ker x,

i.e., az = ajbi, where i, j ∈ Z2n . By condition y = zy,

a = ay = a (zy) = (az) y =
(
ajbi

)
y = aj ,

i.e., j = 1 and

z : c 7−→ 1, b 7−→ 1, a 7−→ abi (i ∈ Z2n) .

This map preserves the defining relations of G and is an element of T for
each i ∈ Z2n . Hence |T | = 2n. Property 60 is proved.

In order to prove properties 70 and 80 we find the set

D (x) = {u ∈ Aut (G15) | ux = xu = x} .

By Lemma 7, D(x) consists of automorphisms u of G15 such that cu = c and
bu, au ∈ Ker x, i.e., cu = c, au = aibj , bu = akbl for some i, j, k, l ∈ Z2n .
Therefore, by appendix A.2.2, D(x) consists of maps

u : cu = c, au = aibj , bu = bl, (2.11)

where
l = i− 2j, j ∈ Z2n , i ∈ Z∗2n , (2.12)

what means that |D (x)| = 2n · 2n−1 = 22n−1. Property 80 is proved. We
need below the inverse u−1 of u ∈ D(x):

u−1 : cu−1 = c, au−1 = ai
−1
b−jl

−1i−1
, bu−1 = bl

−1
. (2.13)

Similarly,

D (y) = {v ∈ Aut (G15) | cv = cbq, av = a, bv = b, q ∈ Z2n} . (2.14)

Choose u ∈ D(x), v ∈ D(y) and compute u−1vu. Using (2.11)–(2.14),
we obtain

c
(
u−1vu

)
=

(
cu−1

)
(vu) = (cv)u = (cbq)u = cblq,

a
(
u−1vu

)
=

(
au−1

)
(vu) =

(
ai
−1
b−jl

−1i−1
)
vu =

=
(

(av)i
−1

(bv)−jl
−1i−1

)
u =

(
ai
−1
b−jl

−1i−1
)
u =

= (au)i
−1

(bu)−jl
−1i−1

=
(
aibj

)i−1 (
bl
)−jl−1i−1

= a,

b
(
u−1vu

)
=

(
bu−1

)
(vu) =

(
bl
−1
)
vu =

(
bl
−1
)
u = bl

−1l = b.
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Hence u−1vu ∈ D (y) and property 70 is proved.

Sufficiency. Let G be a finite group such that |Aut (G)| = 23n−1 and
there exist x, y ∈ I (G) satisfying properties 10–80. We have to prove that
G ∼= G15.

By Lemmas 1 and 4,

G = Ker xh Im x, K (x) ∼= End (Im x)
10∼= End (C2) ,

G = Ker y h Im y, K (y) ∼= End (Im y)
20∼= End (C2n) .

Since each finite Abelian group is determined by its endomorphism semi-
group in the class of all groups (Lemma 10), we have Im x ∼= 〈c〉 and Im
y ∼= 〈a〉 for some c, a ∈ G, o(c) = 2, o(a) = 2n, i.e., c2 = 1, a2

n
= 1. In

view of Lemmas 1 and 9,

G = (M h 〈c〉)h 〈a〉 = (M h 〈a〉)h 〈c〉 ,

where

M = Ker x ∩Ker y, Im x = 〈c〉 , Im y = 〈a〉 ,
Ker x = M h 〈a〉 , Ker y = M h 〈c〉 .

Therefore, G/M = 〈aM〉 × 〈cM〉 and G′ ⊂M.
As Aut (G) is a 2-group, so the group of inner automorphism Ĝ ∼=

G/Z (G) is also a 2-group. Hence all 2′-elements of G belong to its center
Z (G) . Therefore, the group G splits into the direct product G = G2′ × G2
of its Hall 2′-subgroup G2′ and Sylow 2-subgroup G2. Denote by z the pro-

jection of G onto its subgroup G2′ . Then z ∈ J (x)∩ J (y)
30
= {0} and z = 0.

Hence G is 2-group.
Choose z ∈ End (G) such that xz = z, zx = zy = 0. Then (cz)2 = 1,

(Ker x) z = (Ker x)xz = 〈1〉 z = 〈1〉 , (Im x) z = 〈c〉 z = 〈cz〉 ⊂ Ker x ∩
Ker y = M. Conversely, if d ∈ M such that d2 = 1, we can define z ∈
End (G) by setting

(Ker x) z = 〈1〉 , (Im x) z = 〈d〉 = 〈cz〉 , where cz = d.

This endomorphism satisfies equalities xz = z, zx = zy = 0. Property 40

implies that the subgroupM of G has only one element of order 2. Therefore,
M is cyclic or a generalized quaternion group ([38], Theorem 5.46). By
property 50, M has 4 elements d such that d4 = 1. Since the number of
elements d, d4 = 1, is greater than 4 in each generalized quaternion group,
the subgroup M is cyclic of order 2k, k > 2 and

M = 〈b〉 ∼= C2k , k > 2
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for some b ∈M.
Assume that M 6= G′. Then

G/G′ =
〈
aG′
〉
×
〈
bG′
〉
×
〈
cG′
〉
,
〈
bG′
〉
� 〈1〉

and we can find a non-zero element z ∈ J (x) ∩ J (y) :(
G′
)
z = 〈1〉 , az = cz = 1, bz = b2

k−1
.

This contradicts property 30. Therefore,

G′ = M = 〈b〉 ∼= C2k (k > 2) , G/G′ =
〈
aG′
〉
×
〈
cG′
〉
. (2.15)

In view of (2.15),
c−1bc = bt, a−1ba = bs

for some s, t ≡ 1 (mod 2) . Hence

b−1c−1bc = [b, c] = bt−1 ∈
〈
b2
〉
,

b−1a−1ba = [b, a] = bs−1 ∈
〈
b2
〉
.

Since G′ = 〈b〉 ,
[a, c] = a−1c−1ac = bi.

Here i ≡ 1 (mod 2), because otherwise [a, c] ∈
〈
b2
〉

and G′ ⊂
〈
b2
〉

which is
impossible. As

〈
bi
〉

= 〈b〉 , we can assume that i = 1, i.e.,

c−1ac = ab.

To find the value of t, we calculate

a = c−2ac2 = c−1
(
c−1ac

)
c = c−1abc =

=
(
c−1ac

) (
c−1bc

)
= abbt = abt+1.

Hence t = −1 and
c−1bc = b−1.

Next we show that k = n. For this purpose, let us find (abm)2
l

for each
1 6 l 6 n :

(abm)2 = (abm) (abm) = a2
(
a−1bma

)
bm = a2bm(s+1),

(abm)2
2

= a4
(
a−2bm(s+1)a2

)
bm(s+1) = a4bm(s2+1)(s+1),

and, using induction by l,

(abm)2
l

= a2
l
b
m
(
s2

l−1
+1
)
·...·(s4+1)(s2+1)(s+1)

. (2.16)
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The element a is an element of order 2n. Therefore, ab (= c−1ac) is also
an element of order 2n and, by (2.16),

1 = (ab)2
n

= b

(
s2

n−1
+1
)
·...·(s4+1)(s2+1)(s+1)

. (2.17)

Equalities (2.16) and (2.17) imply

(abm)2
n

= a2
n
b
m
(
s2

n−1
+1
)
·...·(s4+1)(s2+1)(s+1)

=

=

(
b

(
s2

n−1
+1
)
·...·(s4+1)(s2+1)(s+1)

)m
= 1

for each m ∈ Z2k , i.e., abm is also an element of order 2n. This implies that
the group G splits into the semidirect product

G = 〈b, c〉h 〈abm〉

for each m ∈ Z2k . Denote by zm the projection of G onto its subgroup
〈abm〉 ∼= C2n . Then zm ∈ I (G) , yzm = zm, zmy = y, zmx = θ, i.e., zm ∈ T .
On the other hand, assume that z ∈ T . Then yz = z, zy = y, zx = 0, and,
therefore,

Ker z = Ker y = 〈b, c〉, Im z = 〈az〉 ∼= Im y ∼= C2n ,

Im z ⊂ Ker x = 〈a, b〉.

It follows that az = aibj for some i, j, and a = ay = a(zy) = (aibj)y = ai,
i.e., Im z = 〈abj〉. Hence z = zj . Consequently, T = {zm | m ∈ Z2k}.
Property 60 implies that k = n.

We have already proved that G′ = 〈b〉 ∼= C2n , o(c) = 2, o(a) = o(b) = 2n

and
c−1ac = ab, c−1bc = b−1, a−1ba = bs

for some s ∈ Z∗2n . Our aim is to prove that s = 1. In this case, G ∼= G15.
Since G depends on the parameter s, we denote G = G(s), i.e.,

G = G (s) =
〈
a, b, c | (∗), a−1ba = bs, c−1bc = b−1, c−1ac = ab

〉
,

where (∗) denotes the relations a2
n

= b2
n

= c2 = 1. Note, that G (1) = G15.
The following equalities hold in the group G (s):

ct = c−t, c−1brc = b−r, brat = atbs
tr, c−1arc = arb1+s+...+s

r−1
.

Next we shall find D(x) = {z ∈ Aut(G(s)) | zx = xz = x}. By Lemma
7, D(x) consists of maps z ∈ Aut(G(s)) which are given on the generators
as follows:

cz = c, az = aibj , bz = akbl (i, j, k, l ∈ Z2n).
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The map z, given by last equalities, is an automorphism if and only if it
preserves the defining relations of G(s) and is bijective.

The map z preserves the relation c−1ac = ab if and only if

(cz)−1(az)(cz) =
(
c−1aic

) (
c−1bjc

)
= aib(1+s+...+s

i−1)−j =

= (az)(bz) = ai
(
bjak

)
bl = ai+kbs

kj+l,

i.e.,

k = 0, l = −
(
1 + s+ ...si−1

)
+ 2j.

Since z preserves orders of elements and is invertible, it follows that

i ≡ l ≡ 1 (mod 2) .

By the last conditions, z preserves the relation c−1bc = b−1 trivially. The
map z preserves the relation a−1ba = bs if and only if

(az)−1(bz)(az) = b−j
(
a−iblai

)
bj = bs

il = (bz)s = bls,

i.e.,
(
si − s

)
l ≡ 0 (mod 2n) and hence

si−1 ≡ 1 (mod 2n) .

Consequently, if z ∈ D(x), then the parameters by which z is given, satisfy
the following conditions:

k = 0, j ∈ Z2n , i ∈ Z∗2n , si−1 ≡ 1 (mod 2n) , l = −
(
1 + s+ ...si−1

)
+ 2j.
(2.18)

The maximal possible number of values of parameters i, j, k, l, satisfying
(2.18), is 2n · 2n−1 = 22n−1. Therefore, |D(x)| ≤ 22n−1. By property 80,
|D (x)| = 22n−1, and hence the condition si−1 ≡ 1 (mod 2n) has to hold for
every i ∈ Z∗2n . It follows from here (take i = 3) that s2 ≡ 1 (mod 2n) , i.e.,

s ∈
{
±1, ±1 + 2n−1

}
.

The numbers of automorphisms of the groups G (−1), G
(
−1 + 2n−1

)
and G

(
1 + 2n−1

)
are calculated in Appendix A.2.3 and they are

|Aut (G (−1))| =
∣∣Aut

(
G
(
−1 + 2n−1

))∣∣ = 23n,∣∣Aut
(
G
(
1 + 2n−1

))∣∣ = 23n−1 = |Aut (G (1))| .

By assumptions of the theorem, |Aut (G)| = |Aut (G(s))| = 23n−1. Hence
s = 1 or s = 1 + 2n−1. To eliminate the case s = 1 + 2n−1, we use property
70.
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Assume that s = 1 + 2n−1 and consider property 70. By (2.18), the set
D (x) consists of automorphisms u of G

(
1 + 2n−1

)
such that

cu = c, au = aibj , bu = bl

and

i ∈ Z∗2n , j ∈ Z2n , l ≡ −
(
i+ 2n−2 (i− 1)

)
+ 2j (mod 2n) .

The inverse u−1 of this u is

cu−1 = c, au−1 = ai
−1
b−ji

−1l−1
, bu−1 = bl

−1
.

Similarly to D(x), we can find the subset D(y) of Aut
(
G(1 + 2n−1)

)
. We

obtain that D(y) consists of maps v such that

cv = cbw, av = a, bv = bt

and
w ∈ Z2n , t = 1 + 2n−1w.

Let us compute u−1vu for these u and v. Since(
aibj

)i−1

= abi
−1j+2n−2(i−1−1)j ,

we have

c
(
u−1vu

)
=

(
cu−1

)
(vu) = (cv)u = (cbw)u = cblw,

b
(
u−1vu

)
=

(
bu−1

)
(vu) =

(
bl
−1
)
vu =

(
btl
−1
)
u = btl

−1l = bt,

a
(
u−1vu

)
=

(
au−1

)
(vu) =

(
ai
−1
b−ji

−1l−1
)
vu =

=
(

(av)i
−1

(bv)−ji
−1l−1

)
u =

(
ai
−1
b−ji

−1l−1t
)
u =

= (au)i
−1

(bu)−ji
−1l−1t =

(
aibj

)i−1

b−ji
−1l−1tl =

= abi
−1j+2n−2(i−1−1)j−ji−1t = abi

−1j(1−t)+2n−2(i−1−1)j =

= abi
−1j2n−1w+2n−2(i−1−1)j = ab2

n−2j[i−1(2w+1)−1].

Therefore, choosing i, j ∈ Z∗2n so that i 6≡ 2w + 1 (mod 4) (it is possible to

choose), we get i−1 (2w + 1)− 1 6≡ 0 (mod 4), ab2
n−2j[i−1(2w+1)−1] 6= a and

u−1vu /∈ D (y). This contradicts property 70., i.e., the case s = 1 + 2n−1

is impossible and, consequently, s = 1. This imlplies that G ∼= G15. The
sufficiency is proved and so is Theorem 2.4. �

Theorem 2.5 The group G15 is determined by its endomorphism semi-
group in the class of all groups.

The proof of Theorem 2.5 is similar to the proof of Theorem 1.2.
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3 The groups presentable in the
form (C2n × C2n)h C4

The results presented in this chapter (except section 3.5) have been pub-
lished in [42].

3.1 Introduction

In this chapter we shall find all groups of order 22(n+1) (n > 3) which can
be presented in the form G = (C2n × C2n)h C4, i.e.,

G =
〈
a, b, c | a2n = b2

n
= c4 = 1, ab = ba, c−1ac = apbq, c−1bc = arbs

〉
,

where p, q, r, s ∈ Z2n . We shall describe all possible values of parame-
ters p, q, r, s.The question when different quadruples of parameters imply
isomorphic groups of this kind is not considered in this Theses.

An element c induces an inner automorphism ĉ such that ĉ 4 = 1:

aĉ = c−1ac = apbq, bĉ = c−1bc = arbs.

Consequently, we have to find all automorphisms ϕ of the group C2n×C2n =
〈a〉 × 〈b〉 such that ϕ4 = 1.

A map

ϕ : C2n × C2n −→ C2n × C2n , aϕ = apbq, bϕ = arbs (3.1)

satisfies the defining relations of the group

C2n × C2n =
〈
a, b | a2n = b2

n
= 1, ab = ba

〉
for every p, q, r, s ∈ Z2n , and, therefore, is an endomorphism of this group:

1 = 1ϕ =
(
a2

n)
ϕ = (aϕ)2

n

= (apbq)2
n

= 1,

1 = 1ϕ =
(
b2

n)
ϕ = (bϕ)2

n

= (arbs)2
n

= a2
nrb2

ns = a2
nr,

(ab)ϕ = aϕ · bϕ = (apbq) (arbs) = ap+rbq+s =

= ar+pbs+q = (arbs) (apbq) = bϕ · aϕ = (ba)ϕ.

An endomorphism (3.1) is an automorphism of C2n × C2n if and only if

ps− rq ≡ 1 (mod 2) , (3.2)
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i.e., if and only if matrix {{p, q} , {r, s}} is invertible. Now let us decide
under which conditions ϕ4 = 1:

a = (a)ϕ4 =
(
aϕ2

)
ϕ2 =

(
ap

2+rqbq(p+s)
)
ϕ2 =

=
(
ap

2+rqbq(p+s)
)p2+rq (

ar(p+s)bqr+s
2
)q(p+s)

=

= a(p2+rq)
2
+qr(p+s)2bq(p+s)(p

2+2qr+s2),

b = (b)ϕ4 =
(
bϕ2
)
ϕ2 =

(
ar(p+s)bqr+s

2
)
ϕ2 =

=
(
ap

2+rqbq(p+s)
)r(p+s) (

ar(p+s)bqr+s
2
)qr+s2

=

= ar(p+s)(p
2+2qr+s2)b(s

2+rq)
2
+qr(p+s)2 ,

i.e., ϕ is an automorphism satisfying ϕ4 = 1 if and only if the matrix
{{p, q} , {r, s}} satisfies condition (3.2) and the next system modulo 2n{ (

p2 + rq
)2

+ qr (p+ s)2 ≡ 1, q (p+ s)
(
p2 + 2qr + s2

)
≡ 0,

r (p+ s)
(
p2 + 2qr + s2

)
≡ 0,

(
s2 + rq

)2
+ qr (p+ s)2 ≡ 1.

(3.3)

3.2 Simplification of system (3.3)
System (3.3) is equivalent to the system

(
p2 + rq

)2 ≡ 1− qr (p+ s)2

q (p+ s)
(
p2 + 2qr + s2

)
≡ 0

r (p+ s)
(
p2 + 2qr + s2

)
≡ 0

(p− s) (p+ s)
(
p2 + 2qr + s2

)
≡ 0

. (3.4)

Let us consider condition (3.2), i.e., condition ps − rq ≡ 1 (mod 2) .
It is clear that the matrix {{p, q} , {r, s}} is congruent modulo 2 to one
among of the next six matrices:

1) {{1, 1} , {1, 0}} , 2) {{0, 1} , {1, 1}} , 3) {{0, 1} , {1, 0}} ,
3) {{1, 1} , {0, 1}} , 5) {{1, 0} , {1, 1}} , 6) {{1, 0} , {0, 1}} .

Consider two first cases, i.e., p and s are different modulo 2. Then
the numbers (p− s) (p+ s) = p2 − s2 and p2 + s2 are odd and the fourth
congruence of (3.4) imply p2 + s2 ≡ −2qr (mod 2n) which is impossible.
Therefore, only the following four cases are possible:

{{0, 1} , {1, 0}} , {{1, 1} , {0, 1}} , {{1, 0} , {1, 1}} , {{1, 0} , {0, 1}} .

Let us consider now the expression p2 + 2qr + s2. If p and s are both
even then q and r are both odd and 2 | p2 + 2qr+ s2, but 4 - p2 + 2qr+ s2.
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If p and s are both odd (p = 2k + 1, s = 2l + 1, where k, l ∈ Z) then at
least one of the numbers q or r is even (2qr = 4m, where m ∈ Z) and

p2 + 2qr + s2 = (2k + 1)2 + 4m+ (2l + 1)2 = 2 + 4
(
k2 + l2 + k + l +m

)
,

i.e., 2 | p2 + 2qr + s2, but 4 - p2 + 2qr + s2. Hence from the system (3.4)
follows the system

(
p2 + rq

)2 ≡ 1− qr (p+ s)2 (mod2n)
q (p+ s) ≡ 0
r (p+ s) ≡ 0

(p− s) (p+ s) ≡ 0

(
mod2n−1

)
.

Since q (p+ s) ≡ 0, r (p+ s) ≡ 0 modulo 2n−1, we have qr (p+ s)2 ≡
0 (mod 2n) and system (3.4) get the form{ (

p2 + rq
)2 ≡ 1 (mod 2n)

q (p+ s) ≡ 0, r (p+ s) ≡ 0, (p− s) (p+ s) ≡ 0
(
mod 2n−1

)
.
(3.5)

3.3 Automorphisms of order 4
Since all automorphisms of order 1 or 2 of the group C2n ×C2n were found
in subsection 2.1.2, we need now to find only its automorphisms of order
four. In this section we prove

Theorem 3.1 There are

464 if n = 3,

39 · 4n−1 + 15 · 25 if n > 4

automorphisms of order 4 of group C2n×C2n , and all these automorphisms
are described in Propositions 3.1, 3.2, 3.3, 3.4, 3.5 and 3.6.

3.3.1 Case n > 3

Assume that {{p, q} , {r, s}} ≡ {{0, 1} , {1, 0}} (mod 2) .

Proposition 3.1 Let p, s be even. Then automorphisms of order four of
the group C2n × C2n are given by matrices

1) {{p, q} , {r, s}} ≡
{
{p, q} ,

{(
1− p2

)
q−1, −p+ 2n−1

}}
,

2) {{p, q} , {r, s}} ≡
{
{p, q} ,

{(
a− p2

)
q−1, −p+ 2n−1k

}}
,

where q ∈ Z∗2n , a ∈
{
±1 + 2n−1,−1

}
and k ∈ Z2. The number of automor-

phisms 1) – 2) is 7 · 22n−2.
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Proof. In this case by (3.5) p+s ≡ 0
(
mod 2n−1

)
, i.e., s = −p+2n−1k and

p = 2u, where u ∈ Z2n−1 and k ∈ Z2. The first congruence of (3.5) implies

p2 + rq ∈
{
±1, ±1 + 2n−1

}
,

rq ∈
{
±1− p2, ±1 + 2n−1 − p2

}
,

r ∈
{(
±1− p2

)
q−1,

(
±1 + 2n−1 − p2

)
q−1
}
.

If r =
(
1− p2

)
q−1 and k = 0 then automorphisms {{p, q} , {r, s}} have

order ≤ 2 (see Proposition 2.1). The first statement of the proposition is
proved.

Let us find the number of automorphisms in forms 1)–2). There are 2n−1

possibilities for choosing odd number q and 2n−1 possibilities for choosing
even number p. The number of choices of s depends on k, which have 2
possibilities in all cases 2) and 1 possibility in the case 1). In the case
2) we have also 3 possibilities for choice of number a. Thus the number
of automorphisms in forms 1)–2) is 2n−1 · 2n−1 · (3 · 2 + 1) = 7 · 22n−2.
Proposition 3.1 is proved. �

Let us now consider next two cases:

{{p, q} , {r, s}} ≡ {{1, 1} , {0, 1}} (mod 2) ,

{{p, q} , {r, s}} ≡ {{1, 0} , {1, 1}} (mod 2) .

Proposition 3.2 Let p, s and one of the numbers q, r be odd. Then the
automorphisms of order four of the group C2n ×C2n are given by matrices

1) {{p, q} , {r, s}} ≡
{
{p, q} ,

{(
1− p2

)
q−1, −p+ 2n−1

}}
(q ∈ Z∗2n) ,

2) {{p, q} , {r, s}} ≡
{
{p, q} ,

{(
a− p2

)
q−1, −p+ 2n−1k

}}
(q ∈ Z∗2n) ,

3) {{p, q} , {r, s}} ≡
{{
p,
(
1− p2

)
r−1
}
,
{
r, −p+ 2n−1

}}
(r ∈ Z∗2n) ,

4) {{p, q} , {r, s}} ≡
{{
p,
(
a− p2

)
r−1
}
,
{
r, −p+ 2n−1k

}}
(r ∈ Z∗2n) ,

where p ∈ Z∗2n , a ∈
{
±1 + 2n−1, −1

}
and k ∈ Z2. The number of auto-

morphisms 1) – 4) is 7 · 22n−1.

Proof . While by (3.5) q (p+ s) ≡ 0
(
mod2n−1

)
, r (p+ s) ≡ 0

(
mod2n−1

)
and one of numbers q, r is odd, we have p + s ≡ 0

(
mod 2n−1

)
, i.e., s =

−p+2n−1k, where k ∈ Z2 and p ∈ Z∗2n . The first congruence of (3.5) implies

p2 + rq ∈
{
±1, ±1 + 2n−1

}
,

rq ∈
{
±1− p2, ±1 + 2n−1 − p2

}
.

Hence

r ∈
{(
±1− p2

)
q−1,

(
±1 + 2n−1 − p2

)
q−1
}
, if q is odd,
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q ∈
{(
±1− p2

)
r−1,

(
±1 + 2n−1 − p2

)
r−1
}
, if r is odd.

It is easy to see that if if rq = 1 − p2 and k = 0 then automorphisms
{{p, q} , {r, s}} have order ≤ 2 (see Propositon 2.1). The first statement
of the proposition is proved.

Let us calculate the number of all obtained solutions in forms 1)–2).
There are 2n−1 possibilities for the choice of odd number q, and 2n−1

possibilities for the choice of odd number p. The number of choices of s
depends on k which have 2 possibilities for forms 2) and only 1 possi-
bility in form 1). For solutions in form 2) there are also 3 possibilities
to choose the number a. Thus number of solutions in the forms 1)–4) is
2n−1 · 2n−1 · (2 · 3 + 1) = 7 · 22n−2. Analogously the number of solutions in
forms 3)–4) is 7 ·22n−2 and we get the second statement of the proposition.
Proposition 3.2 is proved. �

In order to investigate the last case

{{p, q} , {r, s}} ≡ {{1, 0} , {0, 1}} (mod 2) ,

we need some lemmas. We shall consider the cases n = 3 and n > 4
separately.

3.3.2 The case n = 3

Assume that n = 3. Then both numbers r, q are even, i.e., r = 2u and
q = 2v, where u, v ∈ Z4. The first congruence of system (3.5) implies(

p2 + rq
)2

= p4 + 8p2uv + 16u2v2 ≡ p4 (mod 8)

and the system (3.5) takes the form{
p4 ≡ 1 (mod 8)

{q (p+ s) ≡ 0, r (p+ s) ≡ 0, (p− s) (p+ s) ≡ 0 (mod 4) .
(3.6)

Clearly, all four odd numbers p ∈ Z∗8 are solutions of the congruence p4 ≡ 1
(mod 8) . We distinguish two cases: p+s ≡ 0 (mod 4) and p+s 6≡ 0 (mod 4).

Proposition 3.3 Let p, s be odd, q, r be even and p + s ≡ 0 (mod 4).
Then the automorphisms of order four of the group C8 × C8 are given by
the matrices {{p, q} , {r, s}} ≡ {{p, 2v} , {2u, −p+ 4k}}, where k ∈ Z2

and u, v ∈ Z∗22 . The number of those automorphisms is 25.

Proof. Let q, r be even numbers and p+ s ≡ 0 (mod 4), i.e., r = 2fu or 0
and q = 2gv or 0, where f, g ∈ Z3 \ {0} and u ∈ Z∗

23−f , v ∈ Z∗23−g . Then
s = −p+ 4k, where k ∈ Z2, p ∈ Z∗8. We get all automorphisms of orders 1,
2 or 4. Computing the square of these automorphisms, we get

{{p, q} , {r, s}}2 ≡ {{1 + qr, 0} , {0, 1 + qr}} ,
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i.e., the automorphism {{p, q} , {r, s}} has order 4 if and only if qr 6≡
0 (mod 8). The last condition is possible only if f = g = 1. The first
statement of the proposition is proved.

Calculating the number of all obtained solutions, we get the second
statement of the proposition. Proposition 3.3 is proved. �

Proposition 3.4 Let p, s be odd, q, r be even and p+s 6≡ 0 (mod 4). Then
the automorphisms of order four of the group C8×C8 are given by matrices

1) {{p, q} , {r, s}} ≡ {{p, q} , {r, p}} ,
2) {{p, q} , {r, s}} ≡ {{p, q} , {r, p− 4}} ,

where q, r ∈ 2Z4 and the condition q ≡ r ≡ 0 (mod 4) is impossible. The
number of those automorphisms is 96.

Proof. Let q, r be even numbers (q, r ∈ 2Z4, r = 2fu, q = 2gv) and
p+ s = 2k (k ∈ Z∗22). Since f, g > 1 or one of the numbers (or both) r, q
is zero, the second and third congruences of the system (3.6) hold. The
fourth congruence of system (3.6) implies a) p − s = 0 or b) p − s = 2hl
(h > 1, l ∈ Z∗

23−h).
a) If p− s = 0, then s = p ∈ Z∗8 and we get the automorphisms in the

form 1).
b) Let now p− s = 2hl. Then{

p = k + 2h−1l,
s = k − 2h−1l = p− 2hl.

Since p, s are odd, it follows that h > 1, i.e., h = 2 and l = 1. Hence
s = p− 4, p ∈ Z∗8. We get automorphisms in the form 2).

Let us compute the square of the automorphisms in the forms 1) and
2). Since q, r ∈ 2Z4, we have

{{p, q} , {r, p}}2 ≡ {{p, q} , {r, p− 4k}}2 ≡ {{1 + qr, 2qp} , {2rp, 1 + qr}} .

This square is equal to the unity automorphism if and only if q ≡ r ≡ 0
(mod 4). The first statement of the proposition is true.

Let us calculate the number of all obtained automorphisms of order 4.
In the form 1) we have 48 automorphisms, because the numbers of possible
values for s, p and (q, r) are 1, 4 and 4 · 4− 4 = 12, respectively. Similarly,
in the form 2) we have 48 automorphisms. The second statement of the
proposition is proved. Proposition 3.4 is proved. �

3.3.3 The case n > 4

Assume that n > 4. First of all we need to solve the congruence
(
p2 + rq

)2 ≡
1 (mod 2n) in the cases rq ≡ 0 (mod 2n) and rq 6≡ 0 (mod 2n).
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Lemma 3.1 Solutions of congruence

p4 ≡ 1 (mod 2n)

are p ∈
{
±1, ±1 + 2n−1

}
and p = ±1 + 2n−2z (where z ∈ Z∗4).

We give 3.1 without any proof because it is well-known. Denote by p1
a possible value of p given in Lemma 3.1.

Lemma 3.2 Assume that rq 6≡ 0 (mod 2n) and both numbers r, q are even,
i.e., r = 2fu and q = 2gv, where f, g ∈ Zn \ {0} and u ∈ Z∗

2n−f , v ∈ Z∗2n−g .
Then the solutions of the congruence(

p2 + rq
)2 ≡ 1 (mod 2n) ,

are

a) p = ε+ 2f+g−1x, r = 2fu,

q = 2g
([

2n−f−g−1l −
(
ε+ 2f+g−2x

)
x
]
u2

n−f−g−1−1 + 2n−f−gk
)
,

where ε = ±1, x ∈ Z∗
2n−f−g+1 , k ∈ Z2f , and

(n− 1 > f + g > 3, l ∈ Z2) or (f + g = n− 1, l = 0);

b) p ∈
{
±1, ±1 + 2n−1

}
, r = 2fu, q = 2gv, where f + g = n− 1.

Proof. The proof of Lemma 3.2 is similar to that of Lemma 2.3 and it is
given in Appendix A.3. Lemma 3.2 is proved. �

Proposition 3.5 Let p, s be odd, p+ s ≡ 0
(
mod 2n−1

)
and q, r be even,

i.e., r = 2fu or 0 and q = 2gv or 0, where f, g ∈ Zn \ {0} and u ∈
Z∗
2n−f , v ∈ Z∗2n−g . Then automorphisms of order four of the group C2n×C2n

are given by the matrices

1) if p = ±1 + 2n−2z, z ∈ Z∗4, then

{{p, q} , {r, s}} ≡
{
{p, q} ,

{
r, −p+ 2n−1k

}}
,

where (q, r) ∈
{

(0, 0) ,
(
0, 2fu

)
, (2gv, 0)

}
;

{{p, q} , {r, s}} ≡
{
{p, 2gv} ,

{
2fu, −p+ 2n−1k

}}
,

where f + g > n;

2) {{p, q} , {r, s}} ≡
{{
ε+ 2f+g−1x, 2gv

}
,
{

2fu, −p+ 2n−1k
}}

,

where v =
[
2n−f−g−1 −

(
ε+ 2f+g−2x

)
x
]
u2

n−f−g−1−1 + 2n−f−gh,
ε = ±1, x ∈ Z∗

2n−f−g+1 , h ∈ Z2f , (n− 1 > f + g > 3);

3) {{p, q} , {r, s}} ≡
{
{p, 2gv} ,

{
2fu,−p+ 2n−1k

}}
,

where f + g = n− 1 and p ∈
{
±1, ±1 + 2n−1

}
,

for each k ∈ Z2. The number of automorphisms 1)–3) is 3 · 22n−1.
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Proof. Assume that the assumptions of the proposition hold. Then s =
−p + 2n−1k for some k ∈ Z2. We need to solve only the first congruence
of the system (3.5). We consider two cases: I) rq ≡ 0 (mod 2n) and II)
rq 6≡ 0 (mod 2n) .

I) If rq ≡ 0 (mod 2n) then at least one of the numbers q, r is zero or
f+g > n. By Lemma 3.1, p = p1. Let us compute square of automorphisms
of this form. If p1 ∈

{
±1,±1 + 2n−1

}
, we have p21 ≡ 1 (mod 2n) and

it is easy to check that we get an automorphism of order ≤ 2. Since
f, g > 1, 2f+(n−1) ≡ 2g+(n−1) ≡ 0 (mod 2n) and we see that in this case
automorphisms have order 2. An alternative variant for p1 implies the
automorphisms in the form 1).

II) If rq 6≡ 0 (mod 2n), then f + g < n and we can use Lemma 3.2. By
Proposition 2.3, if l = 0 then the corresponding automorphisms have order
1 or 2. An alternative variant for l gives the automorphisms of the forms
2)–3).

Let us determine the number automorphisms described in this propo-
sition. For automorphisms in the form 1): s has 2 possible values and the
number of possible values for (q, r) is

1, if (q, r) = (0, 0) ,
n−1∑
f=1

2n−f−1 = 2n−1 − 1, if (q, r) =
(
0, 2fu

)
or (q, r) = (2gv, 0) ,

n−1∑
f=1

2n−f−1
n−1∑

g=n−f
2n−g−1 = (n− 2) 2n−1 + 1, if (q, r) =

(
2gv, 2fu

)
.

Thus for the choice of the triple (s, q, r) we have

2
[
1 + 2

(
2n−1 − 1

)
+
(
(n− 2) 2n−1 + 1

)]
= 2nn

possibilities. Since we have only 4 possible values for p, we state, that there
is 2n+2n automorphisms in the form 1).

The automorphisms of the form 2) are given by the parameters f, g, ε, h,
x, u, k. The numbers of possible values of the parameters ε, h, x, u, k are
2, 2f , 2n−f−g, 2n−f−1, 2, respectively. If we sum up over possible values of
f and g, we get the number of automorphisms of the form 2):

2 · 2 ·
n−3∑
f=1

2n−f−1
n−f−2∑

g=1, f+g>3

(
2f · 2n−f−g

)
=

= 4

2n−2 ·
n−3∑
g=2

2n−g +

n−3∑
f=2

2n−f−1
n−f−2∑
g=1

2n−g

 =

= 2n+3
(
3 · 2n−4 − n+ 1

)
.
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The automorphisms of the form 3) are given by the parameters p, k, f,
u, v. The numbers of possible values of the parameters p, k, u, v are
4, 2, 2n−f−1, 2n−g−1 = 2f , respectively. Hence we have

8
n−2∑
f=1

2n−f−12f = 8
n−2∑
f=1

2n−1 = (n− 2) 2n+2

automorphisms of the form 3).
If we sum up the numbers of automorphisms in all cases we obtain

3 · 22n−1. Proposition 3.5 is proved. �

Proposition 3.6 Let p, s be odd, q, r be even and p+ s 6≡ 0
(
mod 2n−1

)
.

Then automorphisms of order four of the group C2n ×C2n are given by the
matrices

1) {{p, q} , {r, s}} ≡
{{
p, 2n−2q′

}
,
{

2n−2r′, p+ 2n−1k
}}

, where k ∈ Z2,
q′, r′ ∈ Z4 and
a) p = ±1 + 2n−2z, z ∈ Z∗4;
b) p ∈

{
±1, ±1 + 2n−1

}
, condition q′ ≡ r′ ≡ 0 (mod 2) does not hold;

2) for every l ∈ Z∗4 and f, g > n− 2
{{p, q} , {r, s}} ≡

{
{p1, q} ,

{
r, p1 − 2n−2l

}}
,

where (q, r) ∈
{

(0, 0) ,
(
0, 2fu

)
, (2gv, 0)

}
;

{{p, q} , {r, s}} ≡
{
{p1, 2gv} ,

{
2fu, p1 − 2n−2l

}}
;

3) for l ∈ Z∗4
{{p, q} , {r, s}} ≡

{
{p1, q} ,

{
r, −p+ 2n−2l

}}
,

where (q, r) ∈
{

(0, 0) ,
(
0, 2fu

)
, (2gv, 0)

}
,

{{p, q} , {r, s}} ≡
{
{p1, 2gv} ,

{
2fu, −p+ 2n−2l

}}
(f + g > n);

4) for l ∈ Z∗4
{{p, q} , {r, s}} ≡

{{
ε+ 2f+g−1x, 2gv

}
,
{

2fu, −p+ 2n−2l
}}

,

where v =
[
2n−f−g−1y −

(
ε+ 2f+g−2x

)
x
]
u2

n−f−g−1−1 + 2n−f−gh,
ε = ±1, x ∈ Z∗

2n−f−g+1 , h ∈ Z2f , (n− 1 > f + g > 3 and y ∈ Z2)
or (f + g = n− 1 and y = 0).

5) for l ∈ Z∗4 and p ∈
{
±1, ±1 + 2n−1

}
{{p, q} , {r, s}} ≡

{
{p, 2gv} ,

{
2fu, −p+ 2n−2l

}}
,

where f + g = n− 1.

The number of automorphisms 1) – 5) is 3 · 22n + 15 · 25.

Proof. Let q, r be even numbers (r = 2fu or 0 and q = 2gv or 0 (f, g ∈
Zn \ {0} and u ∈ Z∗

2n−f , v ∈ Z∗2n−g)) and p + s = 2ml (m ∈ Zn−1 \ {0} ,
l ∈ Z∗2n−m). Using the second, third and fourth congruence of system (3.5),
we get f, g > n − 1 − m and I) p − s ≡ 0

(
mod 2n−1

)
or II) p − s 6≡

0
(
mod 2n−1

)
.
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I) Let us consider the case p − s ≡ 0
(
mod 2n−1

)
. Then s = p +

2n−1k and p + s = 2
(
p+ 2n−2k

)
. Second and third congruence of (3.5)

imply that r ≡ q ≡ 0
(
mod 2n−2

)
. Denote r = 2n−2r′, q = 2n−2q′ (where

q′, r′ ∈ Z4). Since n > 4, we have rq ≡ 2n2n−4 ≡ 0 (mod 2n) , and, by
Lemma 3.1, p = p1. There are two possibilities: if p1 = ±1 + 2n−2z, then
p21 6≡ 1 (mod 2n) and the corresponding automorphisms have order 4; if
p1 ∈

{
±1, ±1 + 2n−1

}
, then p21 ≡ 1 (mod 2n),

{{p, q} , {r, s}}2 ≡
{{

1, 2n−1q′p1
}
,
{

2n−1r′p1, 1
}}

,

and the corresponding automorphisms have order 4 if and only if the con-
dition q′ ≡ r′ ≡ 0 (mod 2) does not hold. We get automorphisms in form
1).

II) Let us consider the case p − s 6≡ 0
(
mod 2n−1

)
, i.e., p − s = 2hl

where n− 2 > h > n− 1−m, l ∈ Z∗
2n−h . Then{

p = 2m−1l + 2h−1t,
s = 2m−1l − 2h−1t.

Since p, s are odd, it follows that i) m = 1, h > 1 or ii) m > 1, h = 1.

i)m = 1, h > 1. Then s = p−2ht, t ∈ Z∗
2n−h . Since f, g, h > n−1−m =

n − 2, we have h = n − 2 and rq ≡ 22n−4 ≡ 0 (mod 2n). Hence the first
congruence of (3.5) takes the form p4 ≡ 1 (mod 2n), which implies, by
Lemma 3.1, that

p ∈
{
±1,±1 + 2n−1

}
and p = ±1 + 2n−2z, z ∈ Z∗4,

and we obtained automorphisms 2).

ii) m > 1, h = 1. Condition 1 = h > n− 1−m implies that m > n− 2.
Since m < n − 1, we have m = n − 2 and f, g > n − 1 −m = 1. Thus we
have s = −p+ 2ml = −p+ 2n−2l, l ∈ Z∗22 . If rq ≡ 0 (mod 2n) then the first
congruence of (3.5) implies, by Lemma 3.1, that

p ∈
{
±1, ±1 + 2n−1

}
, p = ±1 + 2n−2z (where z ∈ Z∗4)

and we get automorphisms in the form 3). If rq 6≡ 0 (mod 2n) then the first
congruence of (3.5) implies by Lemma 3.2 two possibilities:

a) p = ε+ 2f+g−1x, r = 2fu,

q = 2g
([

2n−f−g−1y −
(
ε+ 2f+g−2x

)
x
]
u2

n−f−g−1−1 + 2n−f−gk
)
,

where ε = ±1, x ∈ Z∗
2n−f−g+1 , k ∈ Z2f , and

(n− 1 > f + g > 3 and y ∈ Z2) or (f + g = n− 1 and y = 0);
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b) p ∈
{

1,−1 + 2n−1, 1 + 2n−1,−1 + 2n
}
, r = 2fu, q = 2gv, where

f + g = n− 1.

These possibilities give the automorphisms of the forms 4) and 5).

Let us determine the number of automorphisms described in this propo-
sition.

For automorphisms in form 1a), we have 4 possibilities for p, 2 possibil-
ities for s and for the pair (r, q) 4 ·4 possibilities, i.e., there is 4 ·2 ·16 = 4 ·25
automorphisms in this form. We have for the automorphisms in the form
1b) 4 possibilities for p, 2 possibilities for s and for the pair (r, q) 4 · 4− 4
possibilities, i.e., there is 4 · 2 · 12 = 3 · 25 automorphisms in this form.
Therefore, there is 7 · 25 automorphisms in form 1).

In form 2), we have 8 possibilities for p, 2 possibilities for s and for the

pair (r, q) one possibility if (q, r) = (0, 0),
n−1∑

f=n−2
2n−f−1 = 3 possibilities

if (q, r) =
(
0, 2fu

)
or (q, r) = (2gv, 0), and

n−1∑
f=n−2

2n−f−1
n−1∑
g=n−2

2n−g−1 = 9

possibilities if (q, r) =
(
2gv, 2fu

)
. In conclusion, there are 8·2 [1 + 2 · 3 + 9] =

28 automorphisms in form 2).

In form 3), we have 8 · 2 possibilities for the pair (p, s) and for the pair

(r, q) one possibility if (q, r) = (0, 0),
n−1∑
f=1

2n−f−1 = 2n−1 − 1 possibilities

if (q, r) =
(
0, 2fu

)
or (q, r) = (2gv, 0), and

n−1∑
f=1

2n−f−1
n−1∑

g=n−f
2n−g−1 =

(n− 2) 2n−1 + 1 possibilities if (q, r) =
(
2gv, 2fu

)
. So, there are

16
[
1 + 2

(
2n−1 − 1

)
+
(
(n− 2) 2n−1 + 1

)]
= 2n+3n

automorphisms in form 3).

In form 4), if n− 1 > f + g > 3 and y ∈ Z2, we have 2 possibilities for
s and the choice of the triple (p, q, r) depends on f : for odd number u we
have 2n−f−1 possibilities; if g = 1, 2, ..., n−f−2 (where n− 1 > f + g > 3)
is chosen, then for odd number v we have 2f · 2 (since y ∈ Z2) possibilities
and for p we have: 2n−(f+g) possibilities for odd number x and 2 possibilities
for number ε. Hence the number of automorphisms of this kind is

2 · 2
n−3∑
f=1

2n−f−1
n−f−2∑

g=1, f+g>3

(
2f+1 · 2n−f−g

)
=

= 4

2n−2 ·
n−3∑
g=2

2n−g+1 +

n−3∑
f=2

2n−f−1
n−f−2∑
g=1

2n−g+1

 =

= 2n+4
(
3 · 2n−4 − n+ 1

)
.
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In form 4), if f + g = n − 1 and y = 0, the automorphisms are given
by the parameters s, u, h, x, ε. The numbers of possible values of these
parameters are 2, 2n−f−1, 2f , 2, 2, respectively. Hence we have

4 · 2
n−2∑
f=1

2n−f−12f = 8
n−2∑
f=1

2n−1 = 2n+2 (n− 2) .

automorphisms of this form.

Resume, in the form 4) we have

2n+4
(
3 · 2n−4 − n+ 1

)
+ 2n+2 (n− 2) = 2n+2

(
3 · 2n−2 − 3n+ 2

)
automorphisms.

In form 5), we have 4 ·2 possibilities for the pair (p, s) and the choice of
the pair (q, r) depends on f : for odd number u we have 2n−f−1 possibilities;
then we compute g = n− f − 1 (since f + g = n− 1) and for odd number
v we have 2n−g−1 = 2f possibilities. Hence we have

8
n−2∑
f=1

2n−f−12f = 8
n−2∑
f=1

2n−1 = 2n+2 (n− 2)

automorphisms of form 5).

If we sum up the numbers of automorphisms in all cases we obtain
3 · 22n + 15 · 25. Proposition 3.6 is proved. �

3.4 Main results

From Theorem 3.1 and Theorem 2.1 follows

Theorem 3.2 There exist at most

640 (if n = 3), 12 · 4n + 512 (if n > 4)

groups of order 22(n+1) (n > 3) which can be presented in the form G =
(C2n × C2n)h C4, i.e.,

G = 〈a, b, c | a2n = b2
n

= c4 = 1, ab = ba, c−1ac = apbq, c−1bc = arbs〉,

where p, q, r, s ∈ Z2n , and all possible values of {{p, q} , {r, s}} are de-
scribed in Propositions 3.1, 3.2, 3.3, 3.4, 3.5, 3.6, or {{p, q} , {r, s}} ∈Mi

(i = 1, ..., 36) (see Appendix B).
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3.5 Conjugacy classes of matrices of or-

ders 1, 2 or 4
All (2× 2)-matrices of order 1 or 2 over Z2n are already divided into con-
jugacy classes and representatives A1 − A17 of these classes are given in
Appendix C. Similarly to subsubection 2.1.3, let us make now the same for
(2 × 2)-matrices of order 4. We do not present elementary computations.
Denote a conjugacy class of (2 × 2)-matrices (over Z2n) of order 4 with a
representative Ai by Ki.

Theorem 3.3 There are 36 conjugacy classes Ki (i = 1, 2, ..., 17) ,
Ki (i = 1, 2, ..., 7) , K3

i (i = 8, 9, ..., 19) if n = 3 and 80 conjugacy classes
Ki (i = 1, 2, ..., 17) , Ki (i = 1, 2, ..., 63) if n > 4 of regular (2× 2)-matrices
(over Z2n) of orders 1, 2 or 4.

Proof. To show that two given (2×2)-matrices A and B are conjugate,
we have to solve the system

gBg−1 ≡ A (mod 2n) , det g 6= 0 (mod 2) ,

where regular (2× 2)-matrix g is unknown.
It is clear, that two matrices of different order could not be conjugate.

Consequently, all matrices of orders 1 or 2 are already divided into conju-
gacy classes (see subsection 2.1.3 and Appendix A.1). However, we must
divide into conjugacy classes matrices of order 4. We consider two cases:
n = 3 and n > 4.

If n = 3, we consider matrices A1−A7 and A3
8−A3

19 (see Appendix E).
It is easy to verify that they are not conjugate to each other. Each matrix
B (described in Propositions 3.1, 3.2, 3.3, 3.4) of order 4 is conjugate to ex-
actly one of the matrices Ai (i = 1, 2, ..., 7) or matrix A3

i (i = 8, 9, ..., 19).
Conditions under which this takes place, are given in tables of Appendix D.

If n > 4, we consider matrices A1−A63 (see Appendix E). It is easy to
verify that they are not conjugate to each other. Each matrix B (described
in Propositions 3.1, 3.2, 3.5, 3.6) of order 4 is conjugate to exactly one of
matrices Ai (i = 1, 2, ..., 63) . Conditions under which this takes place, are
given in tables of Appendix D. Theorem 3.3 is proved. �
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4 The groups presentable in the
form (C2n+m × C2n)h C2

The results presented in this chapter have been published in [9].

4.1 Main concepts
In this chapter we find all groups of order 22n+m+1 (n > 3, m > 1) which
can be presented in the form G = (C2n+m × C2n)h C2, i.e.,

G =
〈
a, b, c | a2n+m

= b2
n

= c2 = 1, ab = ba, c−1ac = apbq, c−1bc = arbs
〉
,

where p, r ∈ Z2n+m and q, s ∈ Z2n .
The inner automorphism ĉ induces an automorphism of C2n+m ×C2n =

〈a, b〉 of order 1 or 2:

aĉ = c−1ac = apbq, bĉ = c−1bc = arbs,

and we have to find all possible automorphisms of this kind.
Consider a map

ϕ : C2n+m × C2n −→ C2n+m × C2n ,

aϕ = apbq, bϕ = arbs, (4.1)

and decide under which conditions ϕ is an automorphism of order 1 or 2 of
the group

C2n+m × C2n =
〈
a, b | a2n+m

= b2
n

= 1, ab = ba
〉
.

To be an endomorphism, ϕ has to preserve the defining relations of
C2n+m × C2n . Clearly, the map ϕ preserves the relations a2

n+m
= 1 and

ab = ba for all values of parameters. Since b2
n

= 1, we have:

(bϕ)2
n

= (arbs)2
n

= a2
nrb2

ns = a2
nr = 1.

Hence
2nr ≡ 0

(
mod 2n+m

)
and

r ≡ 0 (mod 2m) . (4.2)

Consequently, ϕ is an endomorphism if and only if the condition (4.2) holds.
This endomorphism is an automorphism if and only if

p ≡ s ≡ 1 (mod 2) . (4.3)

75



The automorphism (4.1), (4.2), (4.3) has order 1 or 2 if and only if

a = aϕ2 = (aϕ)ϕ = (apbq)ϕ = (apbq)p (arbs)q = ap
2+rqbpq+sq,

b = bϕ2 = (bϕ)ϕ = (arbs)ϕ = (apbq)r (arbs)s = apr+rsbqr+s
2
,

i.e., {
p2 + rq ≡ 1, pr + rs ≡ 0 (mod 2n+m) ,
pq + sq ≡ 0, qr + s2 ≡ 1 (mod 2n) .

The last system is equivalent to the system
{
p2 + rq ≡ 1, pq + sq ≡ 0
pr + rs ≡ 0, qr + s2 ≡ 1

(mod 2n) ,

p2 + rq ≡ 1, pr + rs ≡ 0 (mod 2n+m) .
(4.4)

The subsystem modulo 2n of (4.4) is already solved for n > 3 in subsection
2.1.2. Let {{p, q} , {r, s}} = {{a, q} , {c, s}} be a solution of this subsystem
modulo 2n where in addition condition (4.3), i.e., a ≡ s ≡ 1 (mod2), holds.
Let

p = a+ 2nx, r = c+ 2ny, (4.5)

where

x, y ∈ Z2m . (4.6)

Hence system (4.4) with conditions (4.2), (4.3) is equivalent to the following
system with unknown x, y ∈ Z2m :{

(a+ 2nx)2 + (c+ 2ny) q ≡ 1
(c+ 2ny) (a+ 2nx+ s) ≡ 0

(
mod 2n+m

)
, (4.7)

c+ 2ny ≡ 0 (mod 2m) , (4.8)

where {{a, q} , {c, s}} ∈ Mi (i = 1, ..., 36) (see subsection 2.1.2 and Ap-
pendix B).

4.2 Automorphisms of order 1 or 2 of

C2n+m × C2n

To find the automorphisms of order 1 or 2 of C2n+m×C2n , we have to solve
system (4.7), (4.8) under assumptions (4.2), (4.3).

By (4.8), there are three possible alternative cases: 1) c ≡ 0 (mod 2m) ,
m < n; 2) c = 0, m = n; 3) y ≡ 0 (mod 2m−n) , c = 0, m > n. Let us
consider these three cases separately.
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4.2.1 The case m < n

In this case system (4.7), (4.8) takes the form{
a2 + 2n+1ax+ (c+ 2ny) q ≡ 1
(c+ 2ny) (a+ s) + 2nxc ≡ 0

(
mod 2n+m

)
, (4.9)

c ≡ 0 (mod 2m) . (4.10)

Proposition 4.1 If q is odd then the automorphisms of order equal or less
than 2 of the group C2n+m × C2n are

{{(s0 + 2mk) + 2nx, q} , {c+ 2ny,− (s0 + 2mk)}}

for each k ∈ Z2n−m and x ∈ Z2m, where

y ≡


(

1− (s0 + 2mk)2 − cq
)

2n
− 2 (s0 + 2mk)x

 q−1 (mod 2m) ,

and

s0 ∈
{

1,−1 + 2m,±1 + 2m−1
}
, if m > 3,

s0 ∈ {1,−1 + 2m} , if m = 2,

s0 = 1, if m = 1.

The number of these automorphisms is: 22n+1, if m > 3; 22n, if m = 2,
and 22n−1, if m = 1.

Proof. The matrices of the set M1 do not satisfy condition (4.3).
Let us consider the matrices of the second possible set M2. In this set,

only the matrices of the form

∥∥∥∥ s q(
1− s2

)
q−1 −s

∥∥∥∥ , where q, s ∈ Z∗2n ,

s2 ≡ 1 (mod 2m), satisfy conditions (4.10). The last condition implies
s = s0 + 2mk, where k ∈ Z2n−m , and: s0 ∈

{
1,−1 + 2m,±1 + 2m−1

}
, if

m > 3; s0 ∈ {1,−1 + 2m}, if m = 2; s0 = 1, if m = 1.
Since a+ s = 2n, the second congruence of (4.9) implies

2n (c+ 2ny) + 2nxc ≡ 0
(
mod 2n+m

)
,

c (x+ 1) ≡ 0 (mod 2m) ,

which holds by (4.10) for every x, y ∈ Z2m .
Let us consider the first congruence of (4.9). We have

s2 + 2n+1sx+ cq + 2nyq ≡ 1
(
mod 2n+m

)
,

2nyq ≡
(
1− s2 − cq

)
− 2n+1sx

(
mod 2n+m

)
,

y ≡

((
1− s2 − cq

)
2n

− 2sx

)
q−1 (mod 2m) .
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Next we find the number of obtained automorphisms. We have 2n−m

choices for k, 2n−1 choices for odd number q, 2m choices for x and z choices
for s0, where z = 4, if m > 3; z = 2, if m = 2; z = 1, if m = 1. This implies
that we have z · 2n−m choices for s and the number of automorphisms of
the given form is equal to the number of triples (s, q, x) and |{(s, q, x)}| =
z · 2n−m · 2n−1 · 2m = z · 22n−1. Proposition 4.1 is proved. �

To solve the first congruence of (4.9), we need two lemmas.

Lemma 4.1 Let s ∈
{

1, ±1 + 2n−1, −1 + 2n
}

and 2nq ≡ 0 (mod 2n+m) ,
i.e., q = 0 or q = 2tu, where 1 6 m 6 t < n, u ∈ Z∗2n−t. Then the
congruence (

s2 − 1
)

+ 2n+1sx+ 2nyq ≡ 0
(
mod 2n+m

)
,

has solutions if and only if s ∈ {1, −1 + 2n} and these solutions are: y ∈
Z2m and

1) x ∈
{

0, 2m−1
}

, if s = 1;

2) x ∈
{
−1 + 2m−1, −1 + 2m

}
, if s = −1 + 2n.

Proof. 1) If s = 1, then s2 − 1 = 0 and x ≡ 0
(
mod 2m−1

)
, (if m = 1,

then the congruence holds for every x ∈ Z2).

2) If s = −1 + 2n, then s2 − 1 = −2n+1 and x ≡ −1
(
mod 2m−1

)
(if

m = 1, then the congruence holds for every x ∈ Z2).

3) If s = ±1+2n−1, then s2−1 = 22n−2±2n and the congruence implies

22n−2 ± 2n + 2n+1sx ≡ 0
(
mod 2n+m

)
,

2n−2 ± 1 + 2sx ≡ 0
(
mod 2n+m

)
,

which is impossible.

Note that if m = 1, we have x ∈
{

0, 2m−1
}

= {0, 1} = Z2 in the case
1), and x ∈

{
−1 + 2m−1, −1 + 2m

}
= {−1 + 1, −1 + 2} = {0, 1} = Z2 in

the case 2). Lemma 4.1 is proved. �

Lemma 4.2 Let s ∈
{

1, ±1 + 2n−1, −1 + 2n
}

and 2nq 6≡ 0 (mod 2n+m) ,
i.e., q = 2tu, where 1 6 t < m (1 < m < n) , u ∈ Z∗2n−t . Then the congru-
ence (

s2 − 1
)

+ 2n+1sx+ 2nyq ≡ 0
(
mod 2n+m

)
has solutions if and only if s ∈ {1,−1 + 2n}, and these solutions are: y ∈
Z2m and

1) x ≡ −2t−1uy
(
mod 2m−1

)
, if s = 1;

2) x ≡ 2t−1uy − 1
(
mod 2m−1

)
, if s = −1.
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Proof. The congruence takes now the form(
s2 − 1

)
+ 2n+1sx+ 2n+tyu ≡ 0

(
mod 2n+m

)
.

1) If s = 1, we have s2 − 1 = 0 and x ≡ −2t−1uy
(
mod 2m−1

)
.

2) If s = −1+2n, then s2−1 = −2n+1 and x ≡ 2t−1uy−1
(
mod 2m−1

)
.

3) If s = ±1 + 2n−1, then s2 − 1 = 22n−2 ± 2n and(
22n−2 ± 2n

)
+ 2n+1sx+ 2n+tyu ≡ 0

(
mod 2n+m

)
,

2n−2 ± 1 + 2sx+ 2tyu ≡ 0 (mod 2m) ,

which is impossible. Lemma 4.2 is proved. �

Denote by x1 the solutions from Lemma 4.1 and by x2 the solutions
from Lemma 4.2.

Proposition 4.2 Let q or c be equal to 0 and both numbers be even. Then
automorphisms of order 1 or 2 of the group C2n+m × C2n exist only in the
case s ∈ {1, −1 + 2n} and these automorphisms are:

1)
{
{s+ 2nx1, 0} ,

{
2ny2, s+ 2n−1k

}}
(k ∈ Z2),

2) {{s+ 2nx1, 0} , {2ny1, −s}},
3)
{
{s+ 2nx1, 0} ,

{
2ny1, −s+ 2n−1

}}
,

4)
{
{s+ 2nx1, 0} ,

{
2tu+ 2ny1, −s

}}
(t ∈ Zn r Zm),

5)
{{
s+ 2nx1, 2tu

}
, {2ny1, −s}

}
(t ∈ Zn r Zm),

6)
{{
s+ 2nx2, 2tu

}
, {2ny1, −s}

}
(t ∈ Zm r {0}),

7)
{{
s+ 2nx1, 2n−1

}
,
{

2ny2, s+ 2n−1k
}}

(k ∈ Z2),

8)
{{
s+ 2nx1, 2tu+ 2ny1

}
,
{

0, −s+ 2n−1
}}

(t ∈ Zn r Zm),

9)
{{
s+ 2nx2, 2tu+ 2ny1

}
,
{

0, −s+ 2n−1
}}

(t ∈ Zm r {0}),
10)

{
{s+ 2nx1, 0} ,

{
2tu+ 2ny1,−s+ 2n−1

}}
(t ∈ Zn r Zm+1)

for each y1 ∈ Z2m and y2 ∈
{

0, 2m−1
}

. The number of automorphisms of
this form is 16 + 7 · 2n+1, if m = 1, and 32− 2m+3 + 3 · 2n+1 + 2n+m+2, if
m > 2.

Remark. If m = 1, then: a) there are no automorphisms in the forms
6) and 9); b) y1, y2, x1 ∈ Z2.

Proof. If q or c is equal to 0, then the matrices considered belong to
the sets M3–M22. We have to consider all these cases like in the proof of
Proposition 4.1. It is done in Appendix A.4. Proposition 4.2 is proved. �

Proposition 4.3 Let q and c be both nonzero even numbers, k ∈ {0, 1}
and s ∈

{
1, ±1 + 2n−1, −1 + 2n

}
. Then automorphisms of order 1 or 2 of

the group C2n+m × C2n are:
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1)
{{
s+ 2nx, 2tu

}
,
{

2rv + 2ny, −s+ 2n−1k
}}

, where r ∈ ZnrZm+k,
t+ r > n, s ∈ {1,−1 + 2n} and, if m > 1,

x ≡

{
−2r+t−n−1 (v + 2n−ry)u

(
mod 2m−1

)
, if s = 1,

−1 + 2r+t−n−1 (v + 2n−ry)u
(
mod 2m−1

)
, if s = −1 + 2n,

2)
{{
s+ 2nx, 2tu

}
,
{

2rv + 2ny, −s+ 2n−1k
}}

, where r ∈ ZnrZm+k,
t+ r = n, s = ±1 + 2n−1 and, if m > 1,

x ≡
(
∓ (v + 2n−ry)u− 1

2
∓ 2n−3

) (
mod 2m−1

)
for each y ∈ Z2m (and for each x ∈ Z2, if m = 1). There exist
(2n− 2m− 1) 2n+m+1 − 3 · 2n+1 + 2m+3 automorphisms of this form.

Proof. Only the matrices of the sets Mi, i = 23, 24, 25, 26, 27, 28, 31,
32, 33, 34, satisfy the conditions of the proposition. We have to consider
all these cases. It is done in Appendix A.5. Proposition 4.3 is proved. �

Proposition 4.4 Let q = 2tu and c = 2rv be both nonzero even numbers,
number s /∈

{
1, ±1 + 2n−1, −1 + 2n

}
be odd (i.e, s = ε + 2t+r−1p, p ∈

Z∗2n−t−r+1 , ε = ±1) and k ∈ {0, 1} . Then the automorphisms of order 1 or
2 of the group C2n+m × C2n exist if and only if

r ∈ Zn r Zm+k, 3 6 t+ r < n,

v = −
(
ε+ 2t+r−2p

)
pu2

n−t−r−1 + 2n−t−r+1l (l ∈ Z2t−1) ,

and these automorphisms are{{
s+ 2nx, 2tu

}
,
{

2rv + 2ny,−s+ 2n−1k
}}

,

where y ∈ Z2m and

x ∈ Z2, if m = 1,

x ≡ s−1
(
−
(
εp+ uv + 2t+r−2p2

)
2n+1−t−r − 2t−1yu

) (
mod 2m−1

)
, if m > 1.

The number of automorphisms of this form is 2n+2
(
5 · 2n−3 − 2n+ 1

)
, if

m = 1, and 3 · 22n − 2n+m+1 (2n− 2m+ 1), if m > 1.

Proof. Only the matrices of the sets M29, M30 and M35, M36 satisfy
the conditions of the proposition. We have to consider all these cases. It is
done in Appendix A.6. Proposition 4.4 is proved. �

Propositions 4.1,4.2,4.3 and 4.4 imply the following theorem:
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Theorem 4.1 If n > 3, n > m > 1 , then there exist at most

3 · 4n + 32, if m = 1,

4 · 4n + 32, if m = 2,

5 · 4n + 32, if m > 3,

groups of order 22n+m+1 presentable in the form G = (C2n+m × C2n)h C2,
i.e.,

G =
〈
a, b, c | a2n+m

= b2
n

= c2 = 1, ab = ba, c−1ac = apbq, c−1bc = arbs
〉
,

where p, r ∈ Z2n+m; q, s ∈ Z2n, and all possible values of {{p, q} , {r, s}}
are described in Propositions 4.1, 4.2, 4.3 and 4.4.

4.2.2 The case m = n

In this subsection, it is assumed that m = n. Then system (4.7), (4.8) is

a2 + 2n+1ax+ 2nyq ≡ 1, 2ny (a+ s) ≡ 0
(
mod 22n

)
, (4.11)

c = 0. (4.12)

Proposition 4.5 If q is odd and c = 0, then the automorphisms of order
1 or 2 of the group C22n × C2n are

{{s+ 2nx, q} , {2ny, −s}} ,

for each s ∈
{

1, ±1 + 2n−1, −1 + 2n
}

and x ∈ Z2n , where

y ≡ −2xq−1 (mod 2n) , if s = 1,

y ≡ 2 (1 + x) q−1 (mod 2n) , if s = −1 + 2n,

y ≡ −
(
2n−2 ± 1± 2x

)
q−1 (mod 2n) , if s = ±1 + 2n−1.

There are 22n+1 automorphisms of such kind.

Proof. The matrices of the set M1 do not satisfy assumptions of the
proposition and, therefore, we need to consider only the matrices of the set

M2. In this set, only matrices

∥∥∥∥ s q(
1− s2

)
q−1 −s

∥∥∥∥ , where q, s ∈ Z∗2n , s2 ≡

1 (mod 2n), satisfy conditions (4.12). Hence s ∈
{

1, ±1 + 2n−1, −1 + 2n
}
.

Since (a+ s) = 2n, the second congruence of (4.11) holds for every y ∈ Z2n .
Let us solve the first congruence of (4.11). If s = 1, then s2 − 1 = 0
and the first congruence of (4.11) implies y ≡ −2xq−1 (mod 2n) . If s =
−1 = −1 + 2n, then s2 − 1 = −2n+1 and the first congruence of (4.11)
implies −2n+1x+ 2nyq ≡ 2n+1

(
mod 22n

)
, i.e., y ≡ 2 (1 + x) q−1 (mod 2n) .
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If s = ±1 + 2n−1, then s2 − 1 = 22n−2 ± 2n and the first congruence of
(4.11) implies 22n−2 ± 2n ± 2n+1x + 2nyq ≡ 0

(
mod 22n

)
, and therefore,

y ≡ −
(
2n−2 ± 1± 2x

)
q−1 (mod 2n) .

Let us calculate the number of solutions of this form. The numbers of
choices of parameters q, s, x are 2n−1, 4, 2n, respectively. Hence we have
4 · 2n−1 · 2n = 22n+1 solutions. Proposition 4.5 is proved. �

We need some simple lemmas.

Lemma 4.3 Let s ∈
{

1, ±1 + 2n−1, −1 + 2n
}
. Then the congruence(

s2 − 1
)

+ 2n+1sx ≡ 0
(
mod 22n

)
has solutions if and only if s ∈ {1, −1 + 2n}. These solutions are

1) x ∈
{

0, 2n−1
}
, if s = 1;

2) x ∈
{
−1 + 2n−1, −1 + 2n

}
, if s = −1 + 2n.

Proof. 1) If s = 1, then s2 − 1 = 0 and x ≡ 0
(
mod 2n−1

)
. 2) If s =

−1+2n, then s2−1 = −2n+1 and x ≡ −1
(
mod 2n−1

)
. 3) If s = ±1+2n−1,

then s2 − 1 = 22n−2 ± 2n and the congruence implies

22n−2 ± 2n + 2n+1sx ≡ 0
(
mod 22n

)
,

2n−2 ± 1 + 2sx ≡ 0 (mod 2n) ,

which is impossible. Lemma 4.3 is proved. �

Lemma 4.4 Let s ∈
{

1, ±1 + 2n−1,−1 + 2n
}

and q = 2tu, where 1 6 t <
n, u ∈ Z∗2n−t. Then the congruence(

s2 − 1
)

+ 2n+1sx+ 2nyq ≡ 0
(
mod 22n

)
has solutions if and only only if s ∈ {1, −1 + 2n}. These solutions are:
y ∈ Z2n and

1) x ≡ −2t−1uy
(
mod 2n−1

)
, if s = 1;

2) x ≡ 2t−1uy − 1
(
mod 2n−1

)
, if s = −1 + 2n.

Proof. By assumptions, the congruence takes the form(
s2 − 1

)
+ 2n+1sx+ 2n+tyu ≡ 0

(
mod 22n

)
.

1) If s = 1, we have s2 − 1 = 0 and x ≡ −2t−1uy
(
mod 2n−1

)
. 2) If

s = −1 + 2n, then s2 − 1 = −2n+1 and x ≡ 2t−1uy − 1
(
mod 2m−1

)
. 3) If

s = ±1 + 2n−1, then s2 − 1 = 22n−2 ± 2n and(
22n−2 ± 2n

)
+ 2n+1sx+ 2n+tyu ≡ 0

(
mod 22n

)
,

2n−2 ± 1 + 2sx+ 2tyu ≡ 0 (mod 2n) ,
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which is impossible. Lemma 4.4 is proved. �

Denote by x1 solutions from Lemma 4.3 and by x2 solutions from
Lemma 4.4.

Proposition 4.6 Let q be even and c = 0. Then the automorphisms of
order 1 or 2 of the group C22n × C2n exist if and only if s ∈ {1, −1 + 2n}.
These automorphisms are:

1)
{
{s+ 2nx1, 0} ,

{
2ny2, s+ 2n−1i

}}
, 2) {{s+ 2nx1, 0} , {2ny1, −s}} ,

3)
{
{s+ 2nx1, 0} ,

{
2ny, −s+ 2n−1

}}
, where y ∈ 2Z2n−1 ,

4)
{{
s+ 2nx1, 2tu

}
, {2ny, −s}

}
, where y = z,

5)
{{
s+ 2nx2, 2tu

}
, {2ny1, −s}

}
, where y = j + z, j ∈ Z2n−t r {0} ,

6)
{{
s+ 2nx1, 2n−1

}
,
{

2ny2, s+ 2n−1i
}}

,

7)
{{
s+ 2nx1, 2tu

}
,
{

2ny, −s+ 2n−1
}}

, where y = z,

8)
{{
s+ 2nx2, 2tu

}
,
{

2ny, −s+ 2n−1
}}

, where t 6 n− 2, y = j + z,

j ∈ 2Z2n−t−1 r {0} ,

where y1 ∈ Z2n , y2 ∈
{

0, 2n−1
}
, z = 2n−tk, k ∈ Z2t , i ∈ Z2. There exist

32 + 3 · 4n automorphisms of such kind.

Proof. Only the matrices of the sets M3–M22 satisfy the conditions of
the proposition. We have to consider all these cases. It is done in Appendix
A.7. Proposition 4.6 is proved. �

Matrices of sets Mi, i = 23, 24, . . . , 35, 36 do not satisfy condition
(4.12). Propositions 4.5 and 4.6 imply

Theorem 4.2 If n > 3, then there exist at most

5 · 4n + 32

groups of order 23n+1 presentable in the form G = (C22n × C2n)h C2, i.e.,

G =
〈
a, b, c | a22n = b2

n
= c2 = 1, ab = ba, c−1ac = apbq, c−1bc = arbs

〉
,

where p, r ∈ Z22n and q, s ∈ Z2n. All possible values of {{p, q} , {r, s}}
are described in Propositions 4.5 and 4.6.

4.2.3 The case m > n

In this subsection it is assumed that m > n. Condition (4.8) implies c = 0
and y ≡ 0 (mod 2m−n) , i.e., y is even, y = 2m−nz, z ∈ Z2n , where z = 0 or
z is non-zero number. Let us denote

z = 2kw,

83



where

k ∈ Zn and w ∈ Z∗2n−k

(if k = 0, then z is odd; if k > 1, then z is nonzero even number). Sys-
tem (4.7) takes now the form

(s+ 2nx)2 + 2mzq ≡ 1, 2mz (a+ s) ≡ 0
(
mod 2n+m

)
. (4.13)

Lemma 4.5 Let s ∈
{

1, ±1 + 2n−1, −1 + 2n
}
. Then the congruence

(s+ 2nx)2 ≡ 1
(
mod 2n+m

)
has solutions if and only if s ∈ {1, −1 + 2n}, and these solutions are

1) x ∈
{

0, 2m−1
}

, if s = 1;

2) x ∈
{
−1 + 2m−1, −1 + 2m

}
, if s = −1.

Proof. It is clear that

s+ 2nx ∈
{

1, −1 + 2n+m, 1 + 2n+m−1, −1 + 2n+m−1
}
,

2nx ∈
{

1− s, −1− s+ 2n+m, 1− s+ 2n+m−1, −1− s+ 2n+m−1
}
.

Consequently,

1) if s = 1, then 2nx ∈
{

0, 2n+m−1
}

and hence x ∈
{

0, 2m−1
}

;

2) if s = −1 + 2n, then 2nx ∈
{
−2n + 2n+m, −2n + 2n+m−1

}
and hence

x ∈
{
−1 + 2m, −1 + 2m−1

}
;

3) If s = ±1 + 2n−1, then x ∈ ∅.

Lemma 4.5 is proved. �

Lemma 4.6 Let s ∈
{

1, ±1 + 2n−1, −1 + 2n
}
, q = 2tu, z = 2kw (k, t ∈

Zn, u ∈ Z∗2n−t , w ∈ Z∗2n−k) and zq 6≡ 0 (mod 2n) (i.e., 0 6 t+ k < n) . Then
the congruence

(s+ 2nx)2 ≡ 1− 2mzq
(
mod 2n+m

)
,

has solutions if and only if s ∈ {1, −1 + 2n} and these solutions (x, z) are(
2m−n+k+t−1p+

ε− 1

2
, 2k
(
−
(
ε+ 2m+k+t−2p

)
pu2

n−k−t−1−1 + 2n−k−ti
))

,

where p ∈ Z∗
2n−k−t+1 , i ∈ Z2t and

ε =

{
1, if s = 1,

−1, if s = −1 + 2n.
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Remark. 1) the condition k + t > 3 is not needed now; 2) if t = 0,
then i ∈ Z20 = {0} , i.e., i = 0; 3) if t + k > 0 or m > n + 1, then
2m+k+t−2 ≡ 0

(
mod 2n−k−t

)
and

z = 2k
(
−εpu2n−k−t−1−1 + 2n−k−ti

)
.

Proof. Proof of Lemma 4.6 is similar to that of Lemma 2.3 and the
whole proof is given in Appendix A.8. Lemma 4.6 is proved. �

Denote by x1 solutions from Lemma 4.5 and by x2, z2 solutions from
Lemma 4.6.

Proposition 4.7 Automorphisms of order 2 of the group C2n+m × C2n in
the case if number q is odd (i.e., t = 0, q = u ∈ Z∗2n−t = Z∗2n) and c = 0,
are

1) {{s+ 2nx2, q} , {2mz2, −s}} , 2) {{s+ 2nx1, q} , {0, −s}} ,

where s ∈ {1, −1 + 2n} . There is 22n+1 automorphisms in these forms.

Proof. The matrices of the set M1 do not satisfy the condition of the
proposition and therefore, we need to consider only the matrices of the set

M2. In this set only matrices

∥∥∥∥ s q(
1− s2

)
q−1 −s

∥∥∥∥ , where q, s ∈ Z∗2n , s2 ≡

1 (mod2n), satisfy the condition c = 0. Hence s ∈
{

1, −1 + 2n, ±1 + 2n−1
}
.

Since (a+ s) = 2n, the second congruence of (4.13) holds for every z ∈ Z2n .
Let us consider two possible cases for z : 1) z = 2kw (k ∈ Zn, w ∈ Z∗

2n−k)
and 2) z = 0 (i.e., y = 0).

1) Consider the first congruence of (4.13). It is solved in Lemma 4.6,
where k ∈ Zn, t = 0, q = u ∈ Z∗2n−t and i = 0 (see Remark 2)). We have
x = x2, z = z2. Let us determine the number of such kind of automor-
phisms. The numbers of choices of s and odd number q are 2 and 2n−1,
respectively. If k is fixed (k = 0, ..., n− 1), then we have 2n−k possibilities
for odd number p ∈ Z∗

2n−k+1 , and the number of automorphisms in this

form is 2 · 2n−1
n−1∑
k=0

2n−k = 2n+1 (2n − 1) .

2) If y = 0 then all solutions are given in Lemma 4.5. Let us determine
the number of such kind of automorphisms. The numbers of choices of
x, s, q are 2, 2, 2n−1, respectively. Therefore, there is 2n+1 automorphisms
of this form.

If we sum up all the numbers of automorphisms of considered two cases,
we get 2n+1 (2n − 1) + 2n+1 = 22n+1. Proposition 4.7 is proved. �

Proposition 4.8 Let number q be even (q = 0 or q = 2tu, where t ∈
Zn r {0} , u ∈ Z∗2n−t) and c = 0. Then automorphisms of order 1 or 2 of
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the group C2n+m × C2n exists if and only only s ∈ {1, −1 + 2n}, and these
automorphisms are:

1)
{
{s+ 2nx1, 0} ,

{
2mz0, s+ 2n−1j

}}
, where j ∈ Z2,

2) {{s+ 2nx1, 0} , {2mz, −s}} , where z ∈ Z2n ,

3)
{
{s+ 2nx1, 0} ,

{
2mz, −s+ 2n−1

}}
, where z ∈ 2Z2n−1 ,

4)
{{
s+ 2nx1, 2tu

}
,
{

2m+n−tl, −s
}}

, where l ∈ Z2t ,

5)
{{
s+ 2nx2, 2tu

}
, {2mz2, −s}

}
, where k ∈ Zn−t,

6)
{{
s+ 2nx1, 2n−1

}
,
{

2mz0, s+ 2n−1j
}}

, where j ∈ Z2,

7)
{{
s+ 2nx1, 2tu

}
,
{

2m+n−tl, −s+ 2n−1
}}

, where l ∈ Z2t ,

8)
{{
s+ 2nx2, 2tu

}
,
{

2mz2, −s+ 2n−1
}}

, where k ∈ Zn−t r {0} ,

where z0 ∈
{

0, 2n−1
}
. There exists 3 · 4n + 32 automorphisms of this form.

Proof. The only matrices satisfying the assumptions of the proposition
are of the sets M3–M22. We have to consider all these cases. It is done in
Appendix A.9. Proposition 4.8 is proved. �

Matrices of the sets Mi, i = 23, 24, . . . , 35, 36 do not satisfy the condi-
tion c = 0. Propositions 4.7 and 4.8 imply

Theorem 4.3 If m > n > 3, then there exist at most

5 · 4n + 32

groups of order 22n+m+1 which can be presented in the form G =
(C2n+m × C2n)h C2, i.e.,

G =
〈
a, b, c | a2n+m

= b2
n

= c2 = 1, ab = ba, c−1ac = apbq, c−1bc = arbs
〉
,

where p, r ∈ Z2n+m and q, s ∈ Z2n. All possible values of {{p, q} , {r, s}}
are described in Propositions 4.7 and 4.8.
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Kokkuvõte
MÕNEDEST LÕPLIKE 2-RÜHMADE KLASSIDEST
JA NENDE ENDOMORFISMIPOOLRÜHMADEST

Käesolevas töös uuritakse mõningaid lõplike 2-rühmade klasse. On
ilmne, et kui kaks rühma on isomorfsed, siis on isomorfsed ka nende endo-
morfismipoolrühmad. Vastupidine väide üldjuhul ei kehti. Töös on uuritud
kahe 32-ndat järku rühmade klassi korral nendesse klassidesse kuuluvate
rühmade määratavust oma endomorfismipoolrühmadega kõikide rühmade
klassis. Tõestatakse, et kõik 32-ndat järku rühmad, mis on esitatavad
kujul (C4 × C4) h C2 või (C8 × C2) h C2, on määratud oma endomorfis-
mipoolrühmadega kõikide rühmade klassis. Üldistamaks juhtu (C4 × C4)h
C2, leitakse kõik mitteisomorfsed 2-rühmad, mis on esitatavad kujul
(C2n × C2n)hC2 (kus n > 3), ning kirjeldatakse üks leitud rühmadest tema
endomorfismipoolrühma kaudu. Samuti antakse juhtudele (C4 × C4)hC2 ja
(C8 × C2)hC2 üldistused: kirjeldatakse moodustajate ja määravate seoste
abil kõik 2-rühmad, mis on esitatavad kas kujul (C2n × C2n) h C4 või ku-
jul (C2n+m × C2n) h C2 (kus n > 3 ning m > 1). Kahjuks pole viimane
kirjeldus antud isomorfismi täpsuseni.

Abstract
SOME CLASSES OF FINITE 2-GROUPS

AND THEIR ENDOMORPHISM SEMIGROUPS

In this Thesis, we study some classes of finite 2-groups. It is clear that
if two groups are isomorphic then so are their endomorphism semigroups.
In general, the inverse statement does not take place. We decide for two
classes of groups of order 32 whether they are determined by endomorphism
semigroups in the class of all groups. We prove that all groups of order 32
which can be represented in the form (C4 × C4)hC2 or (C8 × C2)hC2 are
determined by their endomorphism semigroups in the class of all groups.
We generalize the case of groups presentable in the form (C4 × C4) h C2

and find all non-isomorphic groups which can be represented in the form
(C2n × C2n) h C2 (where n > 3) and characterize one of these groups by
its endomorphism semigroup. We also give two more generalizations of the
cases (C4 × C4)hC2 and (C8 × C2)hC2. Namely, we describe all possible
2-groups which can be represented in the form (C2n × C2n) h C4 or in
the form (C2n+m × C2n) h C2 (where n > 3 and m > 1) by generators
and defining relations. Unfortunately, we could not answered the question
which groups among obtained groups are non-isomorphic.
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APPENDIX A.1

A Proofs

A.1 Dividing matrices of order 1 or 2 into

conjugacy classes
In this appendix, it is proved that all matrices of Ki are conjugate to the
representative Ai of Ki (i = 1, 2, . . . , 36).

1) Classes K1,K2,K5 and K6 contain only one matrix and therefore,
the statement holds.

2) Classes K3,K4,K7 and K8. Denote g =

∥∥∥∥ 0 1
1 0

∥∥∥∥ , h =

∥∥∥∥ 1 0
1 1

∥∥∥∥.

Then Ki = {Ai, g−1Aig, h−1Aih}, where i ∈ {3, 4, 7, 8} .
3) Classes K9 and K11. Clearly, K9 = {A9, g

−1A9g} and K11 = {A11,

g−1A11g}, where g =

∥∥∥∥ 0 1
1 0

∥∥∥∥.

4) Classes K10 and K12. Denote g1 =

∥∥∥∥ 0 1
1 0

∥∥∥∥ , g2 =

∥∥∥∥ 1 1
0 1

∥∥∥∥, g3 =∥∥∥∥ 1 0
1 1

∥∥∥∥ , g4 =

∥∥∥∥ 0 1
1 1

∥∥∥∥ and g5 =

∥∥∥∥ 1 1
1 0

∥∥∥∥ . Then

Ki = {Ai, g−11 Aig1, g
−1
2 Aig2, g

−1
3 Aig3, g

−1
4 Aig4, g

−1
5 Aig5},

where i ∈ {10, 12}.
5) Classes K13 and K14.

a) Denote in K13 (in K14, respectively) the second matrix of M11

(of M12, respectively) by B, in M21 (in M22, respectively) the first, sec-
ond, third and fourth matrices by C, D, F and G, respectively. Let gB =∥∥∥∥ 0 1

1 0

∥∥∥∥ and

gC =

∥∥∥∥ 1 0
−2t−1u

(
ε+ 2n−2

)
1

∥∥∥∥ , gD =

∥∥∥∥ 1 −2t−1u
(
−ε+ 2n−2

)
0 1

∥∥∥∥ ,
gF =

∥∥∥∥ −2t−1u
(
−ε+ 2n−2

)
1

1 0

∥∥∥∥ , gG =

∥∥∥∥ 0 1
1 −2t−1u

(
ε+ 2n−2

) ∥∥∥∥ ,
where ε = 1 in the case of the class K13 and ε = −1 in the case of the class
K14. Then g−1B AigB = B ∈ Ki, g

−1
C AigC = C ∈ Ki, g

−1
D AigD = D ∈ Ki,

g−1F AigF = F ∈ Ki, g
−1
G AigG = G ∈ Ki, where i ∈ {13, 14} .

b) Denote in the subset M33 (M34, respectively) of the class K13 (of
K14, respectively) the first, second, third and fourth matrices by H, I, J
and K, respectively, i.e.,

H =

∥∥∥∥ 1 2tu
2sv −1 + 2n−1

∥∥∥∥ , I =

∥∥∥∥ −1 + 2n−1 2tu
2sv 1

∥∥∥∥ ,
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APPENDIX A.1, continued . . .

J =

∥∥∥∥ 1 + 2n−1 2tu
2sv −1

∥∥∥∥ , K =

∥∥∥∥ −1 2tu
2sv 1 + 2n−1

∥∥∥∥ .
Let us consider matrices in the form H ∈ K13. System (2.9) (choose

there A = A13, B = H) takes the form
2s−1v y ≡ 0, 2t−1u x−

(
1 + 2n−2

)
y ≡ 0,(

1 + 2n−2
)
z + 2s−1v w ≡ 0, 2t−1u z ≡ 0,
xw − yz 6≡ 0 (mod 2)

modulo 2n−1. By the second and third congruences we have{
y ≡ 2t−1u

(
1 + 2n−2

)
x

z ≡ −2n−t−1v
(
1 + 2n−2

)
w

(x ≡ w ≡ 1 (mod 2)) .

Hence g = gH =

∥∥∥∥ 1 2t−1u
(
1 + 2n−2

)
−2s−1v

(
1 + 2n−2

)
1

∥∥∥∥.

Since t+ s > n, i.e., t+ s > n+ 1, the first congruence of the system is
true:

2s−1v y ≡ 2s−1v2t−1u
(
1 + 2n−2

)
x ≡ 2t+s−2uv

(
1 + 2n−2

)
x ≡ 0,

modulo 2n−1. Analogously, the fourth congruence is valid as well.

Consider now matrices in the form H ∈ K14. Then t + s = n and
system (2.9) (choose there A = A14, B = H) takes the form

x+ 2n−t−1v y ≡ 0, 2t−1u x+ 2n−2 y ≡ 0,
2n−2 z + 2n−t−1v w ≡ 0, 2t−1u z − w ≡ 0,

xw − yz 6≡ 0 (mod 2)

modulo 2n−1. By the first and fourth congruences, we have{
x ≡ −2n−t−1v y
w ≡ 2t−1u z

(y ≡ z ≡ 1 (mod 2))

modulo 2n−1, i.e., g = gH =

∥∥∥∥ −2n−t−1v 1
1 2t−1u

∥∥∥∥.

Let us check the validity of the second and third congruences of the
system for obtained values of x, w. Since the number −uv+ 1 is even, i.e.,
−uv + 1 = 2l, the second congruence is true:

2t−1u x+ 2n−2 y ≡ 2t−1u
(
−2n−t−1v y

)
+ 2n−2 y ≡

= 2n−2 y (−uv + 1) ≡ 2n−2 y (2l) ≡ 0

modulo 2n−1. Similarly, the third congruence is true.
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Analogously, the solutions of the system (2.9) for I, J, K ∈ K13 and
I, J, K ∈ K14 are

gI =

∥∥∥∥ 2s−1v
(
1 + 2n−2

)
1

1 −2t−1u
(
1 + 2n−2

) ∥∥∥∥ ,
gJ =

∥∥∥∥ 1 2t−1u
−2n−t−1v 1

∥∥∥∥ , gK =

∥∥∥∥ 2n−t−1v 1
1 −2t−1u

∥∥∥∥
and

gI =

∥∥∥∥ 1 −2t−1u
2n−t−1v 1

∥∥∥∥ ,
gJ =

∥∥∥∥ −2s−1v
(
1 + 2n−2

)
1

1 2t−1u
(
1 + 2n−2

) ∥∥∥∥ ,
gK =

∥∥∥∥ 1 −2t−1u
(
1 + 2n−2

)
2s−1v

(
1 + 2n−2

)
1

∥∥∥∥ ,
respectively.

c) Denote in the subset M35 (M36, respectively) of the class K13 (of
K14, respectively) the first and second matrices by L and N , respectively,
i.e.,

L =

∥∥∥∥ 1 + 2t+s−1p 2tu
2sv −1− 2t+s−1p+ 2n−1

∥∥∥∥ ,
N =

∥∥∥∥ −1 + 2t+s−1p 2tu
2sv 1− 2t+s−1p+ 2n−1

∥∥∥∥ .
Consider the matrix L ∈ K13. System (2.9) (choose there A = A13, B =

L) takes the form
2t+s−2p x+ 2s−1v y ≡ 0, 2t−1u x−

(
1 + 2n−2 + 2t+s−2p

)
y ≡ 0,(

1 + 2n−2 + 2t+s−2p
)
z + 2s−1v w ≡ 0, 2t−1u z − 2t+s−2p w ≡ 0,
xw − yz 6≡ 0 (mod 2)

modulo 2n−1. The second and third congruences of the system imply{
y ≡ 2t−1u

(
1 + 2n−2 + 2t+s−2p

)−1
x

z ≡ −2s−1v
(
1 + 2n−2 + 2t+s−2p

)−1
w

(x ≡ w ≡ 1 (mod 2))

modulo 2n−1. Hence g = gL =

∥∥∥∥ 1 2t−1uq−1

−2s−1vq−1 1

∥∥∥∥ , where q−1 is

the inverse of q = 1 + 2n−2 + 2t+s−2p modulo 2n−1.
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Let us check whether the first and fourth congruences of the system
are valid. Replacing the obtained values of y, z into the first and fourth
congruences we have{

2t+s−2p x+ 2s−1v 2t−1u
(
1 + 2n−2 + 2t+s−2p

)−1
x ≡ 0,

2t−1u
(
−2s−1v

(
1 + 2n−2 + 2t+s−2p

)−1
w
)
− 2t+s−2p w ≡ 0

modulo 2n−1. Multiplying the first and second congruences of this system
by x−1

(
1 + 2n−2 + 2t+s−2p

)
and −w−1

(
1 + 2n−2 + 2t+s−2p

)
respectively,

we get {
p
(
1 + 2n−2 + 2t+s−2p

)
+ vu ≡ 0

uv + p
(
1 + 2n−2 + 2t+s−2p

)
≡ 0

(
mod 2n−t−s+1

)
. (A.1)

Using the condition for L ∈ K13, namely

p
(
1 + 2t+s−2p

)
+ uv ≡ 0

(
mod 2n−t−s+1

)
,

the both congruences of (A.1) take the form

2n−2p ≡ 0
(
mod 2n−t−s+1

)
.

It is true since t+ s > 3 and 2n−2 ≡ 0
(
mod 2n−t−s+1

)
.

Consider the matrix L ∈ K14. System (2.9) (choose there A = A14, B =
L) takes the form

(
1 + 2t+s−2p

)
x+ 2s−1v y ≡ 0, 2t−1u x−

(
2n−2 + 2t+s−2p

)
y ≡ 0,(

2n−2 + 2t+s−2p
)
z + 2s−1v w ≡ 0, 2t−1u z −

(
1 + 2t+s−2p

)
w ≡ 0,

xw − yz 6≡ 0 (mod 2)

modulo 2n−1. The first and fourth congruences of the system imply{
x ≡ −2s−1v

(
1 + 2t+s−2p

)−1
y

w ≡ 2t−1u
(
1 + 2t+s−2p

)−1
z

(y ≡ z ≡ 1 (mod 2))

modulo 2n−1. Hence

g = gL =

∥∥∥∥∥ −2s−1v
(
1 + 2t+s−2p

)−1
1

1 2t−1u
(
1 + 2t+s−2p

)−1
∥∥∥∥∥ ,

where
(
1 + 2t+s−2p

)−1
is the inverse of

(
1 + 2t+s−2p

)
modulo 2n−1.

Let us check whether the second and third congruences of the system
are valid. Replacing the obtained values of x, w into the second and third
congruences, we have{

2t−1u
(
−2s−1v

(
1 + 2t+s−2p

)−1
y
)
−
(
2n−2 + 2t+s−2p

)
y ≡ 0,(

2n−2 + 2t+s−2p
)
z + 2s−1v 2t−1u

(
1 + 2t+s−2p

)−1
z ≡ 0
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modulo 2n−1. Multiplying the first and second congruences of this system
by −y−1

(
1 + 2t+s−2p

)
and z−1

(
1 + 2t+s−2p

)
respectively, we get{

vu+
(
2n−t−s + p

) (
1 + 2t+s−2p

)
≡ 0(

2n−t−s + p
) (

1 + 2t+s−2p
)

+ uv ≡ 0

(
mod 2n−t−s+1

)
. (A.2)

Using the condition for L ∈ K14, namely

p
(
1 + 2t+s−2p

)
+ uv ≡ 2n−t−s

(
mod 2n−t−s+1

)
,

we have that both congruences of (A.2) are expressed in the form

2n−t−s
(
1 + 2t+s−2p

)
+ 2n−t−s ≡ 0

(
mod 2n−t−s+1

)
.

It is obviously true.
Analogously, for the matrix N ∈ K13 we have

gN =

∥∥∥∥∥ −2s−1v
(
−1 + 2t+s−2p

)−1
1

1 2t−1u
(
−1 + 2t+s−2p

)−1
∥∥∥∥∥ ,

where
(
−1 + 2t+s−2p

)−1
is the inverse of −1 + 2t+s−2p modulo 2n−1, and

for the matrix N ∈ K14 we have

gN =

∥∥∥∥ 1 2t−1uq−1

−2s−1vq−1 1

∥∥∥∥ ,
where q−1 is the inverse of q = −1 + 2n−2 + 2t+s−2p modulo 2n−1.

6) Class K15. Denote

B =

∥∥∥∥ 0 b
b−1 0

∥∥∥∥ ∈M1, C =

∥∥∥∥∥ 2tu b(
1−

(
2tu
)2)

b−1 −2ku

∥∥∥∥∥ ∈M1,

D =

∥∥∥∥ a b(
1− a2

)
b−1 −a

∥∥∥∥ ∈M2, F =

∥∥∥∥ a
(
1− a2

)
c−1

c −a

∥∥∥∥ ∈M2.

Then

gB =

∥∥∥∥ b−1w bz
z w

∥∥∥∥ , gC =

∥∥∥∥ (1− 22tu2
)
b−1w + 2tuz bz − 2tuw
z w

∥∥∥∥ ,
where z 6≡ w (mod 2) ,

gD =

∥∥∥∥ (1− a2) b−1w + az bz − aw
z w

∥∥∥∥ , where z 6≡ 0 (mod 2) ,

gF =

∥∥∥∥ az + cw
(
1− a2

)
c−1z − aw

z w

∥∥∥∥ , where w 6≡ 0 (mod 2) .
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7) Classes K16 and K17.
a) Denote in K16 (in K17, respectively) the second matrix of M7 (of

M8, respectively) by B, in M13 (in M14, respectively) the first, second, third

and fourth matrices by C, D, F and G, respectively. Let gB =

∥∥∥∥ 0 1
1 0

∥∥∥∥ ,
gC =

∥∥∥∥ 1 0
−2t−1u 1

∥∥∥∥, gD =

∥∥∥∥ 1 2t−1u
0 1

∥∥∥∥ , gF =

∥∥∥∥ 2t−1u 1
1 0

∥∥∥∥ and gG =∥∥∥∥ 0 1
1 −2t−1u

∥∥∥∥ . Then g−1B AigB = B ∈ Ki, g
−1
C AigC = C ∈ Ki, g

−1
D AigD =

D ∈ Ki, g
−1
F AigF = F ∈ Ki, g

−1
G AigG = G ∈ Ki, where i ∈ {16, 17} .

b) Denote in the subset M27 (M28, respectively) of the class K16 (of
K17, respectively) the first, second, third and fourth matrices by H, I, J

and K, respectively, i.e., H =

∥∥∥∥ 1 2tu
2sv −1

∥∥∥∥ , I =

∥∥∥∥ −1 2tu
2sv 1

∥∥∥∥ , J =∥∥∥∥ 1 + 2n−1 2tu
2sv −1 + 2n−1

∥∥∥∥ , K =

∥∥∥∥ −1 + 2n−1 2tu
2sv 1 + 2n−1

∥∥∥∥ .
Consider H ∈ K16. Then t + s > n and system (2.9) (choose there

A = A16 and B = H) takes the form{
2s−1vy ≡ 0, 2t−1ux− y ≡ 0, z + 2s−1vw ≡ 0, 2t−1uz ≡ 0

(
mod 2n−1

)
,

xw − yz 6≡ 0 (mod 2) .

The second and third congruences imply

y ≡ 2t−1u x, z ≡ −2s−1v w
(
mod 2n−1

)
, where x ≡ w ≡ 1 (mod 2) .

Since t+ s > n, i.e., t+ s > n+ 1, we have

2s−1vy = 2s−1v2t−1ux = 2t+s−2uvx ≡ 0
(
mod 2n−1

)
,

and therefore, the first congruence of the system holds. Similarly, the fourth

congruence holds. Hence g = gH =

∥∥∥∥ 1 2t−1u
−2s−1v 1

∥∥∥∥ .
Consider H ∈ K17. Then t+ s = n. The system (2.9) takes the form

2n−2x+ 2n−t−1vy ≡ 0, 2t−1ux−
(
1 + 2n−2

)
y ≡ 0,(

1 + 2n−2
)
z + 2n−t−1vw ≡ 0, 2t−1uz + 2n−2w ≡ 0

xw − yz 6≡ 0 (mod 2)

modulo 2n−1. The second and third congruences of the system imply

y ≡ 2t−1u
(
1 + 2n−2

)
x, z ≡ −2n−t−1v

(
1 + 2n−2

)
w (x ≡ w ≡ 1 (mod 2))

modulo 2n−1. Since the number 1 + vu
(
1 + 2n−2

)
is even, i.e.,

1 + vu
(
1 + 2n−2

)
= 2l, we have:

2n−2x+ 2n−t−1vy ≡ 2n−2x+ 2n−t−1v2t−1u
(
1 + 2n−2

)
x ≡

≡ 2n−2x
[
1 + vu

(
1 + 2n−2

)]
≡ 2n−2x2l ≡ 2n−1xl ≡ 0
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modulo 2n−1. Thus the first congruence holds. Similarly, the fourth congru-

ence holds. Hence g = gH =

∥∥∥∥ 1 2t−1u
(
1 + 2n−2

)
−2n−t−1v

(
1 + 2n−2

)
1

∥∥∥∥ .
Analogously, for I, J, K ∈ K16 we have

gI =

∥∥∥∥ 2s−1v 1
1 −2t−1u

∥∥∥∥ ,
gJ =

∥∥∥∥ 1 2t−1u
(
1 + 2n−2

)
−2n−t−1v

(
1 + 2n−2

)
1

∥∥∥∥ ,
gK =

∥∥∥∥ 2n−t−1v
(
1 + 2n−2

)
1

1 −2t−1u
(
1 + 2n−2

) ∥∥∥∥ ,
and for I, J, K ∈ K17 we have

gI =

∥∥∥∥ 2n−t−1v
(
1 + 2n−2

)
1

1 −2t−1u
(
1 + 2n−2

) ∥∥∥∥ ,
gJ =

∥∥∥∥ 1 2t−1u
−2s−1v 1

∥∥∥∥ , gK =

∥∥∥∥ 2s−1v 1
1 −2t−1u

∥∥∥∥ .
c) Denote in the subset M29 (M30, respectively) of the class K16 (of

K17, respectively) the first and second matrices by L and N , respectively.

Consider L ∈ K16. The system (2.9) (choose there A = A16 and B = L)
takes the form

2t+s−2p x+ 2s−1v y ≡ 0, 2t−1u x−
(
1 + 2t+s−2p

)
y ≡ 0,(

1 + 2t+s−2p
)
z + 2s−1v w ≡ 0, 2t−1u z − 2t+s−2p w ≡ 0,

xw − yz 6≡ 0 (mod 2) .

modulo 2n−1. The second and third congruences of the system imply

y ≡ 2t−1u
(
1 + 2t+s−2p

)−1
x, z ≡ −2s−1v

(
1 + 2t+s−2p

)−1
w

modulo 2n−1, where x ≡ w ≡ 1 (mod 2). Hence

g = gL =

∥∥∥∥∥ 1 2t−1u
(
1 + 2t+s−2p

)−1
−2s−1v

(
1 + 2t+s−2p

)−1
1

∥∥∥∥∥ ,
where

(
1 + 2t+s−2p

)−1
is the inverse of 1 + 2t+s−2p modulo 2n−1.

Let us show that the first and fourth congruences are valid. Replacing
y, z in the first and fourth congruences by obtained values, we have{

2t+s−2p x+ 2s−1v 2t−1u
(
1 + 2t+s−2p

)−1
x ≡ 0

2t−1u
(
−2s−1v

(
1 + 2t+s−2p

)−1
w
)
− 2t+s−2p w ≡ 0

(
mod 2n−1

)
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and, multiplying the first congruence of this system by x−1
(
1 + 2t+s−2p

)
,

second congruence of this system by −w−1
(
1 + 2t+s−2p

)
, we get

p
(
1 + 2t+s−2p

)
+ uv ≡ 0

(
mod2n−t−s+1

)
,

but this congruence holds for the matrices of M29.
Consider L ∈ K17. The system (2.9) (choose there A = A17 and B = L)

takes the form

(
2n−2 + 2t+s−2p

)
x+ 2s−1v y ≡ 0,

2t−1u x−
(
1 + 2n−2 + 2t+s−2p

)
y ≡ 0(

1 + 2n−2 + 2t+s−2p
)
z + 2s−1v w ≡ 0,

2t−1u z −
(
2n−2 + 2t+s−2p

)
w ≡ 0

xw − yz 6= 0 (mod2)

modulo 2n−1. The second and third congruences of the system imply{
y ≡ 2t−1u

(
1 + 2n−2 + 2t+s−2p

)−1
x

z ≡ −2s−1v
(
1 + 2n−2 + 2t+s−2p

)−1
w

(x ≡ w ≡ 1 (mod2))

modulo 2n−1. Hence g = gL =

∥∥∥∥ 1 2t−1uq−1

−2s−1vq−1 1

∥∥∥∥ , where q−1 is

the inverse of q = 1 + 2n−2 + 2t+s−2p modulo 2n−1.
Let us check whether the thirst and fourth congruency are valid. Re-

placing y, z in the first and fourth congruences by obtained values, we have{ (
2n−2 + 2t+s−2p

)
x+ 2s−1v 2t−1u

(
1 + 2n−2 + 2t+s−2p

)−1
x ≡ 0

2t−1u
(
−2s−1v

(
1 + 2n−2 + 2t+s−2p

)−1
w
)
−
(
2n−2 + 2t+s−2p

)
w ≡ 0

modulo 2n−1. Multiplying the first congruence of this system by
x−1

(
1 + 2n−2 + 2t+s−2p

)
and the second congruence of this system by

−w−1
(
1 + 2n−2 + 2t+s−2p

)
, we get{ (

2n−s−t + p
) (

1 + 2n−2 + 2t+s−2p
)

+ vu ≡ 0
uv +

(
2n−s−t + p

) (
1 + 2n−2 + 2t+s−2p

)
≡ 0

(
mod 2n−t−s+1

)
.

Using the condition for L ∈ K17, namely

p
(
1 + 2t+s−2p

)
+ uv ≡ 2n−t−s

(
mod 2n−t−s+1

)
,

we have that both congruences are in form 0 ≡ 0.
Analogously, for N ∈ K16 we get

gN =

∥∥∥∥∥ −2s−1v
(
−1 + 2t+s−2p

)−1
1

1 2t−1u
(
−1 + 2t+s−2p

)−1
∥∥∥∥∥ ,

where
(
−1 + 2t+s−2p

)−1
is the inverse of

(
−1 + 2t+s−2p

)
modulo 2n−1,

and for N ∈ K17 we get gN =

∥∥∥∥ −2s−1vq−1 1
1 2t−1uq−1

∥∥∥∥ , where q−1 is the

inverse of q = −1 + 2n−2 + 2t+s−2p modulo 2n−1.
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A.2 Computations of the number of au-

tomorphisms of some groups
The groups Gt = 〈a, b, c〉 (t = 1, 2, . . . , 17) were defined in subsection 2.1.4.
The map ϕ : Gt −→ Gt, given by

cϕ = cxaibj , aϕ = cyakbl, bϕ = czapbq, (A.3)

x, y, z ∈ Z2, i, j, k, l, p, q ∈ Z2n ,

is an endomorphism of G, if it preserves the defining relations of this group,
and the endomorphism ϕ is an automorphism, if ϕ is bijective.

A.2.1 Group G8

Let us determine the number of automorphisms of the group

G8 =
〈
a, b, c | a2n = b2

n
= c2 = 1, ab = ba,

c−1ac = a−1+2n−1
b2

n−1
, c−1bc = b−1+2n−1

〉
.

We shall use the formulas

cm = c−m, c−macm = a(−1)
m+2n−1mb2

n−1m, c−mbcm = b(−1)
m+2n−1m

(m = 0, 1) and

(ctaubv)2 =

{
a2ub2v, if t = 0,

au2
n−1

b(u+v)2
n−1

, if t = 1,

which hold in this group.
Consider a map (A.3) (t = 8) and decide under which conditions the

map ϕ is an endomorphism of G8, i.e., under which conditions ϕ preserves
the defining relations of the group G8.

The map ϕ preserves the relations a2
n

= b2
n

= 1, i.e., (aϕ)2
n

=
(bϕ)2

n
= 1. Indeed,

(aϕ)2
n

= (cyakbl)2
n

= ((cyakbl)2)2
n−1

=

=

{
(a2kb2l)2

n−1
, if y = 0,

(ak2
n−1

b(k+l)2
n−1

)2
n−1

, if y = 1
= 1,

and, similarly, (bϕ)2
n

= 1. The map ϕ preserves the relation c2 = 1, i.e.,
(cϕ)2 = (cxaibj)2 = 1, if and only if

(1 + (−1)x) i+ 2n−1xi ≡ 0, (1 + (−1)x) j + 2n−1x (i+ j) ≡ 0 (A.4)
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modulo 2n.
The map ϕ preserves last three defining relations of G8 if and only if

(aϕ)(bϕ) =
(
cyakbl

)
(czapbq) = cy+z

(
c−zakcz

)(
c−zblcz

)
apbq =

= cz+yap+(−1)zk+2n−1zkbq+(−1)zl+2n−1z(k+l) =

= (bϕ)(aϕ) =

= (czapbq)
(
cyakbl

)
= cz+y

(
c−yapcy

) (
c−ybqcy

)
akbl =

= cz+yak+(−1)yp+2n−1ypbl+(−1)yq+2n−1y(p+q),

(cϕ)−1(aϕ)(cϕ) = b−ja−ic−xcyakblcxaibj =

=
(
cyc−y

)
b−j

(
cyc−y

)
a−icyc−xak

(
cxc−x

)
blcxaibj =

= cya(1−(−1)
y)i+(−1)xk+2n−1(yi+xk) ·

·b(1−(−1)
y)j+(−1)xl+2n−1(yj+yi+xk+xl) =

= (aϕ)−1+2n−1
(bϕ)2

n−1
=

=
(
cyakbl

)−1 (
cyakbl

)2n−1

(czapbq)2
n−1

=

=
(
cyakbl

)−1 (
cyakblcyakbl

)2n−2

(czapbqczapbq)2
n−2

=

= cya−(−1)
yk+2n−1yk+2n−2(1+(−1)y)k+2n−2(1+(−1)z)p ·

·b−(−1)
yl+2n−1y(l+k)+2n−2(1+(−1)y)l+2n−2(1+(−1)z)q,

(cϕ)−1(bϕ)(cϕ) = b−ja−ic−xczapbqcxaibj =

=
(
czc−z

)
b−j

(
czc−z

)
a−iczc−xap

(
cxc−x

)
bqcxaibj =

= cza(1−(−1)
z)i+2n−1(zi+xp)+(−1)xp ·

·b(1−(−1)
z)j+2n−1(zj+zi+xp+xq)+(−1)xq =

= (bϕ)−1+2n−1
= (czapbq)−1 (czapbq)2

n−1

=

= czc−zb−qczc−za−pcz
(
a2

n−2(1+(−1)z)pb2
n−2(1+(−1)z)q

)
=

= cza−(−1)
zp+2n−1zp+2n−2(1+(−1)z)p ·

·b−(−1)
zq+2n−1z(q+p)+2n−2(1+(−1)z)q.

Let us decide under which conditions the obtained endomorphism ϕ of G8
is an automorphism, i.e., when it preserves the orders of all elements of G8.

1) If x = i = j = 0, then o(cϕ) < 2 = o(c).
2) If a) y = 1 (k, l ∈ Z2n) or b) y = 0, k ≡ l ≡ 0 (mod 2), then

o(aϕ) < 2n = o(a).
3) If a) z = 1 (p, q ∈ Z2n) or b) z = 0, p ≡ q ≡ 0 (mod 2), then

o(bϕ) < 2n = o(b).

104



APPENDIX A.2, continued . . .

Hence y = z = 0 and therefore, it follows from relations (aϕ)(bϕ) =
(bϕ)(aϕ), (cϕ)−1(aϕ)(cϕ) = (aϕ)−1+2n−1

(bϕ)2
n−1

and (cϕ)−1(bϕ)(cϕ) =
(bϕ)−1+2n−1

that
−k [1 + (−1)x] + 2n−1 (k + p) ≡ 2n−1xk,
−l [1 + (−1)x] + 2n−1 (l + q) ≡ 2n−1x (k + l) ,
−p [1 + (−1)x] + 2n−1p ≡ 2n−1xp,
−q [1 + (−1)x] + 2n−1q ≡ 2n−1x (p+ q)

(A.5)

modulo 2n. If x = 0, then (A.5) implies k ≡ l ≡ p ≡ q ≡ 0
(
mod 2n−1

)
and

ϕ is not an automorphism, since the orders of elements aϕ and bϕ are less
than 2n. Hence x = 1 and the solution of system (A.5) is

k ≡ q, p ≡ 0 (mod 2) .

The solution of system (A.4) is now

i ≡ j ≡ 0 (mod 2) .

Therefore, we get endomorphisms

ϕ : cϕ = cbiaj , bϕ = bkal, aϕ = bpaq,

i, j, p ∈ 2Z2n−1 , k, l, q ∈ Z2n , k ≡ q (mod 2)

which are candidates of automorphisms of G8. Clearly, this endomorphism
is an automorphism of G8 if and only if kq − lp ≡ 1 (mod 2) , i.e., k ≡ q ≡
1 (mod 2) .

For the choice of pair (i, j) we have 2n−1 ·2n−1 = 22n−2 possibilities, for
the choice of (k, l, p, q) we have 2n−1 · 2n · 2n−1 · 2n−1 = 24n−3 possibilities
and hence the number of automorphisms of G8 is

|Aut (G8)| = 22n−2 · 24n−3 = 26n−5.

A.2.2 Group G15

Let us find all automorphisms of the group

G15 =
〈
a, b, c | a2n = b2

n
= c2 = 1, ab = ba, c−1ac = ab, c−1bc = b−1

〉
.

We shall use formulas

ct = c−t, c−tarct = arb
(1−(−1)t)

2
r, c−tbrct = b(−1)

tr

that hold in this group. Consider map (A.3) (t = 15) and check under
which conditions it is an endomorphism of G15, i.e., under which conditions
ϕ preserves the defining relations of G8.
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Since c2 = 1, we have

1 = 1ϕ = c2ϕ = (cϕ)2 =
(
cxaibj

)2
=
(
c−xaicx

) (
c−xbjcx

)
aibj =

= aib
(1−(−1)x)

2
ib(−1)

xjaibj = a2ib(1+(−1)x)j+(1−(−1)x)
2

i,

2i ≡ 0, (1 + (−1)x) j +
(1− (−1)x)

2
i ≡ 0 (mod 2n) ,

i.e.,
if x is even, then i ≡ j ≡ 0

(
mod 2n−1

)
,

if x is odd, then i = 0, j ∈ Z2n .
(A.6)

Analogously, in view of a2
n

= b2
n

= 1,

1 = 1ϕ =
(
a2

n)
ϕ = (aϕ)2

n

=
(
cyakbl

)2n
=
[(
cyakbl

)(
cyakbl

)]2n−1

=

=
[(
c−yakcy

)(
c−yblcy

)
akbl

]2n−1

=

[
a2kb(1+(−1)y)l+(1−(−1)y)

2
k

]2n−1

=

= b(1+(−1)y)2n−1l+(1−(−1)y)2n−2k,

1 = 1ϕ =
(
b2

n)
ϕ = (bϕ)2

n

= (czapbq)2
n

= [(czapbq) (czapbq)]2
n−1

=

=
[(
c−zapcz

) (
c−zbqcz

)
apbq

]2n−1

=

[
a2pb

(1−(−1)z)
2

p+(1+(−1)z)q
]2n−1

=

= b(1+(−1)z)2n−1q+(1−(−1)z)2n−2p,{
(1 + (−1)y) 2n−1l + (1− (−1)y) 2n−2k ≡ 0
(1 + (−1)z) 2n−1q + (1− (−1)z) 2n−2p ≡ 0

(mod 2n) ,

i.e.,
if y is even, then k, l ∈ Z2n ,
if y is odd, then k ≡ 0 (mod 2) , l ∈ Z2n ,

(A.7)

and
if z is even, then p, q ∈ Z2n ,
if z is odd, then p ≡ 0 (mod 2) , q ∈ Z2n .

(A.8)

Since ab = ba, we have

(aϕ)(bϕ) =
(
cyakbl

)
(czapbq) = cy+z

(
c−zakcz

)(
c−zblcz

)
apbq =

= cy+zap+kb(−1)
zl+

(1−(−1)z)
2

k+q =

= (bϕ)(aϕ) = (czapbq)
(
cyakbl

)
=

= cz+y
(
c−yapcy

) (
c−ybqcy

)
akbl = cz+yak+pb(−1)

yq+
(1−(−1)y)

2
p+l,
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(−1)z l +
(1− (−1)z)

2
k + q ≡ (−1)y q +

(1− (−1)y)

2
p+ l (mod 2n),

i.e.,
if y = z = 0, then k, l, q, p ∈ Z2n ,
if y = 0, z = 1, then 2l − k ≡ 0 (mod 2n) ,
if y = 1, z = 0, then 2q − p ≡ 0 (mod 2n) ,
if y = z = 1, then 2l − k ≡ 2q − p (mod 2n) .

(A.9)

The relation c−1bc = b−1 implies

(bϕ)−1 = (czapbq)−1 = b−qa−pc−z =

= cz
(
c−zb−qcz

) (
c−za−pcz

)
= cza−pb−

(1−(−1)z)
2

p−(−1)zq =

= (cϕ)−1 (bϕ) (cϕ) =

= b−ja−ic−xczapbqcxaibj =

= cz
(
c−zb−jcz

) (
c−za−icz

) (
c−xapcx

) (
c−xbqcx

)
aibj =

= czapb−
(1−(−1)z)

2
i+

(1−(−1)x)
2

p+(1−(−1)z)j+(−1)xq.

Hence 2p ≡ 0 (mod 2n), p ≡ 0
(
mod 2n−1

)
and

−(1− (−1)z)

2
i+

(1− (−1)x)

2
p+ (1− (−1)z) j + (−1)x q ≡

≡ −(1− (−1)z)

2
p− (−1)z q (mod 2n) ,

i.e.,

if z = x = 0, then p ≡ q ≡ 0
(
mod 2n−1

)
,

if z = 0, x = 1, then p ≡ 0 (mod 2n) ,
if z = 1, x = 0, then p ≡ 0

(
mod 2n−1

)
, i− 2j ≡ p (mod 2n) ,

if z = x = 1, then p ≡ 0
(
mod 2n−1

)
, 2j − i ≡ 2q (mod 2n) .

(A.10)

The relation c−1ac = ab implies

(aϕ) (bϕ) = cy+z
(
c−zakcz

)(
c−zblcz

)
apbq =

= cy+zap+kb(−1)
zl+

(1−(−1)z)
2

k+q =

= (cϕ)−1 (aϕ) (cϕ) =

= b−ja−ic−xcyakblcxaibj =

= cy
(
c−yb−jcy

) (
c−ya−icy

) (
c−xakcx

)(
c−xblcx

)
aibj =

= cyakb−
(1−(−1)y)

2
i+

(1−(−1)x)
2

k+(1−(−1)y)j+(−1)xl,

i.e.,
z = 0, p = 0, (A.11)
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and, using (A.11),

−(1− (−1)y)

2
i+

(1− (−1)x)

2
k + (1− (−1)y) j + (−1)x l ≡ l + q (mod 2n),

which implies

if y = x = 0, then q = 0, i, j, k, l ∈ Z2n ,
if y = 0, x = 1, then q ≡ k − 2l (mod 2n) , k, l, i, j ∈ Z2n ,
if y = 1, x = 0, then q ≡ 2j − i (mod 2n) , i, j, k, l ∈ Z2n ,
if y = x = 1, then q ≡ (k − 2l)− (i− 2j) (mod 2n) .

(A.12)

In conclusion, we have proved that ϕ is an endomorphism of G15 if and
only if it satisfies conditions (A.6)–(A.12). By (A.11), bϕ = bq. If ϕ is an
automorphism, then x = 1 and y = 0, because otherwise, in view of (A.9)
and (A.10), q ≡ 0 (mod 2n−1) and o(bϕ) < 2n = o(b). Under conditions
x = 1, y = 0 and z = p = 0, the solutions of system (A.6)–(A.12) are

q ≡ k − 2l (mod 2n) , i = 0, j, k, l ∈ Z2n ,

i.e., we get the following endomorphisms

ϕ : cϕ = cbj , aϕ = akbl, bϕ = bk−2l,

where j, k, l ∈ Z2n . This map ϕ is invertible if and only if k ≡ 1 (mod 2).
Therefore,

Aut(G15) = {ϕ | cϕ = cbj , aϕ = akbl, bϕ = bk−2l;

j, k, l ∈ Z2n ; k ≡ 1 (mod 2)}

and
|Aut (G15)| = |{(j, k, l)}| = 2n · 2n−1 · 2n = 23n−1.

A.2.3 Auxiliary groups G (−1) and G
(
±1 + 2n−1

)
Let us find the numbers of automorphisms of the groups G (−1)
and G

(
±1 + 2n−1

)
, where

G (s) =
〈
a, b, c | (∗), a−1ba = bs, c−1bc = b−1, c−1ac = ab

〉
and (∗) denotes the relations a2

n
= b2

n
= c2 = 1. Each automorphism ϕ

of G (s) is given by (A.3) for some values of parameters. Remark, that if
x = y = z = 0, then the map ϕ is not an automorphism.
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Auxiliary group G (−1)

For the group

G (−1) =
〈
a, b, c | a2n = b2

n
= c2 = 1, a−1ba = b−1,

c−1ac = ab, c−1bc = b−1
〉
,

we have

ct = c−t, c−1brc = b−r, brat = atb(−1)
tr, c−1arc = arb

(1−(−1)r)
2 ,(

afbg
)2m

= a2
mfb2

m−1(1+(−1)f)g, m > 1.

Consider the map ϕ given by (A.3) and find the conditions under which ϕ
is an automorphism of G (−1).

If y = 1, then

(aϕ)2 =
(
cakbl

)2
=
(
c−1akc

)(
c−1blc

)
akbl = akb

(1−(−1)k)
2 b−lakbl =

= ak

(
b
(1−(−1)k)

2
−lak

)
bl = a2kb

(1−(−1)k)
2

(2l−1),

(aϕ)2
r

=
(

(aϕ)2
)2r−1

=

(
a2kb

(1−(−1)k)
2

(2l−1)

)2r−1

=

= a2
rkb2

r−2(1+(−1)2k)
(1−(−1)k)

2
(2l−1) = a2

rkb2
r−1 (1−(−1)k)

2
(2l−1) =

=

{
a2

rkb2
r−1(2l−1), if k is odd,

a2
rk, if k is even,

i.e., o(aϕ) > 2n = o(a), if k is odd, and o(aϕ) < o(a), if k is even. Both
cases are impossible, because ϕ is an automorphism. Therefore, y = 0.
Similarly, z = 0.

So we have to find the conditions under which the map

cϕ = caibj , aϕ = akbl, bϕ = apbq

is an automorphism of G (−1), i.e., it preserves the defining relations of this
group and is invertible.

Since c2 = 1, we have

1 = (cϕ)2 =
(
caibj

)2
=
(
c−1aic

) (
c−1bjc

)
aibj =

= aib
(1−(−1)i)

2 b−jaibj = ai

(
b
(1−(−1)i)

2
−jai

)
bj =

= a2ib
(−1)i

(
(1−(−1)i)

2
−j
)
+j

= a2ib
(1−(−1)i)

2
(2j−1)
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and

2i ≡ 0,

(
1− (−1)i

)
2

(2j − 1) ≡ 0 (mod 2n) ,

i.e.,
i ≡ 0

(
mod 2n−1

)
, j ∈ Z2n . (A.13)

The map ϕ preserves the relations a2
n

= b2
n

= 1:

(aϕ)2
n

=
(
akbl

)2n
= a2

nkb2
n−1(1+(−1)k)l = 1,

(bϕ)2
n

= (apbq)2
n

= a2
npb2

n−1(1+(−1)p)q = 1.

Since a−1ba = b−1, we have

(bϕ)−1 = (apbq)−1 = b−qa−p = a−pb−(−1)
pq =

= (aϕ)−1 (bϕ) (aϕ) =
(
akbl

)−1
(apbq)

(
akbl

)
=

= b−la−kap
(
bqak

)
bl = b−lap−k

(
akb(−1)

kq
)
bl =

=
(
b−lap

)
b(−1)

kq+l = apb−(−1)
pl+(−1)kq+l,

which implies

p ≡ −p, − (−1)p l + (−1)k q + l ≡ − (−1)p q (mod 2n) ,

p ≡ 0
(
mod 2n−1

)
, (−1)k q ≡ −q (mod 2n) ,

i.e.,
p ≡ 0

(
mod 2n−1

)
(A.14)

and

if k ≡ 0 (mod 2) , then q ≡ 0
(
mod 2n−1

)
, l ∈ Z2n ,

if k ≡ 1 (mod 2) , then q, l ∈ Z2n ,
(A.15)

By (A.13) and (A.14), the map preserves the relation c−1bc = b−1:

(bϕ)−1 = (apbq)−1 = b−qa−p = a−pb−(−1)
pq = a−pb−q = apb−q,

(cϕ)−1 (bϕ) (cϕ) =
(
caibj

)−1
(apbq)

(
caibj

)
=

= b−ja−i
(
c−1apc

) (
c−1bqc

)
aibj =

= b−ja−i
(
apb

(1−(−1)p)
2

)(
b−q
)
aibj =

= b−jap−i
(
b−qai

)
bj = b−jap−i

(
aib−(−1)

iq
)
bj =

=
(
b−jap

)
bj−q =

(
apb−(−1)

pj
)
bj−q = apb−q = (bϕ)−1 .
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By (A.13), (A.14) and c−1ac = ab, we have

(cϕ)−1 (aϕ) (cϕ) =
(
caibj

)−1 (
akbl

) (
caibj

)
=

= b−ja−i
(
c−1akc

)(
c−1blc

)
aibj =

= b−ja−i

(
akb

(1−(−1)k)
2

)(
b−l
)
aibj =

= b−jak−i

(
b
(1−(−1)k)

2
−lai

)
bj = b−jak−iaib

(1−(−1)k)
2

−lbj =

=
(
b−jak

)
b
(1−(−1)k)

2
−l+j =

(
akb−(−1)

kj
)
b
(1−(−1)k)

2
−l+j =

= akb−(−1)
kj+

(1−(−1)k)
2

−l+j = akb
(1−(−1)k)

2
(2j+1)−l =

= (aϕ) (bϕ) = ak
(
blap

)
bq = ak

(
apbl

)
bq = ak+pbl+q

and

p = 0,

(
1− (−1)k

)
2

(2j + 1)− l ≡ l + q (mod 2n) ,

which implies

p = 0, and
if k ≡ 0 (mod 2) , then q ≡ −2l (mod 2n) ,
if k ≡ 1 (mod 2) , then q ≡ 1 + 2j − 2l (mod 2n) .

(A.16)

We have obtained that the map ϕ is an endomorphism of G(−1) if and
only if it satisfies conditions (A.13)–(A.16). By (A.16), if k ≡ 0 (mod 2) ,
then q ≡ 0 (mod 2) , o(bϕ) = o(bq) < 2n = o(b) and ϕ does not be an
automorphism. Therefore, k ≡ 1 (mod 2). In this case q ≡ 1 (mod 2),
〈bq〉 = 〈b〉, G(−1) = 〈a, b, c〉 = 〈akbl, bq, caibj〉 = 〈aϕ, bϕ, cϕ〉 and ϕ is an
automorphism. Consequently, Aut(G(−1)) consists of maps

cϕ = caibj , aϕ = akbl, bϕ = bq,

where

q ≡ 1 + 2j − 2l (mod 2n) , i = 0
(
mod 2n−1

)
, k ≡ 1 (mod 2) , j, l ∈ Z2n .

Hence

|Aut (G (−1))| = |{(i, j, k, l)}| = 2 · 2n · 2n−1 · 2n = 23n.
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Auxiliary group G
(
−1 + 2n−1

)
For the group

G
(
−1 + 2n−1

)
=

〈
a, b, c | a2n = b2

n
= c2 = 1, a−1ba = b−1+2n−1

,

c−1ac = ab, c−1bc = b−1
〉
,

we have

ct = c−t, c−1brc = b−r, brat = atb((−1)
t+2n−1t)r,

c−1arc = arb
(1−(−1)r)

2 (1−2n−2)+2n−2r,(
afbg

)2m
= a2

mfb2
m−1(1+(−1)f+2n−1f)g, m > 1.

Consider the map ϕ given by (A.3) and find the conditions under which ϕ
is an automorphism of G

(
−1 + 2n−1

)
.

If y = 1, then

(aϕ)2 =
(
cakbl

)2
=
(
c−1akc

)(
c−1blc

)
akbl =

= ak

(
b
(1−(−1)k)

2 (1−2n−2)+2n−2k−lak

)
bl =

= a2kb
((−1)k+2n−1k)

(
(1−(−1)k)

2 (1−2n−2)+2n−2k−l
)
+l

= a2kbm,

where

m =
(

(−1)k + 2n−1k
)

(
1− (−1)k

)
2

(
1− 2n−2

)
+ 2n−2k − l

+ l,

and

(aϕ)2
r

=
(
a2kbm

)2r−1

= a2
rkb2

r−2(1+(−1)2k+2n−1·2k)m = a2
rkb2

r−1m

i.e., o(aϕ) > 2n = o(a), if k is odd (because then m ≡ 1 (mod 2)), and
o(aϕ) < o(a), if k is even. Both cases are impossible, because ϕ is an
automorphism. Therefore, y = 0. Similarly, z = 0.

Hence we have to find the conditions under which the map

cϕ = caibj , aϕ = akbl, bϕ = apbq

is an automorphism of G
(
−1 + 2n−1

)
, i.e., it preserves the defining relations

of this group and is invertible.
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Since c2 = 1, we have

1 = (cϕ)2 =
(
caibj

)2
=
(
c−1aic

) (
c−1bjc

)
aibj =

= aib
(1−(−1)i)

2 (1−2n−2)+2n−2ib−jaibj =

= ai

(
b
(1−(−1)i)

2 (1−2n−2)+2n−2i−jai

)
bj =

= ai

aib((−1)i+2n−1i)

(
(1−(−1)i)

2 (1−2n−2)+2n−2i−j
) bj =

= a2ib
((−1)i+2n−1i)

(
(1−(−1)i)

2 (1−2n−2)+2n−2i−j
)
+j

and

2i ≡ 0,
(

(−1)i + 2n−1i
)

(
1− (−1)i

)
2

(
1− 2n−2

)
+ 2n−2i− j

+ j ≡ 0

modulo 2n, i.e.,
i ≡ 0

(
mod 2n−1

)
, j ∈ Z2n . (A.17)

The map ϕ preserves the relations a2
n

= b2
n

= 1:

(aϕ)2
n

=
(
akbl

)2n
= a2

nkb2
n−1(1+(−1)k+2n−1k)l = 1,

(bϕ)2
n

= (apbq)2
n

= a2
npb2

n−1(1+(−1)p+2n−1p)q = 1.

Since a−1ba = b−1+2n−1
, we have

(bϕ)−1+2n−1

= (apbq)−1+2n−1

= (apbq)−1 (apbq)2
n−1

=

=
(
b−qa−p

) (
a2

n−1pb2
n−2(1+(−1)p+2n−1p)q

)
=

=
(
b−qa(−1+2n−1)p

)
b2

n−2(1+(−1)p+2n−1p)q =

=
(
a(−1+2n−1)pb−((−1)p+2n−1p)q

)
b2

n−2(1+(−1)p+2n−1p)q =

= a(−1+2n−1)pb−((−1)p+2n−1p)q+2n−2(1+(−1)p)q =

= (aϕ)−1 (bϕ) (aϕ) =
(
akbl

)−1
(apbq)

(
akbl

)
=

= b−la−kap
(
bqak

)
bl = b−lap−k

(
akb((−1)

k+2n−1k)q
)
bl =

=
(
b−lap

)
b((−1)

k+2n−1k)q+l =

=
(
apb−((−1)p+2n−1p)l

)
b((−1)

k+2n−1k)q+l =

= apb−((−1)p+2n−1p)l+((−1)k+2n−1k)q+l
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which implies
p ≡

(
−1 + 2n−1

)
p

−
(
(−1)p + 2n−1p

)
l +
(

(−1)k + 2n−1k
)
q + l ≡

≡ −
(
(−1)p + 2n−1p

)
q + 2n−2 (1 + (−1)p) q

(mod 2n) .

Simplifying, we get
p ≡ 0

(
mod 2n−1

)
, (A.18)

and
(

(−1)k + 2n−1k
)
q ≡ 2n−1q − q (mod 2n) , i.e.,

if k ≡ 0 (mod 2) , then q ≡ 0
(
mod 2n−1

)
, l ∈ Z2n

if k ≡ 1 (mod 2) , then q, l ∈ Z2n .
(A.19)

By (A.17) and (A.18), the map preserves the relation c−1bc = b−1:

(bϕ)−1 = (apbq)−1 = b−qa−p = a−pb−((−1)p+2n−1p)q = a−pb−q,

(cϕ)−1 (bϕ) (cϕ) =
(
caibj

)−1
(apbq)

(
caibj

)
=

= b−ja−i
(
c−1apc

) (
c−1bqc

)
aibj =

= b−ja−i
(
apb

(1−(−1)p)
2 (1−2n−2)+2n−2p

)(
b−q
)
aibj =

= b−jap−ib2
n−2p−qaibj = apb2

n−2p−q = a−pb−q.

By (A.17), (A.18) and c−1ac = ab, we have

(cϕ)−1 (aϕ) (cϕ) =
(
caibj

)−1 (
akbl

) (
caibj

)
=

= b−ja−i
(
c−1akc

)(
c−1blc

)
aibj =

= b−ja−i

(
akb

(1−(−1)k)
2 (1−2n−2)+2n−2k

)
b−laibj =

= b−jak−i

(
b
(1−(−1)k)

2 (1−2n−2)+2n−2k−lai

)
bj =

= b−jak−i

(
aib

(1−(−1)k)
2 (1−2n−2)+2n−2k−l

)
bj =

=
(
b−jak

)
b
(1−(−1)k)

2 (1−2n−2)+2n−2k−l+j =

=
(
akb−((−1)k+2n−1k)j

)
b
(1−(−1)k)

2 (1−2n−2)+2n−2k−l+j =

= akb−((−1)k+2n−1k)j+
(1−(−1)k)

2 (1−2n−2)+2n−2k−l+j =

= (aϕ) (bϕ) = ak
(
blap

)
bq =

= ak
(
apb((−1)

p+2n−1p)l
)
bq = ak+pbl+q,
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i.e.,
p = 0 (A.20)

and

−
(

(−1)k + 2n−1k
)
j +

(
1− (−1)k

)
2

(
1− 2n−2

)
+ 2n−2k − l + j ≡ l + q,

modulo 2n which implies

if k ≡ 0 (mod 2) , then q ≡ 2n−2k − 2l (mod 2n) ,
if k ≡ 1 (mod 2) , then q ≡ w (mod 2n) ,

(A.21)

where w = 1 + 2
(
1 + 2n−2

)
j + 2n−2 (k − 1)− 2l.

We have obtained that the map ϕ is an endomorphism of G(−1 + 2n−1)
if and only if it satisfies conditions (A.17)–(A.21). By (A.21), if k ≡ 0
(mod 2) , then q ≡ 0 (mod 2) , o(bϕ) = o(bq) < 2n = o(b) and ϕ cannot
be an automorphism. Therefore, k ≡ 1 (mod 2). In this case q ≡ 1 (mod 2),
〈bq〉 = 〈b〉, G(−1) = 〈a, b, c〉 = 〈akbl, bq, caibj〉 = 〈aϕ, bϕ, cϕ〉 and ϕ is an
automorphism. Consequently, Aut(G(−1 + 2n−1)) consists of maps

cϕ = caibj , aϕ = akbl, bϕ = bq,

where

q ≡ 1 + 2
(
1 + 2n−2

)
j + 2n−2 (k − 1)− 2l (mod 2n) ,

i ≡ 0
(
mod 2n−1

)
, k ≡ 1 (mod 2) , j, l ∈ Z2n .

Hence∣∣Aut
(
G
(
−1 + 2n−1

))∣∣ = |{(i, j, k, l)}| = 2 · 2n · 2n−1 · 2n = 23n.

Auxiliary group G
(
1 + 2n−1

)
For the group

G
(
1 + 2n−1

)
=

〈
a, b, c | a2n = b2

n
= c2 = 1, a−1ba = b1+2n−1

,

c−1ac = ab, c−1bc = b−1
〉
,

we have

ct = c−t, c−1brc = b−r, brat = atbr+2n−1rt,

c−1arc = arb
r+2n−2

(
r− (1−(−1)r)

2

)
,
(
afbg

)2m
= a2

mfb2
mg, m > 2.

Consider the map ϕ given by (A.3) and find the conditions under which ϕ
is an automorphism of G

(
1 + 2n−1

)
.
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If z = 1 then ϕ does not preserve the relation c−1ac = ab. Hence
z = 0. If x = 0, then it follows from the relation (cϕ)2 = 1 that i ≡
j ≡ 0

(
mod 2n−1

)
and the condition (cϕ)−1(bϕ)(cϕ) = (bϕ)−1 implies

p ≡ q ≡ 0
(
mod 2n−1

)
, i.e., o(bϕ) = o(apbq) < 2n. This is impossible,

because ϕ is an automorphism. Therefore, x = 1. Assume that y = 1.
By (cϕ)2 = 1 and (A.22), i = 0 and the relation (aϕ)2

n
= 1 implies

k ≡ 0 (mod 2) . The condition (cϕ)−1(bϕ)(cϕ) = (bϕ)−1 implies p = 0,
i.e., bϕ = bq. It follows from (cϕ)−1(aϕ)(cϕ) = (aϕ)(bϕ) that q is even
and, therefore, o(bϕ) < 2n = o(b). This is impossible, because ϕ is an
automorphism. Consequently, x = 1, y = z = 0.

Consider now the map (A.3) in the case x = 1, y = z = 0, and find
the conditions under which ϕ is an automorphism of G

(
1 + 2n−1

)
, i.e., ϕ

preserves the generating relations of this group and is invertible.
Since c2 = 1, we have

(cϕ)2 =
(
caibj

)2
=
(
c−1aic

) (
c−1bjc

)
aibj =

= a2ib
i+2n−2

(
i−(1−(−1)i)

2

)
+2n−1i(i−j)

= 1

and

2i ≡ 0, i+ 2n−2

i−
(

1− (−1)i
)

2

+ 2n−1i (i− j) ≡ 0 (mod 2n) .

Hence

i = 0, j ∈ Z2n . (A.22)

The map ϕ preserves the relations a2
n

= b2
n

= 1:

(aϕ)2
n

=
(
akbl

)2n
= a2

nkb2
nl = 1,

(bϕ)2
n

= (apbq)2
n

= a2
npb2

nq = 1.

Since a−1ba = b1+2n−1
, we have

(aϕ)−1 (bϕ) (aϕ) =
(
akbl

)−1
(apbq)

(
akbl

)
= b−la−kap

(
bqak

)
bl =

= b−lap−k
(
akbq+2n−1kq

)
bl =

(
b−lap

)
bq+2n−1kq+l =

=
(
apb−l+2n−1pl

)
bq+2n−1kq+l = apbq+2n−1(pl+kq) =

= (bϕ)1+2n−1

= (apbq)1+2n−1

= (apbq)1 (apbq)2
n−1

=

= apbqa2
n−1pb2

n−1q = a(1+2n−1)pb(1+2n−1)q
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which implies{
p ≡

(
1 + 2n−1

)
p

q + 2n−1 (pl + kq) ≡
(
1 + 2n−1

)
q

(mod 2n) ,

i.e.,

p ≡ 0 (mod 2) , q (k − 1) ≡ 0 (mod 2) .

If q ≡ 0 (mod 2) , then o(bϕ) = o(apbq) < 2n = o(b) and ϕ cannot be an
automorphism. Hence we get conditions

p ≡ 0 (mod 2) , k ≡ q ≡ 1 (mod 2) , l ∈ Z2n . (A.23)

By (A.22) and (A.23), the relation c−1bc = b−1 implies

(cϕ)−1 (bϕ) (cϕ) =
(
cbj
)−1

(apbq)
(
cbj
)

=

= b−j
(
c−1apc

) (
c−1bqc

)
bj =

= b−j

(
apb

p+2n−2

(
p− (1−(−1)p)

2

))(
b−q
)
bj =

=
(
b−jap

)
bp+2n−2p−q+j = apbp+2n−2p−q =

= (bϕ)−1 = (apbq)−1 = b−qa−p = a−pb−q.

It follows from here that

2p ≡ 0, p+ 2n−2p− q ≡ −q (mod 2n) ,

i.e.,

p = 0; q, j ∈ Z2n . (A.24)

By (A.22), (A.23) and (A.24), the relation c−1ac = ab implies

(cϕ)−1 (aϕ) (cϕ) =
(
cbj
)−1 (

akbl
) (
cbj
)

=

= b−j
(
c−1akc

)(
c−1blc

)
bj =

= b−j

akbk+2n−2

(
k−(1−(−1)k)

2

) b−lbj =

=
(
b−jak

)
bk+2n−2(k−1)−l+j =

= akb−j+2n−1jbk+2n−2(k−1)−l+j =

= akbk+2n−2(k−1)+2n−1j−l =

= (aϕ) (bϕ) = akblbq = akbl+q,
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Therefore,

k + 2n−2 (k − 1) + 2n−1j − l ≡ l + q (mod 2n) ,

and hence

q ≡ k + 2n−2 (k − 1) + 2n−1j − 2l (mod 2n) , (A.25)

If conditions (A.22)–(A.25) hold, then 〈a, b, c〉 = 〈aϕ, bϕ, cϕ〉 and ϕ is an
automorphism.

We have obtained that Aut(G(1 + 2n−1)) consists of maps

cϕ = cbj , aϕ = akbl, bϕ = bq,

where

q ≡ k + 2n−2 (k − 1) + 2n−1j − 2l (mod 2n) , k ≡ 1 (mod 2) , j, l ∈ Z2n .

Hence ∣∣Aut
(
G
(
1 + 2n−1

))∣∣ = |{(j, k, l)}| = 2n · 2n−1 · 2n = 23n−1.

A.3 The proof of Lemma 3.2
The congruence (p2 + rq)2 ≡ 1 (mod 2n) implies

p2 + 2f+guv ∈
{
±1, ±1 + 2n−1

}
,

p2 = a ∈
{
±1− 2f+guv, ±1 + 2n−1 − 2f+guv

}
.

Since a ≡ 1 (mod 8), we have I) a = 1−2f+guv or II) a = 1+2n−1−2f+guv.

I) If a = 1− 2f+guv we have by Lemma 2.3,

p = ε+ 2f+g−1x, r = 2fu,

q = 2g
(
−
(
ε+ 2f+g−2x

)
xu2

n−f−g−1−1 + 2n−f−gk
)
,

where n > f + g > 3, ε = ±1, x ∈ Z∗
2n−f−g+1 , k ∈ Z2f . We have obtained

the solution a), where l = 0.

II) If a = 1 + 2n−1 − 2f+guv = 1 + 2f+g
(
2n−f−g−1 − uv

)
, we have two

possibilities: 1) f + g = n− 1 or 2) 3 6 f + g < n− 1.

1) If f + g = n− 1, then (since 1− uv is even) a = 1 + 2n−1 (1− uv) ≡
1 (mod 2n) and the congruence of the lemma has the form p2 ≡ 1 (mod 2n) ,
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i.e., by Lemma 3.2, p ∈
{

1,±1 + 2n−1,−1 + 2n
}

and we have obtained so-
lutions b).

2) If 3 6 f + g < n − 1, then a = 1 + 2f+g
(
2n−f−g−1 − uv

)
, where

2n−f−g−1 − uv is odd. Denote f + g = m. Then the congruence takes the
form

(p− 1) (p+ 1) ≡ 2m
(
2n−m−1 − uv

)
(mod 2n) .

Denote
p− 1 = 2wy and p+ 1 = 2m−wz,

where
w ∈ Zm r {0} , y ∈ Z∗2n−w , z ∈ Z∗2n+w−m .

Then
2wy · 2m−wz ≡ 2m

(
2n−m−1 − uv

)
(mod 2n)

and
yz ≡ 2n−m−1 − uv

(
mod 2n−m

)
. (A.26)

On the other side,
p = 1 + 2wy = −1 + 2m−wz,

i.e., 2
(
1 + 2w−1y

)
= 2m−wz and

1 + 2w−1y = 2m−w−1z.

The last equation has a solution only in the cases i) w = 1 and ii) w =
m− 1.

i) In the case w = 1, we have

y = −1 + 2m−2z, p = −1 + 2m−1z, z ∈ Z∗2n−m+1 .

ii) Analogously, in the case w = m− 1, we have

z = 1 + 2m−2y, p = 1 + 2m−1y, y ∈ Z∗2n−m+1 .

Note that for both considered cases i) and ii), we can write

yz =
(
ε+ 2m−2x

)
x, p = ε+ 2m−1x, x ∈ Z∗2n−m+1 ,

where ε = ±1. Then, by (A.26), we have

uv ≡ 2n−m−1 −
(
ε+ 2m−2x

)
x
(
mod 2n−m

)
and

v ≡
[
2n−m−1 −

(
ε+ 2m−2x

)
x
]
u−1 =

=
[
2n−m−1 −

(
ε+ 2m−2x

)
x
]
u2

n−m−1−1 (mod 2n−m
)
.
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Since 0 < v < 2n−g, we have 2n−g/2n−m = 2f different values modulo 2n

for v in the form vk = v + 2n−mk, where k ∈ Z2f . Therefore, the solution
of the congruence

p2 ≡ 1 + 2f+g
(

2n−f−g−1 − uv
)

(mod 2n) ,

where 3 6 f + g < n− 1, is

p = ε+ 2f+g−1x, r = 2fu,

q = 2g
([

2n−f−g−1 −
(
ε+ 2f+g−2x

)
x
]
u2

n−f−g−1−1 + 2n−f−gk
)
,

where
ε = ±1, x ∈ Z∗2n−f−g+1 , k ∈ Z2f .

This gives solution a), where l = 1.

A.4 Proof of Proposition 4.2
If q or c is equal to 0, then the considered matrices belong to the sets M3–
M22. We have to consider all these cases like in the proof of Proposition
4.1.

Let us begin from the sets M3, M4, M5, M6 and M9, M10. Matrices

of this sets have the form

∥∥∥∥ s 0
0 s+ 2n−1k

∥∥∥∥ , where k ∈ Z2. Since a + s =

2s+ 2n−1k 6≡ 0
(
mod 2n−1

)
, it follows from system (4.9)

s2 + 2n+1sx ≡ 1, 2n+1y
(
s+ 2n−2k

)
≡ 0

(
mod 2n+m

)
.

The second congruence implies that y ∈ Z2 if m = 1 and y ≡ 0
(
mod2m−1

)
if m > 1. The first congruence is solved in Lemma 4.1 and we get the
automorphisms 1) of the proposition.

Now consider the sets M7 and M8. Matrices of these sets have the form∥∥∥∥ s 0
0 −s

∥∥∥∥ . Since a+ s = 2n ≡ 0
(
mod 2n−1

)
, system (4.9) implies

s2 + 2n+1sx ≡ 1, 22ny ≡ 0
(
mod 2n+m

)
.

The second congruence holds for every y ∈ Z2m and the first congruence is
solved in Lemma 4.1. Thus we have the automorphisms 2) of the proposi-
tion.

Consider the sets M11 and M12. Matrices of this sets have the form∥∥∥∥ s 0
0 −s+ 2n−1

∥∥∥∥ . Since a+s ≡ 0
(
mod 2n−1

)
, it follows from system (4.9)

s2 + 2n+1sx ≡ 1, 2ny · 2n−1 ≡ 0
(
mod 2n+m

)
.
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The second congruence holds for every y ∈ Z2m and the first congruence is
solved in Lemma 4.1. Thus we have the automorphisms 3) of the proposi-
tion.

Let us consider the sets M13 and M14. Matrices of these sets have the

forms

∥∥∥∥ s 0
2tu −s

∥∥∥∥ and

∥∥∥∥ s 2tu
0 −s

∥∥∥∥ . For both forms of matrices, a + s =

2n ≡ 0
(
mod 2n−1

)
. For the first form, by (4.10), t = m, ..., n − 1 and it

follows from system (4.9)

s2 + 2n+1sx ≡ 1, 2n
(
2tu+ 2ny

)
+ 2n+txu ≡ 0

(
mod 2n+m

)
.

The second congruence holds for every x, y ∈ Z2m and the first congruence is
solved in Lemma 4.1. Thus we get the automorphisms 4) of the proposition.
For the second form, (4.9) implies

s2 + 2n+1sx+ 2n+tyu ≡ 1, 22ny ≡ 0
(
mod 2n+m

)
.

The second congruence holds for every x, y ∈ Z2m . For the first congruence
we consider two cases: if t = m, ..., n − 1, then it is solved in Lemma 4.1
(we get the automorphisms 5) of the proposition), and, if t = 1, ...,m − 1
(this case it not possible if m = 1), then it is solved in Lemma 4.2 (we get
the automorphisms 6) of the proposition).

Now consider the sets M15, M16, M17, M18 and M19, M20. Matrices of

these sets have forms

∥∥∥∥ s 2n−1

0 s+ 2n−1k

∥∥∥∥ and

∥∥∥∥ s 0
2n−1 s+ 2n−1k

∥∥∥∥ , where

k ∈ Z2. For both forms of matrices, a + s = 2s + 2n−1k 6≡ 0
(
mod 2n−1

)
.

For the first form, system (4.9) implies

s2 + 2n+1sx ≡ 1, 2n+1y
(
s+ 2n−2k

)
≡ 0

(
mod 2n+m

)
.

The second congruence implies that y ∈ Z2 if m = 1 and y ≡ 0
(
mod 2m−1

)
if m > 1. The first congruence is solved in Lemma 4.1 and we get the
automorphisms 7) of the proposition. The case of second form, by (4.10),
is possible only if m = n− 1 and it follows from system (4.9) that

s2 + 2n+1sx ≡ 1, 2n (1 + 2y)
(
s+ 2n−2k

)
≡ 0

(
mod 22n−1

)
.

The second congruence implies 1 + 2y ≡ 0
(
mod 2n−1

)
which is impossible.

Let us consider the sets M21 and M22. Matrices of these sets have the

forms

∥∥∥∥ s 2tu
0 −s+ 2n−1

∥∥∥∥ and

∥∥∥∥ s 0
2tu −s+ 2n−1

∥∥∥∥ . For the both form of

matrices, a+s = 2n−1 ≡ 0
(
mod 2n−1

)
. For the first form, by system (4.9),

s2 + 2n+1sx+ 2n+tyu ≡ 1, 2n−12ny ≡ 0
(
mod 2n+m

)
.
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The second congruence holds for every y ∈ Z2m . The first congruence is
solved i) in the case of m 6 t < n in Lemma 4.1 (so we get the auto-
morphisms 8) of the proposition) and ii) in the case of 1 6 t < m (this
case is possible only if m > 1) in Lemma 4.2 (so we get the automor-
phisms 9) of the proposition). By (4.10), the second form is possible only
if t = m, ..., n− 1 and system (4.9) implies

s2 + 2n+1sx ≡ 1, 2n−1
(
2tu+ 2ny

)
≡ 0

(
mod 2n+m

)
.

The second congruence has a solution only if t > m; the first congruence is
solved in Lemma 4.1 (so we get the automorphisms 10) of the proposition).

Let us now find the number of automorphisms described in the propo-
sition (it is equal to the number of choices of

(
s, 2tu, x, y

)
). For (s, x, y)

we have 2 · 2 · 2m = 2m+2 choices if a+ s ≡ 0
(
mod 2n−1

)
, i.e., if y ∈ Z2m ,

and 2 · 2 · 2 = 8 choices if a+ s 6= 0
(
mod 2n−1

)
, i.e., if y ≡ 0

(
mod 2m−1

)
.

Hence there is 16 automorphisms of forms 1) and 7), 2m+2 automorphisms

of forms 2) and 3), 2m+2
n−1∑
t=m

2n−t−1 = 2m+2 (2n−m − 1) automorphisms of

forms 4), 5) and 8), 2m+2
m−1∑
t=1

2n−t−1 = 2n+m+1 − 2n+2 automorphisms of

forms 6) and 9) (note, that if m = 1, then there is 2n+m+1 − 2n+2 = 0 au-

tomorphisms of forms 6) and 9)), 2m+2
n−1∑

t=m+1
2n−t−1 = 2m+2

(
2n−m−1 − 1

)
automorphisms of form 10). Hence if m > 1 then the number of automor-
phisms is 32− 2m+3 + 3 · 2n+1 + 2n+m+2.

A.5 Proof of Proposition 4.3
Conditions of Proposition satisfy matrices of the sets Mi, i = 23, 24, . . . , 28,
and i = 31, 32, 33, 34.

Let us start from the sets M23, M24, M25, M26 and M31, M32. Matrices

of these sets have the form

∥∥∥∥ s 2n−1

2n−1 s+ 2n−1k

∥∥∥∥ , where k ∈ Z2. By (4.10),

c = 2n−1 ≡ 0 (mod 2m) which is possible only if m = n − 1. The second
congruence of system (4.9) takes the form 2n (1 + 2y) ≡ 0

(
mod 22n−1

)
,

and it has no solution.
Let us consider the sets M27, M28 and M33, M34. Matrices of these

sets have the form

∥∥∥∥ s 2tu
2rv −s+ 2n−1k

∥∥∥∥ , where t > n − r and k ∈ Z2.

In view of (4.10), we have c = 2rv ≡ 0 (mod 2m) which is possible only
if r > m. System (4.9) implies{

s2 + 2n+1sx+ (2rv + 2ny) 2tu ≡ 1(
2n + 2n−1k

)
(2rv + 2ny) + 2nx2rv ≡ 0

(
mod 2n+m

)
,
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If k = 0 (the sets M27, M28), then the second congruence holds for every
r > m, and if k = 1 (the sets M33, M34), then it holds if r > m + 1. The
first congruence implies: 1) if s = ±1 and r + t = n, then the congruence
has no solution; if s = ±1, r+ t > n and m = 1, then solution is x, y ∈ Z2;
if s = ±1, r + t > n and m > 1, then

x ≡ −2r+t−n−1
(
v + 2n−ry

)
u

(
mod 2m−1

)
, if s = 1,

x ≡ −1 + 2r+t−n−1
(
v + 2n−ry

)
u

(
mod 2m−1

)
, if s = −1 + 2n,

(we get the automorphisms 1) of the proposition); 2) if s = ±1 + 2n−1 and
r+ t > n, then the congruence has no solution; if s = ±1 + 2n−1, r+ t = n
and m = 1, then the solution is x, y ∈ Z2; if s = ±1 + 2n−1, r + t = n and
m > 1, then

x ≡ ∓ (v + 2n−ry)u− 1

2
∓ 2n−3

(
mod 2m−1

)
,

(we get the automorphisms 2) of the proposition).

Let us now determine the number of automorphisms of these forms
(for every m and k = 0, 1). For every form of matrices, the numbers of
possible values of s, x and y are 2, 2 and 2m, respectively. If the number
r (r = m + k, ..., n − 1) is fixed, then there is 2n−r−1 possible values of
v. Since t + r > n, we have t = n − r, n − r + 1, ..., n − 1. If t is fixed,
we have 2n−t−1 possible values for odd number u. Hence the number of
automorphisms is

1∑
k=0

2m+2
n−1∑

r=m+k

2n−r−1
n−1∑
t=n−r

2n−t−1 = (2n− 2m− 1) 2n+m+1−3·2n+1+2m+3.

A.6 Proof of Proposition 4.4
Only matrices of the sets M29, M30 and M35, M36 satisfy to the conditions
of Proposition 4.4.

Matrices of these sets have the form

∥∥∥∥ s 2tu
2rv −s+ 2n−1k

∥∥∥∥ , where 3 6

t + r < n. By (4.10), we have c = 2rv ≡ 0 (mod 2m) and, therefore,
r > m. System (4.9) implies{

s2 + 2n+1sx+ (2rv + 2ny) 2tu ≡ 1(
2n + 2n−1k

)
(2rv + 2ny) + 2nx2rv ≡ 0

(
mod 2n+m

)
.

The second congruence holds for every r > m if k = 0 (the sets M29, M30)
and for every r > m + 1 if k = 1 (the sets M35, M36). Since s2 − 1 =
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2t+rpε+ 22(t+r−1)p2, the first congruence implies

2t+rpε+ 22(t+r−1)p2 + 2n+1sx+ 2t+r
(
v + 2n−ry

)
u ≡ 0

(
mod 2n+m

)
,

2n+1−t−rsx+ 2n−tyu+
(
p
(
ε+ 2t+r−2p

)
+ uv

)
≡ 0

(
mod 2n+m−t−r

)
and it has solutions if and only if

p
(
ε+ 2t+r−2p

)
+ uv ≡ 0

(
mod 2n+1−t−r) . (A.27)

If m = 1, then the solutions are x, y ∈ Z2. If m > 1, then

x ≡ s−1
(
−
p
(
ε+ 2t+r−2p

)
+ uv

2n+1−t−r − 2t−1yu

) (
mod 2m−1

)
.

Consider condition (A.27) and note that in the proof of Lemma 2.3 we
get a similar condition for u, v and p : vu ≡ −

(
ε+ 2t+r−2p

)
p
(
mod2n−t−r

)
,

but this condition follows from (A.27). Hence like in the proof of Lemma 2.3,

v ≡ −
(
ε+ 2t+r−2p

)
pu−1

(
mod 2n+1−t−r) ,

where u−1 is the inverse of odd number u modulo 2n+1−t−r, i.e., u−1 =
u2

n−t−r−1. Since v ∈ Z∗2n−r , we have 2n−r

2n+1−t−r = 2t−1 values for v modulo
2n−r in the form

v = −
(
ε+ 2t+r−2p

)
pu2

n−t−r−1 + 2n−t−r+1l,

where l ∈ Z2t−1 .
Let us determine the number of automorphisms of the form considered.

The choice of triples (s, q, c) depends on t : for odd number u we have
2n−t−1 possibilities; if r = m + k, ..., n − t − 1 (where n > t+ r > 3) is
chosen (note, that this is possible only if n − t − 1 > m + k , i.e., t =
1, ..., n − m − k − 1), then for odd number u we have 2t−1 possibilities
and for number s we have: 2n−(t+r) possibilities for odd number p and 2
possibilities for number ε. Hence

|{(s, q, c)}| =
1∑

k=0

2
n−m−k−1∑

t=1

2n−t−1
n−t−1∑

r=m+k, r+t>3

(
2t−1 · 2n−t−r

) =

=

1∑
k=0

n−m−k−1∑
t=1

2n−t
n−t−1∑

r=m+k, r+t>3

2n−r−1

 .

If m = 1, then

|{(s, q, c)}| = 2n
(
5 · 2n−3 − 2n+ 1

)
.
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If m > 1, then the condition r + t > 3 holds for every t, r, k and

|{(s, q, c)}| = 2n
(
3 · 2n−m−1 − 2n+ 2m− 1

)
.

For choosing the pair (x, y), we have 4 possibilities if m = 1 and 2m+1

possibilities if m > 1. Therefore, the number of obtained automorphisms
is 2n+2

(
5 · 2n−3 − 2n+ 1

)
if m = 1 and

2n+m+1
(
3 · 2n−m−1 − 2n+ 2m− 1

)
= 3 · 22n − 2n+m+1 (2n− 2m+ 1)

automorphisms if m > 1.

A.7 Proof of Proposition 4.6
Conditions of Proposition are satisfied only by matrices of the sets
M3, M4, . . . , M22.

Let us consider the sets M3, M4, M5, M6 and M9, M10. Matrices of

these sets have the form

∥∥∥∥ s 0
0 s+ 2n−1i

∥∥∥∥ , where i ∈ Z2. Since a + s =

2s+ 2n−1i, system (4.11) implies

s2 + 2n+1sx ≡ 1, 2n+1y
(
s+ 2n−2i

)
≡ 0

(
mod 22n

)
.

The second congruence implies that y ≡ 0
(
mod 2n−1

)
. By Lemma 4.3,

the first congruence implies that x = x1. Thus we have obtained automor-
phisms 1). For choosing pairs (s, i) and (x, y) we have 4 and 4 possibilities,
respectively, and hence the number of these automorphisms is 16.

Consider the setsM7, M8.Matrices of these sets have the form

∥∥∥∥ s 0
0 −s

∥∥∥∥ ,
where a+ s = 2n, and system (4.11) implies

s2 + 2n+1sx ≡ 1, 2ny2n ≡ 0
(
mod 22n

)
.

The second congruence holds for every y ∈ Z2n and the first congruence is
solved in Lemma 4.3. Thus we have got automorphisms 2). For choosing s
and a pair (x, y) we have 2 and 2 · 2n possibilities, respectively. Hence the
number of these automorphisms is 2 · 2 · 2n = 2n+2.

Now consider the sets M11, M12. Matrices of these sets have the form∥∥∥∥ s 0
0 −s+ 2n−1

∥∥∥∥ . Since a+ s = 2n−1, system (4.11) implies

s2 + 2n+1sx ≡ 1, 2ny · 2n−1 ≡ 0
(
mod 22n

)
.

The second congruence holds for every y ≡ 0 (mod 2) and the first congru-
ence is solved in Lemma 4.3. Thus we have automorphisms 3). For choosing
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s and a pair (x, y) we have 2 and 2 · 2n−1 possibilities, respectively. Hence
the number of these automorphisms is 2 · 2 · 2n−1 = 2n+1.

Let us consider the sets M13, M14. Matrices of these sets, satisfying

condition (4.12), have the form

∥∥∥∥ s 2tu
0 −s

∥∥∥∥ , where a + s = 0. The sec-

ond congruence of system (4.11) holds for every x, y ∈ Z2n and the first
congruence

s2 + 2n+1sx+ 2ny2tu ≡ 1
(
mod 22n

)
is solved in Lemma 4.3 (if y ≡ 0

(
mod 2n−t

)
; we get automorphisms 4))

and in Lemma 4.4 (if y 6≡ 0
(
mod 2n−t

)
; we get automorphisms 5)). For

automorphisms 4) we can write y in the form y = 2n−tk, where k ∈ Z2t ,
t = 1, ..., n − 1, and for the choosing of parameters s, u, y, x we have
2, 2n−t−1, 2t, 2 possibilities, respectively. Hence the number of these auto-

morphisms is 2
n−1∑
t=1

2n−t−1 · 2t · 2 = 2n+1
n−1∑
t=1

1 = 2n+1 (n− 1). For automor-

phisms 5) we can write y in the form y = j+ 2n−tk, where j ∈ Z2n−tr{0} ,
k ∈ Z2t , t = 1, ..., n − 1, and choosing parameters s, u, k, j, x we have
2, 2n−t−1, 2t, 2n−t − 1, 2 possibilities, respectively. Hence the number of
these automorphisms is

2

n−1∑
t=1

2n−t−1 · 2t ·
(
2n−t − 1

)
· 2 = 22n+1 − 2n+1 (n+ 1) .

Consider the sets M15, M16, M17, M18 and M19, M20. Matrices of these

sets satisfying condition (4.12), have the form

∥∥∥∥ s 2n−1

0 s+ 2n−1i

∥∥∥∥ , where

i ∈ Z2. Since a+ s = 2s+ 2n−1i, system (4.11) implies

s2 + 2n+1sx+ 2ny2n−1 ≡ 1, 2n+1y
(
s+ 2n−2i

)
≡ 0

(
mod 22n

)
.

The second congruence implies that y ≡ 0
(
mod 2n−1

)
. The first congru-

ence is solved (in view of 2ny2n−1 ≡ 0
(
mod 22n

)
) in Lemma 4.3. Thus we

have automorphisms 6). For choosing the pairs (s, i) and (x, y) we have 4
and 4 possibilities, respectively. Hence the number of these automorphisms
is 16.

Let us consider now the sets M21, M22. Matrices of these sets satisfying

condition (4.12), have the form

∥∥∥∥ s 2tu
0 −s+ 2n−1

∥∥∥∥ . Since a + s = 2n−1,

system (4.11) implies

s2 + 2n+1sx+ 2ny2tu ≡ 1, 2ny2n−1 ≡ 0
(
mod 22n

)
.

The second congruence holds for every y ≡ 0 (mod 2) . The first con-
gruence is solved in Lemma 4.3 (if y ≡ 0

(
mod 2n−t

)
; we get automor-

phisms 7)) and in Lemma 4.4 (if y 6≡ 0
(
mod 2n−t

)
; we get automor-

phisms 8)). For automorphisms 7) we can write y in the form y = 2n−tk,
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where k ∈ Z2t , t = 1, ..., n − 1, and for the choice of parameters s, u, y, x
we have 2, 2n−t−1, 2t, 2 possibilities, respectively. Hence the number of

these automorphisms is 2
n−1∑
t=1

2n−t−1 · 2t · 2 = 2n+1
n−1∑
t=1

1 = 2n+1 (n− 1). For

automorphisms 8) we can write y in the form y = j + 2n−tk, k ∈ Z2t ,
t = 1, ..., n−2, j ∈ 2Z2n−t−1 r{0} (the last condition implies n− t−1 > 1,
i.e., t 6 n − 2), and for the choosing of parameters s, u, k, j, x we have
2, 2n−t−1, 2t, 2n−t−1− 1, 2 possibilities, respectively. Hence the number of
these automorphisms is

2

n−2∑
t=1

2n−t−1 · 2t ·
(
2n−t−1 − 1

)
· 2 = 22n − 2n+1n.

Conclude, that there are 32 + 3 · 4n automorphisms in forms 1)–8).

A.8 Proof of Lemma 4.6
Let us denote s+ 2nx = a, t+ k = l. Then the congruence takes the form
a2 − 1 ≡ −2m+luw (mod 2n+m) and first at all we solve this congruence
(similarly to the proof of Lemma 2.3). Since m > n > 3, a solution of the
congruence exists for every l (0 6 l < n). We have

(a− 1) (a+ 1) ≡ −2m+luw
(
mod 2n+m

)
.

Denote a− 1 = 2rp and a+ 1 = 2m+l−rq, where

r ∈ Z2m+l r {0} , p ∈ Z∗2n+m−r , q ∈ Z∗2n+r−l .

Then 2rp · 2m+l−rq ≡ −2m+luw (mod 2n+m) and therefore,

pq ≡ −uw
(

mod 2n−l
)
. (A.28)

By the other side,

a = 1 + 2rp = −1 + 2m+l−rq,

i.e., 2
(
1 + 2r−1p

)
= 2m+l−rq and thus

1 + 2r−1p = 2m+l−r−1q. (A.29)

The last equation has a solution only in the cases r = 1 and r = m+ l−1.

If r = 1 then (A.29) implies q ∈ Z∗
2n−l+1 and

p = −1 + 2m+l−2q, a = 1 + 2
(
−1 + 2m+l−2q

)
= −1 + 2m+l−1q. (A.30)
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Analogously, if r = m+ l − 1 then (A.29) implies p ∈ Z∗
2n−l+1 and

q = 1 + 2m+l−2p, a = 1 + 2m+l−1p. (A.31)

Conditions (A.30) and (A.31) are presentable as follows:

q = ε+ 2m+l−2p, a = ε+ 2m+l−1p, p ∈ Z∗2n−l+1 , ε = ±1.

By (A.28), we have(
ε+ 2m+l−2p

)
p ≡ −uw

(
mod 2n−l

)
and

w ≡ −
(
ε+ 2m+l−2p

)
pu−1 ≡ −

(
ε+ 2m+l−2p

)
pu2

n−l−1−1
(

mod 2n−l
)
.

Since 0 < w < 2n−k, the element w has 2n−k/2n−l = 2t different values
modulo 2n in the form wk = w + 2n−li, where i = 0, 1, ..., 2t − 1.

Thus we have obtained that the solution of the congruence

a2 ≡ 1− 2mzq
(
mod 2n+m

)
,

where zq 6≡ 0 (mod 2n) , is a = ε+ 2m+l−1p and

q = 2tu, z = 2k
(
−
(
ε+ 2m+t+k−2p

)
pu2

n−t−k−1−1 + 2n−t−ki
)
,

where ε = ±1, u ∈ Z∗2n−t , p ∈ Z∗2n−l+1 , i ∈ Z2t and 0 6 t+ k < n.

Now let us find x from a = s+2nx = ε+2m+l−1p. We have: 1) if s = 1,
then x = 2m−n+l−1p, ε = 1; 2) if s = −1 + 2n, then x = 2m−n+l−1p − 1,
ε = −1; 3) if s = ±1 + 2n−1, then x ∈ ∅.

A.9 Proof of Proposition 4.8
Conditions of the proposition satisfy only matrices of the sets M3–M22.

Let us consider the sets M3, M4, M5, M6 and M9, M10. Matrices of these

sets have the form

∥∥∥∥ s 0
0 s+ 2n−1j

∥∥∥∥ , where j ∈ Z2. Since a+s = 2s+2n−1j,

system (4.13) implies

(s+ 2nx)2 ≡ 1, 2m+1z ≡ 0
(
mod 2n+m

)
.

The second congruence implies z ≡ 0
(
mod 2n−1

)
, i.e., z ∈

{
0, 2n−1

}
. The

first congruence is solved in Lemma 4.5. Thus we have got automorphisms
1). There is 16 automorphisms in this form.

128



APPENDIX A.9, continued . . .

Now consider the sets M7, M8. Matrices of these sets have the form∥∥∥∥ s 0
0 −s

∥∥∥∥ . Since a+ s = 2n, system (4.13) implies

(s+ 2nx)2 ≡ 1, 2mz2n ≡ 0
(
mod 2n+m

)
.

The second congruence holds for every z ∈ Z2n and the first congruence is
solved in Lemma 4.5. Thus we have got automorphisms 2). There is 2n+2

automorphisms in this form.
Now consider the sets M11, M12. Matrices of these sets have the form∥∥∥∥ s 0

0 −s+ 2n−1

∥∥∥∥ , a+ s = 2n−1, and system (4.13) implies

(s+ 2nx)2 ≡ 1, 2mz2n−1 ≡ 0
(
mod 2n+m

)
.

The second congruence holds for every z ≡ 0 (mod 2) and the first con-
gruence is solved in Lemma 4.5. Thus we have got automorphisms 3). Let
us determine the number of automorphisms of this form. The numbers of
possible values of the parameters s, x and z are 2, 2 and 2n−1, respectively.
Hence the number of automorphisms of this form is 2n+1.

Let us consider the sets M13,M14. Matrices of these sets, which sat-

isfy the condition c = 0, have the form

∥∥∥∥ s 2tu
0 −s

∥∥∥∥ . Since a + s = 2n,

system (4.13) implies

(s+ 2nx)2 + 2mzq ≡ 1, 2mz2n ≡ 0
(
mod 2n+m

)
.

The second congruence holds for every z ∈ Z2n . The first congruence is
solved in Lemma 4.5 (if z ≡ 0

(
mod 2n−t

)
, i.e., if z = 2n−tl, where l ∈ Z2t ;

we get automorphisms 4)) and in Lemma 4.6 (if z 6≡ 0
(
mod 2n−t

)
, i.e.,

z = 2kw, where k + t < n; we get automorphisms 5)). Let us determine
the number of solutions in these forms. For form 4), we have 2 choices for
s and 2 choices for x, too. If t = 1, . . . , n − 1 is fixed, we have 2t choices
for z and 2n−t−1 choices for odd number u. The number of automorphisms

of this form is 2 · 2
(
n−1∑
t=1

2t2n−t−1
)

= 2n+1 (n− 1) . For form 5), we have 2

choices for s and, if t ∈ Zn r {0} is fixed, we have 2n−t−1 choices for odd
number u. Since k + t < n, we have k = 0, 1, . . . , n − t − 1 (k ∈ Zn−t)
and, if k is fixed, we have 2t choices for odd number w and 2n−k−t choices
for odd number p. Hence the number of automorphisms in this form is

2
n−1∑
t=1

2n−t−1
n−t−1∑
k=0

2t2n−k−t = 22n+1 − 2n+1 (n+ 1) .

Now consider the sets M15,M16,M17,M18 and M19,M20. Condition c =

0 satisfying matrices of these sets have the form

∥∥∥∥ s 2n−1

0 s+ 2n−1j

∥∥∥∥ , where
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j ∈ Z2. Since a+ s = 2s+ 2n−1j, system (4.13) implies

(s+ 2nx)2 + 2mzq ≡ 1, 2m+1z ≡ 0
(
mod2n+m

)
.

The second congruence implies that z ≡ 0
(
mod 2n−1

)
. Then zq = z2n−1 ≡

0 (mod 2n) and the first congruence is solved in Lemma 4.5. Hence we get
automorphisms 6). There is 16 automorphisms in this form.

Finally, let us now consider the sets M21, M22. Condition c = 0 satisfy-

ing matrices of these sets have the form

∥∥∥∥ s 2tu
0 −s+ 2n−1

∥∥∥∥ . Since a+ s =

2n−1, system (4.13) implies

(s+ 2nx)2 + 2mzq ≡ 1, 2mz2n−1 ≡ 0
(
mod 2n+m

)
.

The second congruence holds for every z ≡ 0 (mod 2) . The first congruence
is solved in Lemma 4.5 (if z ≡ 0

(
mod 2n−t

)
, i.e., z = 2n−tl, where l ∈ Z2t ;

we get automorphisms 7)) and in Lemma 4.6 (if z 6≡ 0
(
mod 2n−t

)
, i.e.,

z = 2kw, where k+ t < n; we get automorphisms 8)). Let us determine the
number of automorphisms of these forms. For form 7), we have 2 choices
for s and 2 choices for x, as well. If t is fixed, we have 2n−t−1 choices for
odd number u and 2t choices for z. The number of automorphisms of this

form is 2 · 2
n−1∑
t=1

2n−t−12t = 2n+1 (n− 1) . For form 8), we have 2 choices

for s and if t is fixed, we have 2n−t−1 choices for odd number u. Since
z ≡ 0 (mod2) , we have k = 1, . . . , n − t − 1, i.e., k ∈ Zn−t r {0} (it is
possible, if n− t−1 > 1, i.e., t 6 n−2) and, if k is fixed, we have 2t choices
for odd number w and 2n−k−t choices for odd number p. The number of

automorphisms of this form is 2
n−2∑
t=1

2n−t−1
n−t−1∑
k=1

2t2n−k−t = 22n − 2n+1n.

In conclusion, that the number of automorphisms described in this
proposition is 3 · 4n + 32.
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B Matrices over Z2n

of order 1 or 2
In this appendix all (2 × 2)-matrices over Z2n of order 1 or 2 are listed.
These matrices form the set ∪36i=1Mi, where M1, M2, . . . , M36 are given
below. In the description of these sets

t, s ∈ Zn r {0} , u ∈ Z∗2n−t , v ∈ Z∗2n−s .

By necessity, some supplementary conditions for the numbers t, s, u, v are
given. For the sets M29, M30 and M35, M36, it is denoted

x = p
(
ε+ 2t+s−2p

)
+ uv, y = 2n−s−t

and used the supplementary conditions

3 6 t+ s < n, p ∈ Z∗
2n−(t+s)+1 , k ∈ Z2t ,

v = −
(
ε+ 2t+s−2p

)
pu2

n−s−t−1−1 + 2n−t−sk.

M1 =

{∥∥∥∥ a b(
1− a2

)
b−1 −a

∥∥∥∥ : a ∈ 2Z2n−1 , b ∈ Z∗2n
}

M2 =

{∥∥∥∥ a b(
1− a2

)
b−1 −a

∥∥∥∥ ,∥∥∥∥ a
(
1− a2

)
c−1

c −a

∥∥∥∥ : a, b, c ∈ Z∗2n
}

M3 =

{∥∥∥∥ 1 0
0 1

∥∥∥∥} ,
M4 =

{∥∥∥∥ −1 0
0 −1

∥∥∥∥} ,
M5 =

{∥∥∥∥ 1 + 2n−1 0
0 1 + 2n−1

∥∥∥∥} ,
M6 =

{∥∥∥∥ −1 + 2n−1 0
0 −1 + 2n−1

∥∥∥∥} ,
M7 =

{∥∥∥∥ 1 0
0 −1

∥∥∥∥ ,∥∥∥∥ −1 0
0 1

∥∥∥∥} ,
M8 =

{∥∥∥∥ 1 + 2n−1 0
0 −1 + 2n−1

∥∥∥∥ , ∥∥∥∥ −1 + 2n−1 0
0 1 + 2n−1

∥∥∥∥} ,
M9 =

{∥∥∥∥ 1 0
0 1 + 2n−1

∥∥∥∥ ,∥∥∥∥ 1 + 2n−1 0
0 1

∥∥∥∥} ,
M10 =

{∥∥∥∥ −1 0
0 −1 + 2n−1

∥∥∥∥ ,∥∥∥∥ −1 + 2n−1 0
0 −1

∥∥∥∥} ,
M11 =

{∥∥∥∥ 1 0
0 −1 + 2n−1

∥∥∥∥ ,∥∥∥∥ −1 + 2n−1 0
0 1

∥∥∥∥} ,
M12 =

{∥∥∥∥ −1 0
0 1 + 2n−1

∥∥∥∥ ,∥∥∥∥ 1 + 2n−1 0
0 −1

∥∥∥∥} ,
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M13 =

{∥∥∥∥ 1 0
2tu −1

∥∥∥∥ , ∥∥∥∥ 1 2tu
0 −1

∥∥∥∥ ,∥∥∥∥ −1 0
2tu 1

∥∥∥∥ , ∥∥∥∥ −1 2tu
0 1

∥∥∥∥} ,
M14 =

{∥∥∥∥ 1 + 2n−1 0
2tu −1 + 2n−1

∥∥∥∥ ,∥∥∥∥ 1 + 2n−1 2tu
0 −1 + 2n−1

∥∥∥∥}∪
∪
{∥∥∥∥ −1 + 2n−1 0

2tu 1 + 2n−1

∥∥∥∥ , ∥∥∥∥ −1 + 2n−1 2tu
0 1 + 2n−1

∥∥∥∥} ,
M15 =

{∥∥∥∥ 1 2n−1

0 1

∥∥∥∥ , ∥∥∥∥ 1 0
2n−1 1

∥∥∥∥} ,
M16 =

{∥∥∥∥ 1 + 2n−1 2n−1

0 1 + 2n−1

∥∥∥∥ , ∥∥∥∥ 1 + 2n−1 0
2n−1 1 + 2n−1

∥∥∥∥} ,
M17 =

{∥∥∥∥ −1 2n−1

0 −1

∥∥∥∥ , ∥∥∥∥ −1 0
2n−1 −1

∥∥∥∥} ,
M18 =

{∥∥∥∥ −1 + 2n−1 2n−1

0 −1 + 2n−1

∥∥∥∥ , ∥∥∥∥ −1 + 2n−1 0
2n−1 −1 + 2n−1

∥∥∥∥} ,
M19 =

{∥∥∥∥ 1 2n−1

0 1 + 2n−1

∥∥∥∥ , ∥∥∥∥ 1 0
2n−1 1 + 2n−1

∥∥∥∥}∪
∪
{∥∥∥∥ 1 + 2n−1 2n−1

0 1

∥∥∥∥ ,∥∥∥∥ 1 + 2n−1 0
2n−1 1

∥∥∥∥} ,
M20 =

{∥∥∥∥ −1 2n−1

0 −1 + 2n−1

∥∥∥∥ , ∥∥∥∥ −1 0
2n−1 −1 + 2n−1

∥∥∥∥}∪
∪
{∥∥∥∥ −1 + 2n−1 2n−1

0 −1

∥∥∥∥ ,∥∥∥∥ −1 + 2n−1 0
2n−1 −1

∥∥∥∥} ,
M21 =

{∥∥∥∥ 1 0
2tu −1 + 2n−1

∥∥∥∥ ,∥∥∥∥ 1 2tu
0 −1 + 2n−1

∥∥∥∥}∪
∪
{∥∥∥∥ −1 + 2n−1 0

2tu 1

∥∥∥∥ ,∥∥∥∥ −1 + 2n−1 2tu
0 1

∥∥∥∥} ,
M22 =

{∥∥∥∥ −1 0
2tu 1 + 2n−1

∥∥∥∥ ,∥∥∥∥ −1 2tu
0 1 + 2n−1

∥∥∥∥}∪
∪
{∥∥∥∥ 1 + 2n−1 0

2tu −1

∥∥∥∥ ,∥∥∥∥ 1 + 2n−1 2tu
0 −1

∥∥∥∥} ,
M23 =

{∥∥∥∥ 1 + 2n−1 2n−1

2n−1 1 + 2n−1

∥∥∥∥} ,
M24 =

{∥∥∥∥ 1 2n−1

2n−1 1

∥∥∥∥} ,
M25 =

{∥∥∥∥ −1 + 2n−1 2n−1

2n−1 −1 + 2n−1

∥∥∥∥} ,
M26 =

{∥∥∥∥ −1 2n−1

2n−1 −1

∥∥∥∥} ,
M27 =

{∥∥∥∥ 1 2tu
2sv −1

∥∥∥∥ , ∥∥∥∥ −1 2tu
2sv 1

∥∥∥∥ : s+ t > n

}
∪
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∪
{∥∥∥∥ 1 + 2n−1 2tu

2sv −1 + 2n−1

∥∥∥∥ ,∥∥∥∥ −1 + 2n−1 2tu
2sv 1 + 2n−1

∥∥∥∥ : s+ t = n

}
,

M28 =

{∥∥∥∥ 1 2tu
2sv −1

∥∥∥∥ ,∥∥∥∥ −1 2tu
2sv 1

∥∥∥∥ : s+ t = n

}
∪

∪
{∥∥∥∥ 1 + 2n−1 2tu

2sv −1 + 2n−1

∥∥∥∥ , ∥∥∥∥ −1 + 2n−1 2tu
2sv 1 + 2n−1

∥∥∥∥ : s+ t > n

}
,

M29 =

{∥∥∥∥ ε+ 2t+s−1p 2tu
2sv −

(
ε+ 2t+s−1p

) ∥∥∥∥ : x ≡ 0(mod 2y), ε = 1

}
∪

∪
{∥∥∥∥ ε+ 2t+s−1p 2tu

2sv −
(
ε+ 2t+s−1p

) ∥∥∥∥ : x ≡ 0(mod 2y), ε = −1

}
,

M30 =

{∥∥∥∥ ε+ 2t+s−1p 2tu
2sv −

(
ε+ 2t+s−1p

) ∥∥∥∥ : x ≡ y(mod 2y), ε = 1

}
∪

∪
{∥∥∥∥ ε+ 2t+s−1p 2tu

2sv −
(
ε+ 2t+s−1p

) ∥∥∥∥ : x ≡ y(mod 2y), ε = −1

}
,

M31 =

{∥∥∥∥ 1 2n−1

2n−1 1 + 2n−1

∥∥∥∥ , ∥∥∥∥ 1 + 2n−1 2n−1

2n−1 1

∥∥∥∥} ,
M32 =

{∥∥∥∥ −1 2n−1

2n−1 −1 + 2n−1

∥∥∥∥ , ∥∥∥∥ −1 + 2n−1 2n−1

2n−1 −1

∥∥∥∥} ,
M33 =

{∥∥∥∥ 1 2tu
2sv −1 + 2n−1

∥∥∥∥ ,∥∥∥∥ −1 + 2n−1 2tu
2sv 1

∥∥∥∥ : s+ t > n

}
∪

∪
{∥∥∥∥ 1 + 2n−1 2tu

2sv −1

∥∥∥∥ ,∥∥∥∥ −1 2tu
2sv 1 + 2n−1

∥∥∥∥ : s+ t = n

}
,

M34 =

{∥∥∥∥ 1 2tu
2sv −1 + 2n−1

∥∥∥∥ ,∥∥∥∥ −1 + 2n−1 2tu
2sv 1

∥∥∥∥ : s+ t = n

}
∪

∪
{∥∥∥∥ 1 + 2n−1 2tu

2sv −1

∥∥∥∥ ,∥∥∥∥ −1 2tu
2sv 1 + 2n−1

∥∥∥∥ : s+ t > n

}
,

M35 =

{∥∥∥∥ ε+ 2t+s−1p 2tu
2sv −

(
ε+ 2t+s−1p

)
+ 2n−1

∥∥∥∥ : x ≡ 0(mod 2y), ε = 1

}
∪
{∥∥∥∥ ε+ 2t+s−1p 2tu

2sv −
(
ε+ 2t+s−1p

)
+ 2n−1

∥∥∥∥ : x ≡ y(mod 2y), ε = −1

}
,

M36 =

{∥∥∥∥ ε+ 2t+s−1p 2tu
2sv −

(
ε+ 2t+s−1p

)
+ 2n−1

∥∥∥∥ : x ≡ y(mod 2y), ε = 1

}
∪
{∥∥∥∥ ε+ 2t+s−1p 2tu

2sv −
(
ε+ 2t+s−1p

)
+ 2n−1

∥∥∥∥ : x ≡ 0(mod 2y), ε = −1

}
.
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C Representatives of conjugacy
classes of matrices over Z2n of
order 1 or 2

A1 =

∥∥∥∥ 1 0
0 1

∥∥∥∥ ∈M3, A2 =

∥∥∥∥ 1 + 2n−1 0
0 1 + 2n−1

∥∥∥∥ ∈M5,

A3 =

∥∥∥∥ 1 2n−1

0 1

∥∥∥∥ ∈M15, A4 =

∥∥∥∥ 1 + 2n−1 2n−1

0 1 + 2n−1

∥∥∥∥ ∈M16,

A5 =

∥∥∥∥ −1 + 2n 0
0 −1 + 2n

∥∥∥∥ ∈M4,

A6 =

∥∥∥∥ −1 + 2n−1 0
0 −1 + 2n−1

∥∥∥∥ ∈M6,

A7 =

∥∥∥∥ −1 + 2n 2n−1

0 −1 + 2n

∥∥∥∥ ∈M17,

A8 =

∥∥∥∥ −1 + 2n−1 2n−1

0 −1 + 2n−1

∥∥∥∥ ∈M18,

A9 =

∥∥∥∥ 1 2n−1

2n−1 1 + 2n−1

∥∥∥∥ ∈M31, A10 =

∥∥∥∥ 1 0
0 1 + 2n−1

∥∥∥∥ ∈M9,

A11 =

∥∥∥∥ −1 + 2n 2n−1

2n−1 −1 + 2n−1

∥∥∥∥ ∈M32,

A12 =

∥∥∥∥ −1 + 2n 0
0 −1 + 2n−1

∥∥∥∥ ∈M10,

A13 =

∥∥∥∥ 1 0
0 −1 + 2n−1

∥∥∥∥ ∈M11,

A14 =

∥∥∥∥ −1 + 2n 0
0 1 + 2n−1

∥∥∥∥ ∈M12,

A15 =

∥∥∥∥ 0 1
1 0

∥∥∥∥ ∈M1, A16 =

∥∥∥∥ 1 0
0 −1 + 2n

∥∥∥∥ ∈M7,

A17 =

∥∥∥∥ 1 + 2n−1 0
0 −1 + 2n−1

∥∥∥∥ ∈M8.
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D Conjugacy classes of matrices
of order 4

In this appendix we shall use the following abbreviations:

Cl = Class, F = Form, NoE = Number of Elements, R = Row

and notations:

M = 2n−(f+g) n3 = 2n+1
(
3 · 2n−4 − n+ 1

)
,

n1 = 2 (2n − 1) , n4 = (n− 2) 2n,
n2 = (n− 2) 2n + 2, n5 = 2n−1

(
3 · 2n−2 − 3n+ 2

)
,

n6 = 2n−1 (n− 2) .

Conjugacy classes are K1−K7, K3
8−K3

19, if n = 3, and K1−K7, K8−K63,
if n > 4.

Cl Prop. F Condition NoE

K1 3.1 2 k = 0, a = −1 + 2n−1 22n−2

3.2 2 k = 0, a = −1 + 2n−1 22n−2

3.2 4 k = 0, a = −1 + 2n−1 22n−2

K2 3.1 2 k = 0, a = 1 + 2n−1 22n−2

3.2 2 k = 0, a = 1 + 2n−1 22n−2

3.2 4 k = 0, a = 1 + 2n−1 22n−2

K3 3.1 2 k = 0, a = −1 + 2n 22n−2

3.2 2 k = 0, a = −1 + 2n 22n−2

3.2 4 k = 0, a = −1 + 2n 22n−2

K4 3.1 1 22n−2

3.2 2 k = 1, a = 1 + 2n−1 22n−2

3.2 4 k = 1, a = 1 + 2n−1 22n−2

K5 3.1 2 k = 1, a = −1 + 2n−1 22n−2

3.2 2 k = 1, a = −1 + 2n 22n−2

3.2 4 k = 1, a = −1 + 2n 22n−2

K6 3.1 2 k = 1, a = 1 + 2n−1 22n−2

3.2 1 22n−2

3.2 3 22n−2

K7 3.1 2 k = 1, a = −1 + 2n 22n−2

3.2 2 k = 1, a = −1 + 2n−1 22n−2

3.2 4 k = 1, a = −1 + 2n−1 22n−2

Table 4. Matrices from Propositions 3.1 and 3.2, n > 3
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Cl Condition NoE
K3

8 k = 0, p ∈ {1, 7} , uv ≡ 1(mod 4) 8
k = 0, p ∈ {3, 5} , uv ≡ 3(mod 4)

K3
9 k = 0, p ∈ {1, 7} , uv ≡ 3(mod 4) 8

k = 0, p ∈ {3, 5} , uv ≡ 1(mod 4)
K3

10 k = 1, p ∈ {1, 3} , uv ≡ 1(mod 4) 8
k = 1, p ∈ {5, 7} , uv ≡ 3(mod 4)

K3
11 k = 1, p ∈ {1, 3} , uv ≡ 3(mod 4) 8

k = 1, p ∈ {5, 7} , uv ≡ 1(mod 4)

Table 5. Matrices from Proposition 3.3, n = 3

Cl F Condition NoE
K3

12 1 p ∈ {1, 5}, uv ≡ 0 (mod 4) 8
2 p ∈ {3, 7} , uv ≡ 3 (mod 4) 4

K3
13 1 p ∈ {1, 5}, uv ≡ 1 (mod 4) 4

2 p ∈ {3, 7} , uv ≡ 0 (mod 4) 8
K3

14 1 p ∈ {1, 5}, uv ≡ 2 (mod 4) 8
2 p ∈ {3, 7} , uv ≡ 1 (mod 4) 4

K3
15 1 p ∈ {1, 5}, uv ≡ 3 (mod 4) 4

2 p ∈ {3, 7} , uv ≡ 2 (mod 4) 8
K3

16 1 p ∈ {3, 7}, uv ≡ 0 (mod 4) 8
2 p ∈ {1, 5} , uv ≡ 3 (mod 4) 4

K3
17 1 p ∈ {3, 7}, uv ≡ 1 (mod 4) 4

2 p ∈ {1, 5} , uv ≡ 0 (mod 4) 8
K3

18 1 p ∈ {3, 7}, uv ≡ 2 (mod 4) 8
2 p ∈ {1, 5} , uv ≡ 1 (mod 4) 4

K3
19 1 p ∈ {3, 7}, uv ≡ 3 (mod 4) 4

2 p ∈ {1, 5} , uv ≡ 2 (mod 4) 8

Table 6. Matrices from Proposition 3.4, n = 3
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Let us denote for two next tables uv − 2n−(f+g)−1 +
(
ε+ 2f+g−2p

)
p by d.

Cl F R Condition NoE

K8 1 1 p ∈
{
−1 + 2n−2, 1 + 3 · 2n−2

}
n1

2 p ∈
{
−1 + 2n−2, 1 + 3 · 2n−2

}
, f + g > n n2

p ∈
{

1 + 2n−2,−1 + 3 · 2n−2
}
, f + g = n

2 d ≡ 2n−(f+g) (mod 2n−(f+g)+1) n3
3 p ∈ {1,−1 + 2n} , uv ≡ −1 + 2n−3 (mod 4) n4

p ∈
{
±1 + 2n−1

}
, uv ≡ 1 + 2n−3 (mod 4)

K9 1 1 p ∈
{

1 + 2n−2,−1 + 3 · 2n−2
}

n1
2 p ∈

{
1 + 2n−2,−1 + 3 · 2n−2

}
, f + g > n n2

p ∈
{
−1 + 2n−2, 1 + 3 · 2n−2

}
, f + g = n

2 d ≡ 0 (mod 2n−(f+g)+1) n3
3 p ∈ {1,−1 + 2n} , uv ≡ 1 + 2n−3 (mod 4) n4

p ∈
{
±1 + 2n−1

}
, uv ≡ −1 + 2n−3 (mod 4)

Table 7. Matrices from Proposition 3.5, k = 0, n > 4

Cl F R Condition NoE
K10 1 1 p = ±1 + 2n−2 n1

2 p = ±1 + 2n−2, f + g > n n2
p = ±1 + 3 · 2n−2, f + g = n

2 d ≡
(
1−ε
2

)
2n−(f+g) (mod 2n−(f+g)+1) n3

3 p ∈
{

1,−1 + 2n−1
}

, uv ≡ 1− 2n−3 (mod 4) n4
p ∈

{
±1 + 2n−1

}
, uv ≡ −1− 2n−3 (mod 4)

K11 1 1 p = ±1 + 3 · 2n−2 n1
2 p = ±1 + 3 · 2n−2, f + g > n n2

p = ±1 + 2n−2, f + g = n
2 d ≡

(
ε+1
2

)
2n−(f+g) (mod 2n−(f+g)+1) n3

3 p ∈
{

1,−1 + 2n−1
}
, uv ≡ −1− 2n−3 (mod 4) n4

p ∈
{
±1 + 2n−1

}
, uv ≡ 1− 2n−3 (mod 4)

Table 8. Matrices from Proposition 3.5, k = 1, n > 4
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Cl Matrix or conditions NoE

K12

{{
−1 + 2n−2, 0

}
,
{

0,−1 + 2n−2
}}

= A12 1
K13 k = 1, p = −1 + 2n−2z, (q′, r′) ∈ {(0, 0) ; (2, 0) ; (0, 2)} 6

K14

{{
1 + 2n−2, 0

}
,
{

0, 1 + 2n−2
}}

= A14 1
K15 k = 1, p = 1 + 2n−2z, (q′, r′) ∈ {(0, 0) ; (2, 0) ; (0, 2)} 6

K16

{{
−1 + 3 · 2n−2, 0

}
,
{

0,−1 + 3 · 2n−2
}}

= A16 1

K17

{{
1 + 3 · 2n−2, 0

}
,
{

0, 1 + 3 · 2n−2
}}

= A17 1

K18 k = 0, p = −1 + 2n−2z,

{
q′r′ ≡ 0 (mod 4)
q′ 6= r′ (mod 2)

12

k = 1, p ∈
{
−1 + 2n−1,−1 + 2n

}
, q′r′ ≡ 3 (mod 4)

K19 k = 1, p = −1 + 2n−2z,

{
q′r′ ≡ 0 (mod 4)
q′ 6= r′ (mod 2)

12

k = 0, p ∈
{
−1 + 2n−1,−1 + 2n

}
, q′r′ ≡ 1 (mod 4)

K20 k = 0, p = 1 + 2n−2z,

{
q′r′ ≡ 0 (mod 4)
q′ 6= r′ (mod 2)

12

k = 1, p ∈
{

1, 1 + 2n−1
}
, q′r′ ≡ 3 (mod 4)

K21 k = 1, p = 1 + 2n−2z,

{
q′r′ ≡ 0 (mod 4)
q′ 6= r′ (mod 2)

12

k = 0, p ∈
{

1, 1 + 2n−1
}
, q′r′ ≡ 1 (mod 4)

K22 k = 0, p = −1 + 2n−2, (q′, r′) ∈ {(2, 0) ; (0, 2)} 3
k = 0, p = −1 + 3 · 2n−2, q′ = r′ = 2

K23 k = 0, p = 1 + 2n−2, (q′, r′) ∈ {(2, 0) ; (0, 2)} 3
k = 0, p = 1 + 3 · 2n−2, q′ = r′ = 2

K24 k = 0, p = −1 + 3 · 2n−2, (q′, r′) ∈ {(2, 0) ; (0, 2)} 3
k = 0, p = −1 + 2n−2, q′ = r′ = 2

K25 k = 0, p = 1 + 3 · 2n−2, (q′, r′) ∈ {(2, 0) ; (0, 2)} 3
k = 0, p = 1 + 2n−2, q′ = r′ = 2

Table 9. Matrices from Proposition 3.6, form 1), n > 4
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Cl Matrix or conditions NoE
K26 k = 0, p = −1 + 2n−2z, q′r′ ≡ 1 (mod 4) 12

k = 1, p ∈
{
−1 + 2n−1,−1 + 2n

}
,

{
q′r′ ≡ 0 (mod 4)
q′ 6= r′ (mod 2)

K27 k = 1, p = −1 + 2n−2z, q′r′ ≡ 1 (mod 4) 12
k = 0, p ∈

{
−1 + 2n−1,−1 + 2n

}
, q′r′ ≡ 2 (mod 4)

K28 k = 0, p = 1 + 2n−2z, q′r′ ≡ 1 (mod 4) 12

k = 1, p ∈
{

1, 1 + 2n−1
}
,

{
q′r′ ≡ 0 (mod 4)
q′ 6= r′ (mod 2)

K29 k = 1, p = 1 + 2n−2z, q′r′ ≡ 1 (mod 4) 12
k = 0, p ∈

{
1, 1 + 2n−1

}
, q′r′ ≡ 2 (mod 4)

K30 k = 0, p = −1 + 2n−2z, q′r′ ≡ 2 (mod 4) 12
k = 1, p ∈

{
−1 + 2n−1,−1 + 2n

}
, q′r′ ≡ 1 (mod 4)

K31 k = 1, p = −1 + 2n−2z, q′r′ ≡ 2 (mod 4) 12
k = 0, p ∈

{
−1 + 2n−1,−1 + 2n

}
, q′r′ ≡ 3 (mod 4)

K32 k = 0, p = 1 + 2n−2z, q′r′ ≡ 2 (mod 4) 12
k = 1, p ∈

{
1, 1 + 2n−1

}
, q′r′ ≡ 1 (mod 4)

K33 k = 1, p = 1 + 2n−2z, q′r′ ≡ 2 (mod 4) 12
k = 0, p ∈

{
1, 1 + 2n−1

}
, q′r′ ≡ 3 (mod 4)

K34 k = 0, p = −1 + 2n−2z, q′r′ ≡ 3 (mod 4) 12
k = 1, p ∈

{
−1 + 2n−1,−1 + 2n

}
, q′r′ ≡ 2 (mod 4)

K35 k = 1, p = −1 + 2n−2z, q′r′ ≡ 3 (mod 4) 12

k = 0, p ∈
{
−1 + 2n−1,−1 + 2n

}
,

{
q′r′ ≡ 0 (mod 4)
q′ 6= r′ (mod 2)

K36 k = 0, p = 1 + 2n−2z, q′r′ ≡ 3 (mod 4) 12
k = 1, p ∈

{
1, 1 + 2n−1

}
, q′r′ ≡ 2 (mod 4)

K37 k = 1, p = 1 + 2n−2z, q′r′ ≡ 3 (mod 4) 12

k = 0, p ∈
{

1, 1 + 2n−1
}
,

{
q′r′ ≡ 0 (mod 4)
q′ 6= r′ (mod 2)

K38 k = 1, p = −1 + 2n−2z, q′ = r′ = 2 2
K39 k = 1, p = 1 + 2n−2z, q′ = r′ = 2 2

Table 9 (continued). Matrices from Proposition 3.6, form 1), n > 4
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Cl R condition NoE

K40 1 (l, p) ∈
{

(1, 1) ,
(
3, 1 + 3 · 2n−2

)}
14

2 l = 1, p = 1, f + g = 2n− 2 10
l = 1, p = 1 + 2n−1, f + g = 2n− 3
l = 3, p = 1 + 2n−2, f + g = 2n− 3
l = 3, p = 1 + 3 · 2n−2, f + g = 2n− 2

K41 2
f + g = 2n− 4, uv ≡ 1 (mod 4) ,
(l, p) ∈

{
(1, 1) ,

(
3, 1 + 3 · 2n−2

)} 8

f + g = 2n− 4, uv ≡ 3 (mod 4) ,
(l, p) ∈

{(
1, 1 + 2n−1

)
,
(
3, 1 + 2n−2

)}
K42 2

f + g = 2n− 4, uv ≡ 3 (mod 4) ,
(l, p) ∈

{
(1, 1) ,

(
3, 1 + 3 · 2n−2

)} 8

f + g = 2n− 4, uv ≡ 1 (mod 4) ,
(l, p) ∈

{(
1, 1 + 2n−1

)
,
(
3, 1 + 2n−2

)}
K43 1 (l, p) ∈

{(
1, 1 + 2n−1

)
,
(
3, 1 + 2n−2

)}
14

2 l = 1, p = 1, f + g = 2n− 3 10
l = 1, p = 1 + 2n−1, f + g = 2n− 2
l = 3, p = 1 + 2n−2, f + g = 2n− 2
l = 3, p = 1 + 3 · 2n−2, f + g = 2n− 3

K44 1 (l, p) ∈
{(

1,−1 + 2n−1
)
,
(
3,−1 + 2n−2

)}
14

2 l = 1, p = −1 + 2n−1, f + g = 2n− 2 10
l = 1, p = −1 + 2n, f + g = 2n− 3
l = 3, p = −1 + 2n−2, f + g = 2n− 2
l = 3, p = −1 + 3 · 2n−2, f + g = 2n− 3

K45 2
f + g = 2n− 4, uv ≡ 1 (mod 4) ,
(l, p) ∈

{(
1,−1 + 2n−1

)
,
(
3,−1 + 2n−2

)} 8

f + g = 2n− 4, uv ≡ 3 (mod 4) ,
(l, p) ∈

{
(1,−1 + 2n) ,

(
3,−1 + 3 · 2n−2

)}
K46 2

f + g = 2n− 4, uv ≡ 3 (mod 4) ,
(l, p) ∈

{(
1,−1 + 2n−1

)
,
(
3,−1 + 2n−2

)} 8

f + g = 2n− 4, uv ≡ 1 (mod 4) ,
(l, p) ∈

{
(1,−1 + 2n) ,

(
3,−1 + 3 · 2n−2

)}
K47 1 (l, p) ∈

{
(1,−1 + 2n) ,

(
3,−1 + 3 · 2n−2

)}
14

2 l = 1, p = −1 + 2n−1, f + g = 2n− 3 10
l = 1, p = −1 + 2n, f + g = 2n− 2
l = 3, p = −1 + 2n−2, f + g = 2n− 3
l = 3, p = −1 + 3 · 2n−2, f + g = 2n− 2

Table 10. Matrices from Proposition 3.6, form 2), n > 4
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Cl R condition NoE

K48 1 (l, p) ∈
{

(3,−1 + 2n) ,
(
1,−1 + 2n−2

)}
14

2 l = 3, p = −1 + 2n−1, f + g = 2n− 3 10
l = 3, p = −1 + 2n, f + g = 2n− 2
l = 1, p = −1 + 2n−2, f + g = 2n− 2
l = 1, p = −1 + 3 · 2n−2, f + g = 2n− 3

K49 2
f + g = 2n− 4, uv ≡ 3 (mod 4) ,
(l, p) ∈

{(
3,−1 + 2n−1

)
,
(
1,−1 + 3 · 2n−2

)} 8

f + g = 2n− 4, uv ≡ 1 (mod 4) ,
(l, p) ∈

{
(3,−1 + 2n) ,

(
1,−1 + 2n−2

)}
K50 2

f + g = 2n− 4, uv ≡ 1 (mod 4) ,
(l, p) ∈

{(
3,−1 + 2n−1

)
,
(
1,−1 + 3 · 2n−2

)} 8

f + g = 2n− 4, uv ≡ 3 (mod 4) ,
(l, p) ∈

{
(3,−1 + 2n) ,

(
1,−1 + 2n−2

)}
K51 1 (l, p) ∈

{(
3,−1 + 2n−1

)
,
(
1,−1 + 3 · 2n−2

)}
14

2 l = 3, p = −1 + 2n−1, f + g = 2n− 2 10
l = 3, p = −1 + 2n, f + g = 2n− 3
l = 1, p = −1 + 2n−2, f + g = 2n− 3
l = 1, p = −1 + 3 · 2n−2, f + g = 2n− 2

K52 1 (l, p) ∈
{

(3, 1) ,
(
1, 1 + 2n−2

)}
14

2 l = 3, p = 1, f + g = 2n− 2 10
l = 3, p = 1 + 2n−1, f + g = 2n− 3
l = 1, p = 1 + 2n−2, f + g = 2n− 2
l = 1, p = 1 + 3 · 2n−2, f + g = 2n− 3

K53 2
f + g = 2n− 4, uv ≡ 1 (mod 4) ,
(l, p) ∈

{
(3, 1) ,

(
1, 1 + 2n−2

)} 8

f + g = 2n− 4, uv ≡ 3 (mod 4) ,
(l, p) ∈

{(
3, 1 + 2n−1

)
,
(
1, 1 + 3 · 2n−2

)}
K54 2

f + g = 2n− 4, uv ≡ 3 (mod 4) ,
(l, p) ∈

{
(3, 1) ,

(
1, 1 + 2n−2

)} 8

f + g = 2n− 4, uv ≡ 1 (mod 4) ,
(l, p) ∈

{(
3, 1 + 2n−1

)
,
(
1, 1 + 3 · 2n−2

)}
K55 1 (l, p) ∈

{(
3, 1 + 2n−1

)
,
(
1, 1 + 3 · 2n−2

)}
14

2 l = 3, p = 1, f + g = 2n− 3 10
l = 3, p = 1 + 2n−1, f + g = 2n− 2
l = 1, p = 1 + 2n−2, f + g = 2n− 3
l = 1, p = 1 + 3 · 2n−2, f + g = 2n− 2

Table 10 (continued). Matrices from Proposition 3.6, form 2), n > 4
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For the next table we denote expression uv−2n−(f+g)−1y+
(
ε+ 2f+g−2p

)
p

by ls.

Cl F R condition NoE

K56 3) 1 p ∈
{
−1 + 2n−1, 1 + 2n−2

}
n1

2 p ∈
{
−1 + 2n−1, 1 + 2n−2

}
, f + g > n n2

p ∈
{
−1 + 2n, 1 + 3 · 2n−2

}
, f + g = n

4) ε = 1, y = 1, ls ≡ 2n−3p (mod 2M) n5
ε = −1, y = 0, ls ≡M + 2n−3p (mod 2M)

5) p = 1, uv ≡ 1 (mod 4) n6
p = 1 + 2n−1, uv ≡ 3 (mod 4)

K57 3) 1 p ∈
{
−1 + 2n, 1 + 3 · 2n−2

}
n1

2 p ∈
{
−1 + 2n−1, 1 + 2n−2

}
, f + g = n n2

p ∈
{
−1 + 2n, 1 + 3 · 2n−2

}
, f + g > n

4) ε = 1, y = 1, ls ≡M + 3 · 2n−3p (mod 2M) n5
ε = −1, y = 0, ls ≡ 3 · 2n−3p (mod 2M)

5) p = 1, uv ≡ 3 (mod 4) n6
p = 1 + 2n−1, uv ≡ 1 (mod 4)

K60 3) 1 p ∈
{

1,−1 + 3 · 2n−2
}

n1
2 p ∈

{
1,−1 + 3 · 2n−2

}
, f + g > n n2

p ∈
{

1 + 2n−1,−1 + 2n−2
}
, f + g = n

4) ε = 1, y = 0, ls ≡ 3 · 2n−3p (mod 2M) n5
ε = −1, y = 1, ls ≡ −2n−3p (mod 2M)

5) p = −1 + 2n−1, uv ≡ 3 (mod 4) n6
p = −1 + 2n, uv ≡ 1 (mod 4)

K61 3) 1 p ∈
{

1 + 2n−1,−1 + 2n−2
}

n1
2 p ∈

{
1,−1 + 3 · 2n−2

}
, f + g = n n2

p ∈
{

1 + 2n−1,−1 + 2n−2
}
, f + g > n

4) ε = 1, y = 0, ls ≡M + 2n−3p (mod 2M) n5
ε = −1, y = 1, ls ≡M + 2n−3p (mod 2M)

5) p = −1 + 2n−1, uv ≡ 1 (mod 4) n6
p = −1 + 2n, uv ≡ 3 (mod 4)

Table 11. Matrices described in Proposition 3.6,
forms 3), 4) and 5), n > 4, l = 3
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Cl F R condition NoE

K58 3) 1 p ∈
{

1,−1 + 2n−2
}

n1
2 p ∈

{
1,−1 + 2n−2

}
, f + g > n n2

p ∈
{

1 + 2n−1,−1 + 3 · 2n−2
}
, f + g = n

4) ε = 1, y = 0, ls ≡ 2n−3p (mod 2M) n5
ε = −1, y = 1, ls ≡M + 2n−3p (mod 2M)

5) p = −1 + 2n−1, uv ≡ 1 (mod 4) n6
p = −1 + 2n, uv ≡ 3 (mod 4)

K59 3) 1 p ∈
{

1 + 2n,−1 + 3 · 2n−2
}

n1
2 p ∈

{
1,−1 + 2n−2

}
, f + g = n n2

p ∈
{

1 + 2n−1,−1 + 3 · 2n−2
}
, f + g > n

4) ε = 1, y = 0, ls ≡M − 2n−3p (mod 2M) n5
ε = −1, y = 1, ls ≡ −2n−3p (mod 2M)

5) p = −1 + 2n−1, uv ≡ 3 (mod 4) n6
p = −1 + 2n, uv ≡ 1 (mod 4)

K62 3) 1 p ∈
{
−1 + 2n, 1 + 2n−2

}
n1

2 p ∈
{
−1 + 2n, 1 + 2n−2

}
, f + g > n n2

p ∈
{
−1 + 2n−1, 1 + 3 · 2n−2

}
, f + g = n

4) ε = 1, y = 1, ls ≡ 2n−3p (mod 2M) n5
ε = −1, y = 0, ls ≡ 2n−3p (mod 2M)

5) p = 1, uv ≡ 1 (mod 4) n6
p = 1 + 2n−1, uv ≡ 3 (mod 4)

K63 3) 1 p ∈
{
−1 + 2n−1, 1 + 3 · 2n−2

}
n1

2 p ∈
{
−1 + 2n, 1 + 2n−2

}
, f + g = n n2

p ∈
{
−1 + 2n−1, 1 + 3 · 2n−2

}
, f + g > n

4) ε = 1, y = 1, ls ≡M − 2n−3p (mod 2M) n5
ε = −1, y = 0, ls ≡M − 2n−3p (mod 2M)

5) p = 1, uv ≡ 3 (mod 4) n6
p = 1 + 2n−1, uv ≡ 1 (mod 4)

Table 12. Matrices described in Proposition 3.6,
forms 3), 4) and 5), n > 4, l = 1

Remark. If f + g = 3, then 2n−3 ≡ 2n−(f+g) (mod 2n−(f+g)+1), and if
f + g > 4, then 2n−3 ≡ 0 (mod 2n−(f+g)+1).
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E Representatives of conjugacy
classes of matrices over Z2n of
order 4

Representatives of conjugacy classes in the case if n = 3 are A1 −A7 and
A3

8 −A3
19 and in the case if n > 4 are A1 −A7 and A8 −A63.

If n > 3

A1 =
{
{0, 1} ,

{
−1 + 2n−1, 0

}}
A2 =

{
{0, 1} ,

{
1 + 2n−1, 0

}}
A3 = {{0, 1} , {−1 + 2n, 0}} A4 =

{
{0, 1} ,

{
1, 2n−1

}}
A5 =

{
{0, 1} ,

{
−1 + 2n−1, 2n−1

}}
A6 =

{
{0, 1} ,

{
1 + 2n−1, 2n−1

}}
A7 =

{
{0, 1} ,

{
−1 + 2n, 2n−1

}}
If n = 3 :

A3
8 = {{1, 2} , {2, 7}} A3

9 = {{3, 2} , {2, 5}} A3
10 = {{1, 2} , {2, 3}}

A3
11 = {{5, 2} , {2, 7}} A3

12 = {{1, 0} , {2, 1}} A3
13 = {{1, 2} , {2, 1}}

A3
14 = {{1, 2} , {4, 1}} A3

15 = {{1, 6} , {2, 1}} A3
16 = {{3, 0} , {2, 3}}

A3
17 = {{3, 2} , {2, 3}} A3

18 = {{3, 2} , {4, 3}} A3
19 = {{3, 2} , {6, 3}}

If n > 4 :

A8 =
{{
−1 + 2n−2, 0

}
,
{

0, 1 + 3 · 2n−2
}}

A9 =
{{

1 + 2n−2, 0
}
,
{

0,−1 + 3 · 2n−2
}}

A10 =
{{
−1 + 2n−2, 0

}
,
{

0, 1 + 2n−2
}}

A11 =
{{
−1 + 3 · 2n−2, 0

}
,
{

0, 1 + 3 · 2n−2
}}

A12 =
{{
−1 + 2n−2, 0

}
,
{

0,−1 + 2n−2
}}

A13 =
{{
−1 + 2n−2, 0

}
,
{

0,−1 + 3 · 2n−2
}}

A14 =
{{

1 + 2n−2, 0
}
,
{

0, 1 + 2n−2
}}

A15 =
{{

1 + 2n−2, 0
}
,
{

0, 1 + 3 · 2n−2
}}

A16 =
{{
−1 + 3 · 2n−2, 0

}
,
{

0,−1 + 3 · 2n−2
}}

A17 =
{{

1 + 3 · 2n−2, 0
}
,
{

0, 1 + 3 · 2n−2
}}

A18 =
{{
−1 + 2n−2, 0

}
,
{

2n−2,−1 + 2n−2
}}

A19 =
{{
−1 + 2n−2, 0

}
,
{

2n−2,−1 + 3 · 2n−2
}}

A20 =
{{

1 + 2n−2, 0
}
,
{

2n−2, 1 + 2n−2
}}

A21 =
{{

1 + 2n−2, 0
}
,
{

2n−2, 1 + 3 · 2n−2
}}

A22 =
{{
−1 + 2n−2, 0

}
,
{

2n−1,−1 + 2n−2
}}

A23 =
{{

1 + 2n−2, 0
}
,
{

2n−1, 1 + 2n−2
}}

A24 =
{{
−1 + 3 · 2n−2, 0

}
,
{

2n−1,−1 + 3 · 2n−2
}}

A25 =
{{

1 + 3 · 2n−2, 0
}
,
{

2n−1, 1 + 3 · 2n−2
}}

A26 =
{
{−1 + 2n, 0} ,

{
2n−2,−1 + 2n−1

}}
A27 =

{{
−1 + 2n, 2n−2

}
,
{

2n−1,−1 + 2n
}}

A28 =
{
{1, 0} ,

{
2n−2, 1 + 2n−1

}}
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A29 =
{{

1, 2n−2
}
,
{

2n−1, 1
}}

A30 =
{{
−1 + 2n, 2n−2

}
,
{

2n−2,−1 + 2n−1
}}

A31 =
{{
−1 + 2n, 2n−2

}
,
{

3 · 2n−2,−1 + 2n
}}

A32 =
{{

1, 2n−2
}
,
{

2n−2, 1 + 2n−1
}}

A33 =
{{

1, 2n−2
}
,
{

3 · 2n−2, 1
}}

A34 =
{{
−1 + 2n, 2n−2

}
,
{

2n−1,−1 + 2n−1
}}

A35 =
{
{−1 + 2n, 0} ,

{
2n−2,−1 + 2n

}}
A36 =

{{
1, 2n−2

}
,
{

2n−1, 1 + 2n−1
}}

A37 =
{
{1, 0} ,

{
2n−2, 1

}}
A38 =

{{
−1 + 2n−2, 2n−1

}
,
{

2n−1,−1 + 3 · 2n−2
}}

A39 =
{{

1 + 2n−2, 2n−1
}
,
{

2n−1, 1 + 3 · 2n−2
}}

A40 =
{
{1, 0} ,

{
0, 1 + 3 · 2n−2

}}
A41 =

{{
1, 2n−2

}
,
{

2n−2, 1 + 3 · 2n−2
}}

A42 =
{{

1, 2n−2
}
,
{

3 · 2n−2, 1 + 3 · 2n−2
}}

A43 =
{{

1 + 2n−1, 0
}
,
{

0, 1 + 2n−2
}}

A44 =
{{
−1 + 2n−1, 0

}
,
{

0,−1 + 2n−2
}}

A45 =
{{
−1 + 2n−1, 2n−2

}
,
{

2n−2,−1 + 2n−2
}}

A46 =
{{
−1 + 2n−1, 2n−2

}
,
{

3 · 2n−2,−1 + 2n−2
}}

A47 =
{
{−1 + 2n, 0} ,

{
0,−1 + 3 · 2n−2

}}
A48 =

{{
−1 + 2n−2, 0

}
, {0,−1 + 2n}

}
A49 =

{{
−1 + 2n−2, 2n−2

}
,
{

2n−2,−1 + 2n
}}

A50 =
{{
−1 + 2n−2, 2n−2

}
,
{

3 · 2n−2,−1 + 2n
}}

A51 =
{{
−1 + 3 · 2n−2, 0

}
,
{

0,−1 + 2n−1
}}

A52 =
{{

1 + 2n−2, 0
}
, {0, 1}

}
A53 =

{{
1 + 2n−2, 2n−2

}
,
{

2n−2, 1
}}

A54 =
{{

1 + 2n−2, 2n−2
}
,
{

3 · 2n−2, 1
}}

A55 =
{{

1 + 3 · 2n−2, 0
}
,
{

0, 1 + 2n−1
}}

A56 =
{{
−1 + 2n−1, 0

}
,
{

0, 1 + 2n−2
}}

A57 =
{
{−1 + 2n, 0} ,

{
0, 1 + 3 · 2n−2

}}
A58 =

{{
−1 + 2n−2, 0

}
, {0, 1}

}
A59 =

{{
−1 + 3 · 2n−2, 0

}
,
{

0, 1 + 2n−1
}}

A60 =
{
{1, 0} ,

{
0,−1 + 3 · 2n−2

}}
A61 =

{{
1 + 2n−1, 0

}
,
{

0,−1 + 2n−2
}}

A62 =
{{

1 + 2n−2, 0
}
, {0,−1 + 2n}

}
A63 =

{{
1 + 3 · 2n−2, 0

}
,
{

0,−1 + 2n−1
}}
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F ELULOOKIRJELDUS

1. Isikuandmed:

Ees-ja perekonnanimi: Tatjana Tamberg
enne okt. 2008: Gramušnjak

Sünniaeg ja -koht: 15. november 1973, Tallinn
Kodakondsus: Eesti

2. Kontaktandmed:

Aadress: Sütiste tee 3-62, Tallinn, 13419
Telefon: 6 527 921
E-posti aadress: tatjana@tlu.ee

3. Hariduskäik:

Õppeasutus (nimetus Lõpeta- Haridus
lõpetamise ajal) mise aeg (eriala/kraad)

Tallinna 1999 MSc matemaatika alal
Pedagoogikaülikool

Tallinna 1996 BSc matemaatika alal
Pedagoogikaülikool

Tallinna 53. Keskkool 1991 keskharidus

4. Keelteoskus:

Keel Tase

vene emakeel

eesti kõrgtase

inglise kesktase

saksa algtase

5. Teenistuskäik:

Töötamise aeg Tööandja nimetus Ametikoht

2010 - 2015 Tallinna Ülikool, Matemaatika lektor
ja Loodusteaduste Instituut,
Matemaatika osakond

2009 - 2012 Tallinna Tehnikaülikool, teadur
Küberneetika Instituut

2006 - 2010 Tallinna Ülikool, Matemaatika assistent
ja Loodusteaduste Instituut,
Matemaatika osakond

1996 - 2006 Tallinna Pedagoogikaülikool, assistent
Matemaatika- ja Loodusteadus-
kond, Matemaatika osakond
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6. Teadustegevus: ETF5900 ja ETF8627 põhitäitja; osalesin (ettekan-
netega) kuuel rahvusvahelisel konverentsil; ilmus 5 teaduslikku artik-
lit eelretsenseeritavates rahvusvahelistes ajakirjades või kogumikes.

7. Kaitstud lõputööd: magistritöö ”Positiivselt määratud ruutvormide
C-tüüpide leidmise probleemidest”, 1999, (juh.) prof. Paul Tammela

8. Teadustöö põhisuunad: lõplikud 2-rühmad, mõnede lõplikute 2-
rühmade kirjeldus nende endomorfismipoolrühmadega.

9. Teised uurimisprojektid: SF0140083s08 (Mittelineaarsed, puudu-
liku informatsiooni ja keeruka struktuuriga matemaatilised mudelid)
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G CURRICULUM VITAE

1. Personal data:

Name: Tatjana Tamberg
before oct. 2008: Gramušnjak

Date and place of birth: November 15, 1973, Tallinn

2. Contact information:

Address: Sütiste tee 3-62, Tallinn, 13419
Phone: 6 527 921
E-mail: tatjana@tlu.ee

3. Education:

Educational institution Graduatio- Education (field
nal year of study/degree)

Pedagogical University 1999 MSc in Mathematics
of Tallinn

Pedagogical University 1996 BSc in Mathematics
of Tallinn

Tallinn High School No. 53 1991 High school

4. Language competence:

Language Level

russian native

estonian fluent

english average

german basic

5. Professional Employment:

Period Organisation Position

2010 - 2015 Tallinn University, Institute lecturer
of Mathematics and Natural
Sciences, dept. of Mathematics

2009 - 2012 Tallinn University of Technology, researcher
Institute of Cybernetics

2006 - 2010 Tallinn University, Institute assist. prof.
of Mathematics and Natural
Sciences, dept. of Mathematics

1996 - 2006 Pedagogical University of Tallinn, assist. prof.
Faculty of Mathematics and Natural
Sciences, dept. of Mathematics
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6. Scientific work: research staff of ETF5900 and ETF8627, it is pub-
lished 5 papers in pre-reviewed journals or proceedings, it is attended
6 international conferences (with conference presentations)

7. Defended theses: Master’s Thesis ”On problems of finding of C-
types of positive definite quadratic forms” 1999, (sup.) prof. Paul
Tammela

8. Main areas of scientific work / Current research topic: finite
2-groups, characterization of some finite 2-groups by their endomor-
phism semigroups.

9. Other research projects: SF0140083s08 (Mathematical models
with nonlinearities, incomplete information and structural complex-
ity)
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NATURAL AND EXACT SCIENCES

1. Olav Kongas. Nonlinear Dynamics in Modeling Cardiac Arrhytmias. 1998.

2. Kalju Vanatalu. Optimization of Processes of Microbial Biosynthesis of

Isotopically Labeled Biomolecules and Their Complexes. 1999.

3. Ahto Buldas. An Algebraic Approach to the Structure of Graphs. 1999.

4. Monika Drews. A Metabolic Study of Insect Cells in Batch and Contin-

uous Culture: Application of Chemostat and Turbidostat to the Production of

Recombinant Proteins. 1999.

5. Eola Valdre. Endothelial-Specific Regulation of Vessel Formation: Role of

Receptor Tyrosine Kinases. 2000.

6. Kalju Lott. Doping and Defect Thermodynamic Equilibrium in ZnS. 2000.

7. Reet Koljak. Novel Fatty Acid Dioxygenases from the Corals Plexaura ho-

momalla and Gersemia fruticosa. 2001.

8. Anne Paju. Asymmetric oxidation of Prochiral and Racemic Ketones by

Using Sharpless Catalyst. 2001.

9. Marko Vendelin. Cardiac Mechanoenergetics in silico. 2001.

10. Pearu Peterson. Multi-Soliton Interactions and the Inverse Problem of

Wave Crest. 2001.

11. Anne Menert. Microcalorimetry of Anaerobic Digestion. 2001.

12. Toomas Tiivel. The Role of the Mitochondrial Outer Membrane in in vivo

Regulation of Respiration in Normal Heart and Skeletal Muscle Cell. 2002.

13. Olle Hints. Ordovician Scolecodonts of Estonia and Neighbouring Areas:

Taxonomy, Distribution, Palaeoecology, and Application. 2002.

14. Jaak Nõlvak. Chitinozoan Biostratigrapy in the Ordovician of Baltoscandia.

2002.
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