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Abstract

Software development has increasingly moved towards microservice and cloud based
architectures, where applications are built using small independent services which are

deployed and scaled according to the need by cloud service providers.

On the one hand, microservices should be easy to test and maintain since they are
independent functions focused only on one specific functionality. On the other hand,
dividing application into distributed functions means that a number of services grows
dramatically. Therefore, testing of microservices applications actually becomes more and
more complex. Testing has to be done across all components and tracing errors and

performing root cause analysis is difficult across all of the services.

Performance testing of such applications involves additional hardships of analysing the
performance of each component and cloud service provider metrics in comparison with

overall performance of the system.

This paper conducts a case study on how to design and run performance tests for
microservice based application in cloud environment and how to select and adopt the
performance metrics collected from test runs to identify application performance.
Through a series of experiments on Broking Manager (BM) application, the paper
illustrates that not all collected metrics can identify performance issues and conducting

root cause analysis for performance issues is not a straightforward process.

This thesis is written in English and is 57 pages long, including 7 chapters, 18 figures and
3 tables.



Annotatsioon
Mikroteenuste koormustestimine pilvetehnoloogial pohinevas

keskkonnas

Téanapdeva tarkvara arendus on uhe enam liikunud mikroteenuste ja pilvepdhiste
tehnoloogiate poole, kus rakendused on ules ehitatud vaikeste ja sGltumatute teenuste
abil. Mikroteenuseid juurutatakse pilveteenuste pakkujate juurde, kes omakorda pakuvad

vOimalust skaleerida teenuseid vastavalt vajadustele.

Ideoloogiliselt peks mikroteenuste tulek aitama kaasa testimise lihtsustamisele, kuna iga
teenus keskendub ainult Uhele konkreetsele funktsionaalsusele, saab igat teenust
eraldiseisvalt testida. Teisest kiiljest on aga rakendused niivdrd hajutatud, et teenuste hulk
kasvab kiimnetesse ja sadadesse mikroteenustesse, mida on raske hallata. Seetdttu
muutub mikroteenuste testimine tegelikult aina keerulisemaks. Testimine peab endas
hdlmama koéiki komponente ning vigade otsimine ja algpdhjuste analiilisi tegemine on

selliste rakenduste puhul oluliselt raskendatud.

Selliste hajutatud rakenduste koormustestimine hdlmab endas veel taiendavaid keerukusi.
Lisaks sellele, et tuleb testida iga komponendi joudlust, siis sinna juurde tuleb arvestada
ka pilveteenuse pakkuja moddikute analtitisi ning vorrelda seda kogu slsteemi

jéudlusega.

Kéesolev td0 Kirjeldab juhtumiuuringut selle kohta, kuidas koostada ja jooksutada
koormusteste mikroteenustele pilvetehnoloogia keskkonnas ning kuidas valida ja

kasutada kogutud joudlusmoddikuid rakenduse joudluse tuvastamiseks.

To06 kaigus tehtud katsetest rakendusega Broking Manager (BM) saab jareldada, et kbik
kogutud mdddikud ei suuda tuvastada joudlusprobleeme ning joudlusprobleemide

algpdhjuse tuvastamine on keerukas protsess.



LOputdo on Kirjutatud inglise keeles ning sisaldab teksti 57 lehekdljel, 7 peatukki, 18
joonist, 3 tabelit.



List of abbreviations and terms

Performance testing

Load testing

Performance metrics

Deadlock

Cloud computing

Cloud service provider
(CsP)

Regression testing

Software Development
Life Cycle (SDLC)

Monolithic architecture

Microservices architecture
(MSA)

Serverless computing

Function-as-a-Service
(FaaS)

Software testing practice to determine how a system performs
under a particular workload.

Load testing is one of the performance testing types, where tests
are created to measuring application performance under
expected production like workload.

Performance metrics are measurable indicators [1], which
express the performance related characteristics of a system,
which usually are response time, throughput and resource
utilization.

A situation when processes are blocked due to each process
holding a resource and waiting for more resources which are
reserved by some other process [2].

Cloud computing is an architecture for need and interest based
computing resources [3]. Outsourcing the need for personal
servers to cloud service providers and sharing the resources
between many companies and applications.

A cloud service provider is a company that offers components of
cloud computing, such as cloud-based platform, infrastructure,
application and storage [4].

Regression testing is a software testing type, which is conducted
to ensure that application still functions as expected after
introducing any code changes or updates.

Software Development Life Cycle is a process of software
designing, developing and testing [5].

Monolithic architecture is a traditional software model, when an
application is built as a single independent unit [6].

Microservices architecture is modern architectural method, when
an application is built by a collection of small and independent
services [6].

Serverless computing is a model, where server is being allocated
to the application only when the application is being executed

[7]1.
Function-as-a-Service (FaaS) platforms leverage serverless

infrastructure to deploy, host, and scale resources on demand for
individual functions known as “microservices” [8]



AWS Lambda

End-to-end (E2E) testing

Broking Manager (BM)

Loss Model

Threat Model

Application programming
interface (API)

API| Gateway

User Interface (Ul)

Amazon Simple Queue
Service (SQS)

Functional requirements
(FR)

Non-functional
requirements (NFR)
Use case

Apache JMeter
Resource utilization
Central processing unit
(CPU)

Asynchronous

Response time

Throughput

Serverless computing service provided by Amazon cloud service
provider [9].

End to end testing is a software testing method which imitates
the real user workflow to validate the whole application from
beginning to an end.

Broking Manager (BM) is an application that allows to analyse
companies cyber risk [10].

Financial Loss model is a set of serverless functions which are
designed to assist companies in understanding their financial
exposure to cyber risk.

Threat model is a set of serverless functions which are designed
to support companies in understanding their exposure to certain
cyber threat scenarios.

An application programming interface is a way for one or more
services to communicate with each other.

An API gateway is a proxy to all requests coming from users or
transferred between the services [11].

The user interface is a point where human user interacts and
communicates with a computer.

Amazon Simple Queue Service (SQS) is a way to send, store
and receive messages between components [12].

Business requirements, which define how a product should
function under specific conditions.

Technical requirements are often defined as quality
characteristics of the system.

A user case is a written description of how users are interacting
with an application.

Apache JMeter is Java-based software designed for load testing
functional behaviour and measuring performance [13].

Resource utilization is an utilization cost of server and network
resources [14, 15].

CPU is a processor that executed the instructions provided by an
application.

Asynchronous is a way to describe events happening in
unconsecutive manner.

Response time is the amount of time taken to respond to a
request.

Throughput is the number of requests handled by the application
per second [16].



Continuous Integration and
Continuous Deployment
(Cl/ICD)

User Collaboration Service
(UCS)

Locking Service (LS)

A culture of operating principles and a set of practices used in
application development and delivery [17].

User Collaboration Service is a serverless function called to
share a newly created account with every other user in a user
group.

Locking service lambda is used to lock a shared account to
specific user before allowing to make any changes.
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1 Introduction

Application performance is one of the most important characteristics of any software.
Performance is an important non-functional requirement, which describes applications

properties in relation to timeliness and resource utilization [18].

Performance is determined by application complexity. Incremental changes added to the
software are changing the overall complexity of the system which often has negative
effect on the performance.

With a growth of complexity needed within applications, more and more applications are
built using microservice architecture, meaning that whole application could consist of

tens and hundreds of different services.

Moreover, with growing popularity of microservices and possibilities to offer software as
a service, applications are more commonly built within a cloud environment. The ability
of cloud computing to scale any computing resources according to the need is the
fundamental reason for companies to migrate their applications to the cloud service
provider (CSP).

Performance testing and regression detection is already considered challenging even in
traditional systems [19, 20]. With the new approach, it means that the performance of an
application is not only determined by the application itself, but also by the availability of
the services, cross-service communication possibilities and scalability of the chosen cloud

service provider.

This paper conducts a case study on how to run performance tests in such versatile
environment and analyses how to select and adopt the performance metrics collected from

test runs to identify performance regressions.
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1.1 Research problem

Performance testing is a complex and time-consuming process, which is often ignored
and left out of the software development cycle. This generally leads to finding
performance issues only in production, which can lead to customer dissatisfaction,
monetary loss and in worst cases complete outages of the entire systems [21]. Repairing
performance problems in the late stage of the software development life cycle (SDLC)
may require considerable adjustments in the design or architecture and the cost of such

changes is the highest [22].

Performance testing difficulty highly relies on the system complexity, whereas there are
additional challenges with performing these tests in microservice applications.
Microservice applications could consist of hundreds of different services and have
multiple internal and external dependencies. A performance degradation from one of the
services can lead to several issues and will be difficult to track to the root cause [23].

Key benefits of microservices architecture (MSA) produce also the biggest issues for

testing:

1) Each service can be written in their own language and using its own
technology stack — performance issues are different for each technology stack,

making them hard to identify and locate root causes [23].

2) Microservice applications have an ability to change only one service at a time,
do it quickly and frequently — aforementioned dynamic environment provides

difficulty in root cause analysis for any issues [23].

3) Cloud computing’s main selling point are the serverless (lambda) functions
which use computing resources only according to the need — this makes testing
of the whole application difficult and could cause performance issues when a

function is initiated [40].

4) All possible metrics are collected and they are easy to access — the more
services application has, the more metrics are provided and using them for

investigation is time-consuming [23].
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All of these aspects are making performance testing even more challenging than before.
Finding a correct way to run performance tests and making sure that metrics collected
and measured provide accurate enough information on the application performance is

essential to the business [24].

1.2 Purpose of the study

The main goal of this thesis is to provide an investigative approach on whether
performance testing results in a microservice-cloud based applications are stable and
reproducible and whether there are ways to improve traditional performance metrics using

cloud service provider metrics.

In particular, this thesis conducts a case study using the Broking Manager (BM) [10]
application, to determine how traditional and cloud performance metrics detect

performance regression.

Case study consists of experiments which will address the following research questions
concerning the main pain points of microservice-cloud based application performance

testing:

RQL1. How stable are the performance tests results of a microservice and serverless

application in a cloud-based environment?
RQ2. How do the lambda cold starts affect the application performance?
RQ3. Do cloud service provider metrics help assess the performance of an

application?

1.3 Thesis structure

Current thesis consists of seven paragraphs.

First chapter describes the problem background and purpose of the study with following

research questions.

Second chapter provides a theoretical background of the microservices and explains in

detail the issues that arise when testing such applications. Additionally, this chapter gives
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an overview of cloud computing and serverless (lambda) functions describing how these

lambdas are designed and how they operate.

The following third chapter gives an overview of the Broking Manager application, it’s
architectural setup from the viewpoint of the microservices and lambdas used in the
application and illustrating the internal and external dependencies which need to be taken

into account when conducting the performance testing.

Fourth chapter describes functional and non-functional requirements of the software,
explains the different performance testing types and clarifies the decision behind using
the load testing for current work. This chapter also further examines the performance
metrics to be gathered and analysed during the testing cycle.

Fifth chapter has an overview of process of performance testing approach followed during
this project. It discloses the performance requirements and how performance scenario was
designed using collected metrics from actual everyday users. The chapter also

demonstrates the implemented performance scenario and it’s execution strategy.

Chapter six analyses gathered results and draws conclusions based on done experiments.
This chapter has answers to research questions stated in section 1.2. This chapter also
discloses possible threats to validity, compares current work with previous studies and
offers suggestions for future studies.

Final chapter summarises the results of the master’s thesis.
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2 Technological background

Current chapter introduces the differences between monolithic and microservices
architecture and analyses pros and cons of both solutions in the context of software
testing. This chapter gives an overview of cloud computing with the main focus on

serverless functions which are widely used by analysed application.

2.1 Microservices

Traditionally, application have followed the monolithic architecture, meaning that all the

functionality and all needed components are handled as a single application unit.

Most of the big and successful applications have stated off as a monolith, yet there are
several drawback of monolithic architecture. The main pain points being the complexity
and size of such applications. Detangling the monolithic application is difficult and
making small changes to single aspect of the application might cause regression issues in
the whole application [25]. Regression testing has to cover all critical functionality. These
issues lead to slow development cycles [26].

In order to overcome the issues of monolithic structure, the ideas is to divide the
application into smaller but interconnected services, where each service is responsible for
its own functionality but communicate with other services via application programming
interfaces (APIs) [25].

18



8 Monolithic architecture Microservices architecture 8

User Interface User Interface
BHIETESLITE Business Logic Business Logic Business Logic
Service A Service B Service C Service A Service B Service C

=)=

Figure 1 Monolithic vs Microservices architectures

This approach addresses the main problem of complexity of a big application by
decomposing the application into a set of manageable services which are much faster to

develop and much easier to maintain [27].

Additionally, it enabled dividing development into smaller teams, where each team is
responsible for development and maintenance of their own service. Having a small
diverse team and a small application adds even more benefits where each service can be
developed using its own technology and components are loose coupled. Therefore, the
service can be deployed, scaled and tested independently [28].
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Service A Service B Service C

& python

Figure 2 Team and technology independence
Seeing that microservices do solve some of the problems of a monolithic architecture, it

produces a set of its own issues as well.

First of all, microservices move some of the complexity from code level to team and
individual level, since using multiple services needs more collaboration between team the

same way the communication is done between the microservices themselves.

Furthermore, dividing application into distributed state means that when a number of

services grows, it is really hard to keep track of [28].

Deploying a microservices based application is more difficult as well, since each instance
needs to be configured, deployed, scaled and monitored. Seeing that each service can
have its own technological stack, they could also include their own database and model.
[29]

Testing microservices applications becomes more and more complex, since end-to-end
(E2E) testing has to be done across all components and tracing errors is difficult across
all of the services [28]. Same issue is present when doing performance testing, even

though performance issues with one of the components does not linearly translate to the

20



whole system performance, each component can affect overall performance of the system
[30].

Sermvice A i Service C

Errors

Figure 3 Errors in microservices

2.2 Cloud computing

Cloud computing and microservices are not necessarily dependent on each other, but there

are several benefits of using these two approaches together.

One of the main benefits of microservices, is that they can be deployed and scaled
individually, it allows to use the resource allocation and cost benefits of using the cloud
hosting, including the on-demand scalability and pay-per-use infrastructure [29, 31].

Additionally, cloud service providers offer easily configurable technologies set for each
component, which would be truly exhausting to manage on your own. Consuming the

supporting stack as a cloud service can greatly minimise the management challenges [29].

2.2.1 Serverless computing

Further development in cloud computing and microservice architecture is running the

application using serverless model [7].

Cloud functions [32], more often called Function-as-a-Service (FaaS) platforms leverage
serverless infrastructure to deploy, host, and scale resources on demand for individual
functions known as “microservices” [8]. This has revolutionized application development
by fully eliminating the need to manage underlying infrastructure and allow developers

to focus only on the code [33].

Most of the prominent cloud computing providers including Amazon [9], IBM [34],
Microsoft [35], and Google [36] have released their own serverless computing

capabilities. With that cloud service providers promise fine-tuned scaling of resources,
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high availability, errorless execution and affordable due to pay per use billing structure
using their serverless computing [37, 38].

Serverless model goes another step further into better utilisation of resources and
ultimately saving more energy. Rearchitecting applications for small microservices
deployed in serverless model allows cloud service providers can combine user workloads

to fill available capacity and deallocate any unused resources [37].

Even though, there are good reasons to use serverless, there are still several issues that

come with adopting this model.

The main consideration aspect for FaaS is cost, which can be considered as a positive and
a negative. Customers are only charged when function starts up and is in the use [7], but
on the other hand when company grows and computation is used ineffectively, the costs
could grow out of proportion. Aforementioned model and limited reporting by cloud

service providers make it challenging to do any kinds of cost estimations [39].

Another issue key benefit of serverless is also that functions start up when they are

needed. However, scaling up and down to zero is causing cold start issues [40].

From performance testing perspective, there are two main issues. Firstly, it is difficult to
see how the functions are deployed and there is no way to replicate serverless
environments [7, 41]. Additionally, function cold starts could affect the overall

performance results and running performance tests in pay-per-use environment is costly.
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3 Broking Manager

Broking Manager (BM) is an application that allows to analyse companies cyber risk [10].
BM allows users to search for actual companies and run an analysis that combines two

main features: estimating financial losses and illustrating possible threat factors.

Application has more additional features and many external services which are not in the

focus of current work.

3.1 Business workflow

Application is built using microservice architecture and serverless model with chosen
cloud service provider as Amazon AWS?, therefore current thesis will be focused only on
one cloud service provider and following technologies.

BM service is a centralised service which connects user to all different services. Usual

workflow of the application is described in Figure 4 below.

Open Search for Select Create Analysis results
application company company company are presented
from the list from scratch

Fetch New .
company company is
from internal created in e
databases the system current user

Account is

locked for FELERE

System

Figure 4 Broking Manager process flow

! https://aws.amazon.com/
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3.2 Architecture

In this paper, the main focus is on the company analysis, which is most important part of

the application. Analysis consists of two components, Loss Model and Threat Model.

Financial Loss model is designed to assist companies in understanding their financial
exposure to cyber risk. Model uses a substantial repository of unique cyber incident
events, identifying the costs associated with each of the event, analysing the industry
impacted, company size, region and any other unique identifiers of the event. Using the
base statistical information, model runs a 50,000 year Monte Carlo Simulation of events
to formulate the distribution of loss for each kind of peril.

Threat model is designed to support companies in understanding their exposure to certain
cyber threat scenarios. Model is gathering data from multiple security signal vendors,
firmographic information and company assessment, using this data model contemplates
company’s inherent and controllable exposures to nine different threat scenarios:
ransomware, cloud outage, data theft, cash theft, power outage, DNS provider outage,
physical infrastructure weaponization, data loss from OS provider and data theft from

email services provider.

System is designed in distributed manner with one core service (BM service) and
supporting serverless functions. Application architecture is shown below in Figure 5.
Both models are implemented by a group of serverless functions, AWS lambda
functions!. Serverless approach has been chosen for these calculations due to high
resource need for a short period of time. Therefore, lambdas are only activated when
analysis is triggered by the user. User can access the application via user interface (Ul)
or a series of API calls. All requests coming from users or transferred between the services

are controlled by Amazon API Gateway [42].

The default Amazon APl Gateway? timeout limit is 29 seconds for all integration types,
including Lambda, HTTP, and AWS integrations, which means that some connections or

combination of connections are open for longer period of time and therefore initial

1 https://aws.amazon.com/lambda/

2 https://aws.amazon.com/api-gateway/

24



connection is terminated [42]. As models require additional data and time for actual

computations, they are not always able to finish within the defined time limit. Hence, the

calls are designed to work in asynchronous manner and Amazon Simple Queue Service?

(SQS) is used in order to send, store and receive messages between components [12].

[

Legend

R adiListens

w - .
R ——
AWS S

ReadMWrite Dynamo DB Redis

ervice

Request
QS AWS Lambda

Step Function

! Combined

Rq est & Wait | process

L

E @ {C
[ -

Figure 5 Broking Manager architecture

! https://aws.amazon.com/sqs/
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4 Software testing and performance measurement

Following chapter discusses software testing according to functional and non-functional
requirements of the software. Further section examines the performance aspects of the
software as one of the key requirements and which performance metrics can be gathered

and analysed by different performance testing types.

4.1 Software testing

Software testing is a process of verifying and validating that application or product under
test works as expected and therefore meets both business and technical requirements.
Software testing is a vital part of software development, if not done correctly the
applications can have errors which may cause many issues to the company and the users
[43].

Business requirements are more commonly called as functional requirements (FR), which
define how a product should function under specific conditions. Functional requirements
are provided by users or any other stakeholders to ensure that product is behaving in

proposed manner and producing expected results.

Technical or non-functional requirements (NFR) [44] are often defined as quality
characteristics of the system, they can either expand or add limitations to the functional
requirements. Non-functional requirements describe how a system should operate, rather

than what the system should do.

Non-functional requirements may vary depending on the product, technology, legislation,

et cetera. However, the key requirements [1] are described in Table 1.

Table 1 Non-functional requirements

Availability System is accessible when required.
Compatibility System is capable of operating with other
components.
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Functionality

System is working according to user
needs.

Maintainability

System is easily modified to new

requirements or needs.

Performance System functions in timely manner with
minimum consumption of resources.

Portability System or its component can be easily
transferred from one environment to
another.

Reliability System performs its functions according
to the requirements for a specified period
of time.

Scalability System is able to grow together with
increased workload.

Security System is protected against malicious
access or use.

Usability System is easy learn for a user.

Certification

System is meeting all necessary standards

or conventions.

Compliance System is meeting all necessary regulatory
or legal constraints.
Localization System can be used with several

localization, including different

languages, laws, currencies, cultures, etc.

Service Level Agreements

System follows the formally agreed upon

rules.
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Extensibility System can be easily updated to include

new functionality.

As mentioned in section 2, many of these requirements are already either fully or partly
controlled by the cloud service providers, for example all cloud service providers promise
customers high availability, scalability, performance efficiency, portability, and
infrastructure security. Additionally, moving away from monolithic applications to
microservices, greatly improves characteristics like compatibility, maintainability, and
extensibility.

Issues with applications after the release are more commonly caused by applications not
being able to scale to appropriate workload rather than feature related errors [45, 46, 47].
Performance issues could cause system to freeze, crash and become fully unresponsive,
additionally high workload could produce issues with memory management and
deadlocks [47]. Therefore, current thesis work is focused on performance, as one of the

main non-functional requirements.

4.2 Performance metrics

Traditionally, the main performance indicators are response time [48], throughput and

resource utilization.

Response time is the amount of time taken to respond to a request. There are several ways
to measure response time [14]:

e Latency measured at the server. For serverless applications one type of latency is

the duration of the lambda function to start and finish the computation process.

e Latency measured at the client. This latency is measured from the client
perspective, which includes time taken by the APl Gateway, request queue,

lambda computation duration, result queue.

Throughput is the number of requests handled by the application per second [16]. In the
context of this work, we will define throughput as the number of transactions completed

in a second and also as the number of concurrent lambda executions.
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Resource utilization can be identified as a utilization cost of server and network resources

[14, 15]. The primary resources for microservice-cloud based environment are the

following:
e CPU
e Memory

e Disk input and output (1/0)

e Network input and output (1/0)

4.3 Performance testing types

In order to gather application performance metrics and compare them against non-

functional requirements, performance testing has to be conducted.
There are three main types of performance testing: load, stress and endurance tests.

Load tests are intended for measuring application performance under expected production
like workload. Load tests are supposed to show the closest approximation to the real-life
application usage. Main goal of load tests is to ensure that any changes made to the
application continue to meet the predefined non-functional requirements.

Stress tests are designed to measure the workload under which the application starts to
fail. Stress tests will provide an overview of what are the actual capacity limits of the
system, which components will malfunction and how will the system recover from such

failures.

Endurance tests are designed as load tests, with production-like workload, with a
difference that endurance tests are long-running tests for detecting any issues that might

appear only after an extended period of time.

The most effective type of performance tests depends on the objective [49] and in the
context of current work, the focus will be on the load testing. The tests will be designed
to run on a regular basis and eventually added to the continuous integration and

continuous deployment (CI/CD) pipeline [50].
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5 Performance testing process

Following chapter introduces performance testing approach used for current research,
followed by description of how each step is executed and what are the results of every

stage.

5.1 Performance testing approach

Current thesis uses performance testing approach proposed by lan Molyneaux as basis.
[51] The proposed approach versatile and is applicable to most performance testing

projects. Followed steps are briefly described in Table 2 below.

Table 2 Performance testing steps

Performance Testing Step Description

Non-functional ~ Requirements | Gather all performance NFRs from all
(NFR) Capture stakeholders: identified performance targets, key

use cases, data requirements.

Performance Test Environment Make a close replica of production environment:
Build at a minimum reflect the production deployment

and database size.

Use-Case Scripting Identify key use cases and any key components

that need to be monitored separately.

Performance Test Scenario Build | Identify test type (described in section 4.3) and

following test volume, and duration.

Performance Test Execution Run and monitor performance tests.
Post-Test Analysis and Collect and analyse data from all test runs,
Reporting compare data with requirements and create a

following report.
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5.2 Performance requirements

In order to conduct any meaningful performance testing, performance requirements have
to be described in specific and verifiable manner [52]. Current system has following non-
functional requirements described by a stakeholder:

° expected execution time for small requests: under 1 second,;
° expected execution time for heavy (analysis) requests: 5-10 seconds;
° expected amount of simultaneous actions: 5 actions per second during at

least 1 minute.

5.3 Performance environment

Performance testing environment has to be chosen as a closest replica to production

environment as possible to produce any meaningful results.

Software development process used for current application addresses this issue by using
cloud service provider solutions to replicate environments. All development and testing
environments are built using the same setup and can be scaled up or down based on the
need. For conducting performance testing, an integration environment was used to
resemble the production-like experience with all services (internal and external) built and

deployed to the same environment.

5.4 Performance scenario scripting

Following the fundamental performance testing strategy [53], the performance scenario
is designed to mimic the main workflow that regular users follow when using the
application [54]. In order to understand how application is used by everyday users,
analysis has been conducted using the collected metrics from Google Analytics [55].
Analysing the user behaviour from the last year, there are two main types of events that

users do:
° Create new account (15%)

° Actions with the analysis (85%)
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With analysis the main actions are mainly just page clicks looking at the model results in
different variations (graphs, charts, documentation, etc), this covers over 85% of analysis

actions from users. But about 15% of actions are analysis reruns.

Based on these finding, the designed performance scenarios should follow described

workflow:
1. User logs into the application (external service, not under test)
2. Searches for company (external service, not under test)
3. User creates a new account in the system
4. Runs an analysis (Threat and Loss calculation models)
5. Unlocks the account for editing purposes
6. Edits account information
7. Reruns an analysis (Threat and Loss calculation models)
8. Deletes the created account

There are several ways of how users can edit an account, which is why steps 6 and 7 are
repeated several times during a test. The exact test case is implemented as shown in Figure

6. The actual performance test code is not included due to confidentiality reasons.

32



Figure 6 Performance scenario

5.5 Performance scenario build

As described in section 4.3 testing type should be chosen by the objective and for creating

a test scenario to be run after each deployment, a load testing approach is chosen.

According to the case study findings by Simon Eismann, Diego Elias Costa, et [56] due
to per-request pricing of the serverless models, there is a linear relationship between a
cost and number of requests in a performance test. Meaning that a performance test with
500 requests per second costs 100 times more than performance test with 5 requests per
second. This study also found that increasing the load from 5 requests per second to 500

requests per second did not result in visible stability increase.

Taking this finding into consideration, this study focuses on smaller amounts of requests

per second. Another study on conducting repeatable experiments in cloud environment
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[41] found that for reliable results are not achieved with single trial, therefore in this study

each performance setup has 10 repetitions to insure stability.

Additionally, considering that application can save information to cache memory [57]
and allowing lambdas to be scaled down to zero between tests, 20 minute delay between

each repetition is introduced.

Following the performance requirements of at least 5 requests per second for at least 1
minute, the designed solution has a series of test runs from 5 to 15 threads (users) with a
duration of 10 minutes and ramp-up of one minute to further mitigate test result
fluctuation. All these parameters were configurable for each test run as shown in Figure
7 below.

Thread Group

Name: (L
Comments:
Action to be taken after a Sampler error

Continue & Start Next Thread Loop Stop Thread Stop Test Stop Test Now

Thread Properties
Number of Threads (users):.  HUSERS]
Ramp-up period (seconds): | HRAMPUP}
Loop Count: ¥ Infinite

¥ Same user on each iteration

Delay Thread creation until needed

¥ Specify Thread lifetime

Duration (seconds): HDURATION}

Startup delay (seconds):

Figure 7 Performance testing configuration

5.6 Performance test execution

Performance test have to be executed repeatedly, which requires help from an automated
performance testing tool.
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Performance testing tool must allow user to configure testing scenario (section 5.4) and

its configuration (from section 5.5) while measuring the appropriate response time.

Based on initial needs, open source software Apache JMeter * [13] was chosen for writing
a performance scenario. Apache JMeter is Java-based software designed for load testing

functional behaviour and measuring performance [13].

JMeter is a popular tool for conducting performance tests, because of its flexibility. The
chosen tool allows to run requests in specific order, organize requests into groups, add
logic controllers to manage the requests and add assertions to validate the responses [58,
59].

As shown in Figure 6 above, specific scenario is written using JMeter tool to utilize
scenario automation process and possibility to configure build according to requirements

(section 5.5). Performance scenario automation is shown in Figure 7 below.

Request
—_—
—
-
r Response
Userl ——
_.,. Request , Send request
- “—' Wait response
' | Configure § APACHE |
performance and run tests U ) User2 ————
scenario R "ﬂ > eter Generate [} L]
) | 3 X ! load . : Amazon AP BM service
Glt HUb Jenkins ) . Gateway
Request Send request
- J Wait response
Response

User N *
Figure 8 Performance scenario automation flow

5.7 Performance test analysis and reporting

Final step of conducting a performance test is analysing the results and reporting findings
[51, 60]. Report must provide an overview whether the application meets the performance
requirements described in section 5.2 and show which components have to be investigated

further for root cause analysis of detected issues.

! https://jmeter.apache.org/
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Performance test execution results and analysis are profoundly described in the next
chapter.
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6 Results gathering and validation

The research process was to run several iterations of load tests of BM application and
compare traditional performance metrics (such as client side response time and
throughput) with so-called cloud-provider metrics which are lambda duration and

execution time and server-side metrics.

This work analyses how stable are traditional performance metrics and server side
metrics. We compare both metrics to see if they provide the same results and analyse if

we can use the cloud-provider metrics to assess the performance of the application.

In this thesis, we create a load testing scenario to evaluate a key feature of this application.

6.1 Traditional performance metrics

This chapter focuses on performance metrics gathered by JMeter:
e Client side response time
e Throughput
e Network I/O

The first performance configuration has 5 threads per second and produces on average
7200 requests for the duration of the test, which calculates up to 12 requests per second.
Second performance setup has 10 threads per second with an average of 24 requests per

second and the third setup has on average 26 requests per second.

The throughput doubles between first and the second setup, yet in the third setup we can
see similar throughput as in the second. The reason for that is the increased number of
requests increases the response time which leads to decline of the overall throughput.
Similar observations can be done for Network input and output. These two metrics
separately from response time do not give any additional information about application

performance.
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Table 3 Overall performance results

Average

Number response Network ' Network
Tests of time Throughput (KB/sec) | (KB/sec)
average Requests  Error% | (ms) Transactions/sec = Received | Sent
Configuration
1 7257.7 0.0067 141 12.09 7.39 21.05
Configuration
2 14347.6 0.0016 166 23.87 14.72 41.88
Configuration
3 15652.8 | 0.1390 352 25.94 16.22 45.43

Main workflow under test is creating a new account and running an initial analysis which
is done in 20% of all requests, rerunning an analysis is 60% of all executed requests and

the rest 20% are other actions not considered in this performance test.

Running an analysis (initial or rerun) can also be divided into two parts, since all of the
calls are asynchronous, the requests have to be designed the same way. Each analysis run
has 1 analysis start request to 5 requests of long-pulling an analysis response every 0.3

second.

In all setups, it can be seen that the first minute of each test takes the most time. In the
first minute test creates a new account and starts an initial analysis. The cause for this is
lambda cold-start time, this call wakes up all the related lambdas which are initially scaled

down to zero and starting up again takes more time than it would for normal service.
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Create an account and run initial analysis

S e S )
N A~ OO 0O O

Analysis time in seconds
=
o

o N B~ O

1 2 3 4 5 6 7 8 9 10
Test duration in seconds

B Configuration 1 M Configuration 2  ® Configuration 3

Figure 9 Initial analysis run time

If we take out the first minute of each test, overall trend changes and response times

between tests are quite stable.

The second part of the test setup is to rerun the analysis after conducting changes. All

these requests are finished under 3 seconds, which follows the performance requirements.

Analysis rerun

35

2.5

1.
0
0 1 2 3 4 5 6 7 8 9 10

Test duration in seconds

= wu; N

Analysus rerun time in seconds
(9]

B Configuration 1 M Configuration 2  ® Configuration 3

Figure 10 Analysis rerun time
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Taking out the initial lambda cold star timing, both analysis runs show that the longer the
test runs, the longer it takes for an analysis to finish.

For configuration of 15 threads, there are test that take more than recommended 5
seconds and several analyses take even longer than required 10 seconds. There are
additional errors present, most of the errors are caused by API Gateway timeout and

couple of errors are connected to external services.
Table 4 Configuration 3: Average analysis run time

Elapsed
Time
(granularity | Test | Test | Test | Test  Test | Test | Test | Test | Test | Test

- 1 min) 1 2 3 4 5 6 7 8 9 10
e T T T ]
1 400 351 455 420 496 3.70 461 435 317 4.13
2| 626 356 506 364 401 403 408 384 325 378
3 365 356 427| 512 399 369 428 366 3.63 3.76
4 378 378 426 330 398 311 423 327 318 3.23
5 313 345 - 360 421 352 377 346 380 3.77
6 359 3.23 - 398 349 365 424 348 355 411
7 386 433 464 447 378 395 603 346 333 351
8 371 347 412 401 406 337 363 309 332 371
9 345 385 440 547 632 309 366 309 358 3.68

36.2

10 359 - 5.20 3 424 889 341 - 288 3.94

Average

response

time 511 559 7.60 837 547 531 546 585 461 4.89

RQ1. How stable are the performance tests results of a microservice and serverless

application in a cloud-based environment?

Findings. With sufficient repetitions, the performance tests are stable enough to see
reoccurring issues and find performance degradation. The mean response time from all

of the repetitions has to be compared to the actual performance requirement.
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6.2 Cloud service provider metrics

In this chapter we observe all performance runs using AWS CloudWatch! tool that
collects and visualizes all lambda logs and metrics and in addition to serverless metrics,
we will also analyse server-side metrics collected by Datadog? application:

e AWS Lambda duration

e AWS Lambda concurrent executions
e CPU usage

e Memory usage

e Network I/0

6.2.1 Lambda metrics

The first performance test setup has 370 concurrent lambda invocations for running an
analysis, second setup has 730 and the last one has 967 concurrent lambda invocations.
Seeing that each analysis run consist of running 5 different lambdas, the invocation

number is matching the figures above.

Traditional metrics showed that initial analysis run is taking more time and we can
observe the same behaviour from lambda runtime. The initial lambda invocation is

definitely slower, although the difference is not as big as shown in the analysis runs.

! https://aws.amazon.com/cloudwatch/

2 https://www.datadoghg.com/
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Analysis run lambdas (combined)

35
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Figure 11 Combined analysis lambda runs

RQ2. How do the lambda cold starts affect the application performance?

Findings. Lambda cold starts happen only within the first minute of the tests, which is
also the warm up period. Since lambdas are scaling themselves down to zero, starting up

again takes more time than it would for normal service.

If we take out the first minute of the test, we see that lambda runtimes are stable and so
is the overall the analysis response time. If a cold start happens later than the warm up

period, it is not detected by the test results.

6.2.2 Server-side metrics

Resource utilization key metric is CPU percent utilization, which represents how much
of the CPU’s processing power is being utilized in any state. CPU usage is expected to
increase with running performance tests with a higher number of concurrent users, but
the usual threshold should 1-5% for small requests and 80-100% for computation heavy

requests.

During performance testing of the application, we can see in the Figure 12 that the CPU

usage does not increase above 5%.
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Metric Avg Min Max
0 Configuration 3 1.58%  114%  417%
@ Configuration2 1.56% 176%  498%
W Configuration 1 139%  114%  1.89%

Figure 12 CPU usage

Memory usage is not scaled up or down between the test runs, but it is consistent over the

period of time.

Memory usage

Test 1 Test 2 Test3 Test 4 Test 5 Test 6 Test7 Test 8 Test9 Test 10

Gibibytes
b I w
[ [6,] N (9] w (9] S

[y

o
o n

Average memory usage

H Configuration 1 M Configuration 2 m Configuration 3

Figure 13 Application memory usage during test

Network input and output metric is important to monitor because microservices are

distributed and communicate with each other via series of calls over network.
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Measuring network utilization with traditional metrics, as seen in Table 3, the data being
sent and its overall throughput is seen as limited, yet when comparing that to network
communication on-going on the background and captured by system metrics (Figure 14
and Figure 15), the network input and output capacity is significantly higher.

Network Input

1200
1000

80

60!

400

o 0l
0

Test 1 Test 2 Test 3 Test 4 Test5 Test 6 Test7 Test 8 Test9 Test10

o

Kilobytes/second
o

o

Average network input

H Configuration 1 M Configuration 2 m Configuration 3

Figure 14 Average network input during test

Network output
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Test 1 Test 2 Test 3 Test4  Test5 Test6 Test7 Test8 Test9 Test10
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o
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o

Kilobytes/second

40

o

20

o

Average network output

H Configuration 1 M Configuration 2 m Configuration 3

Figure 15 Average network output during test
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6.3 Comparison of performance results

RQ3. Do cloud service provider metrics help assess the performance of an application?

Findings. Using lambda duration as a metric for analysing performance is not effective.
All lambda duration results from all performance tests have similar run time. However,
traditional response time shows that for setups 1 and 2, the results are rather similar
(including the API Gateway, connecting service, and lambda start-up time). But for the
biggest load, lambda duration time is not showing any issues, which is correct, but for the

user the response time has grown quite a lot.

Average analysis response time

Analysis run time in seconds

Setup 1 Setup 2 Setup 3

Traditional average response time Lambda average response time

Figure 16 Response time comparison

Taking this into consideration, lambda performance metrics can be used for performance
analysis, but only for specifically lambda performance. Test results show that that lambda
performance does not fluctuate, except for the lambda cold-start time during the first
minute of the test. All other experiments with different configurations and executions, do

not affect lambda performance at all.

Test results comparison shows that the actual response times for users were decreasing
for a bigger user load. Such observation would mean that the performance issues are not
in the specific lambdas under test, but in the services or infrastructure surrounding the

application.
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These issues could not be found with any of the cloud service provider metrics, but only
with traditional client-side response time gathering.

Additionally, traditional performance metrics actually show the performance
requirements errors, which can lead to possible bottlenecks and areas to be investigated.
During testing, there were several errors on gateway timeout, as described in section 3.2
API Gateway timeout limit is 29, which means that some calls are taking longer time and
connection to APl Gateway is terminated. Also, results show workflows where analysis
is taking longer than required 10 seconds. As seen from the results, model calculation
lambdas cannot be the source of these issues, the average lambda execution time was
under 3 seconds.

Further investigation shows that there are different workflows used when running an
initial analysis or when re-running an analysis. Initial analysis run included additional
steps to create an account replica in User collaboration service (UCS) and lock the
account for analysis run via Locking Service (LS):

e Locking service (LS) a helping lambda in BM application that is locking the
account before making any changes. When running an initial analysis, locking
service is called inside the application but when user is rerunning an analysis, the
lock has to be set before the analysis run. Locking service can be considered as
one source of the additional response times, but when analysing the actual lambda
results shown in Figure 17, we see that LS is only problematic for the first run

(cold-start) and after that the results are stable across all configurations.
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Locking service lambda run time
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Figure 17 Locking service lambda

User Collaboration Service (UCS) is called each time a new company is created.
The UCS shares a newly created account with every other user in a user group.
From UCS logs shown in Figure 18, it can be seen that with each configuration
and higher user load, the response time has grown dramatically. From average
duration of 800 milliseconds up to 1300 milliseconds with a maximum duration
of 5 seconds. UCS is an external service, which will need a further analysis of its

expected performance and application usage.

User collaboration service

Configuration 3 h

Configuration 2 __

Configuration 1 _—
0 1000 2000 3000 4000 5000 6000
Milliseconds

M Average duration W Maximum duration

Figure 18 User Collaboration service
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6.4 Limitations to current work

This work did not further analyse any of the external services shown in Figure 5.
Performance analysis has to be expanded for the whole platform with full microservice
infrastructure and it is hard to analyse the external services without knowing their

architecture.

Broking manager core service itself is analysed during this work as means to forward API
calls from one service to another, it could add a lag time for transferring API calls and

will need to be analysed further.

This paper also did not analyse the infrastructure aspects, for example APl Gateway. The
API Gateway itself can introduce increased response times due to the additional network
calls and if not scaled properly, the APl Gateway can become a bottleneck on its own
[61].

Additionally, the current solution did not analyse the database load. There are several
different data storages used by the application (DynamoDB! [62], Redis? [63], MySQL3
[64], Neptune* [65]) which all have their own performance metrics and each of these

could be a possible bottleneck in application performance [66, 67].

6.5 Threats to validity

The reason for conducting this paper and following experiments, was to analyse if we can
compare traditional and cloud provided metrics for performance analysis in a cloud-based
environment. A single system (BM), a single cloud service provider (AWS) and a limited

number of configurations was used to conduct the experiments.

1 https://aws.amazon.com/dynamodb/
2 https://redis.io/
3 https:/www.mysgl.com/

4 https://aws.amazon.com/neptune/
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Limited number of configurations may have an impact on the conclusions. However,
since the purpose was not to analyse the performance itself but rather compare

performance metrics, the number of configurations should not be a major factor.

AWS is one of the most popular engines for deploying microservices and Broking
manager application is used because it has a microservice based architecture. BM is
actually a really good example following the serverless research conducted by Datadog
in 2022 [33] of today's applications, where each service can use their own language,

database and most of the functions are built serverless.

Author is convinced that the overall conclusions can be transferred to other cloud service

providers and applications.

Further studies should investigate whether these findings apply to other microservice-

based applications in different cloud environments.

6.6 Comparison with related work

Current paper used two earlier conducted case studies [18, 56] as basis for this research.

The main work by Simon Eismann, Cor-Paul Shang Bezemar, et [18] does conclude that
performance testing in a cloud based environment is a nightmare for the performance
testers, since there are problems with stability of the environment and reproducibility of
the experiments. In their research, they offered a new research direction of analysing the
stability of traditional performance metrics, which current work also found that metrics
are reliable only with sufficient amounts of repetitions. Another research direction that
was offered, is to assess if the cloud service provider metrics can be used to analyse
application performance. In current work, it was found that neither server nor serverless

metrics were sufficient enough to show decrease in application performance. (RQ3)

The second research conducted by the same authors also investigates the performance
tests for specifically serverless applications [56]. In that research they had key findings
regarding warm-up period being less than 2 minutes and cold starts occurring later in the
test, do not impact the measurements. Both findings can be confirmed by current work.

In all cases, the lambda cold-start time was present only during the first minute of the test.

(RQ2).
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Another key finding was that there are short-term performance fluctuations during the
study, which was also expected when conducting the current study and therefore mean

response times from repetitive runs were taken when analysing the results. (RQ1)

Overall, performance benchmarking in the cloud environments [68, 69] has been broadly
studied in the past couple of years, the focus of these studies has not included the
performance testing and analysis of microservice-based applications in cloud
environments. Even the main studies mentioned above, they either analysed the
performance testing on strictly serverless application or on microservice container based
application and there is no paper that analyses the challenges that arise when using both

approaches.

6.7 Suggestions for future work

6.7.1 Cloud service provider metrics

One of the key findings in this paper was that data gathering from cloud service providers
is really simple and convenient. CloudWatch and Datadog provide a wide range of
metrics and both applications provide good visualisation and analytical possibilities out
of the box, yet also provide several different options of exporting the data. The
performance metrics are kept over a long period of time, allowing stakeholders to see how

the performance of the system has changed over time.

The future work should analyse how to better utilize the cloud service provider metrics.
The tools provide a much wider range of metrics. For example, server health, resource,
deployments overviews and lambda cost accumulation, cold starts, concurrency
utilisation, and many more. Further studies need to analyse which metrics from cloud
service providers are better at showing performance regression and which of those metrics
could be included into performance monitoring [70], excluding the need to run extensive

performance tests.

Additionally, moving to one source of data would make it easier to analyse the metrics.
Datadog allows importing AWS lambda logs, which means that all logs could be moved
to one place and since Datadog provides options to visualise and analyse AWS and system
metrics, all these things can be combined.
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6.7.2 JMeter

Current JMeter solution with traditional metrics gathers results from each performance
run separately, therefore running several repetitions of the same configuration is causing
overhead of combining the results across different runs. All ten runs have their own

statistics report, which need to be summed up for comparison.

As a next step, JMeter report gathering has to be improved to combine several repetitions
of the same performance run into a single result, which can be analysed in a more

convenient way.

6.7.3 Other services

Also, including the database and API gateway load analysis into the gathered metrics to
better analyse the issues. After which the further analysis can be done on the most time
consuming component or most used component, this way the optimization effect on the

system is more visible [71].
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/ Summary

Microservice and cloud based architecture provides a vast world of opportunities and

ways to implement software. All of this comes at the cost of testing.

Finding a correct way to run performance tests and making sure that metrics we collect
and measure provide us accurate information on the application performance is crucial to

any business.

The goal of this work was to develop a performance testing suite to analyse and compare
traditional performance testing metrics with cloud service provider specific metrics. The
research was based on a classical approach for conducting a performance test with

additions from different researches using microservices and cloud based architecture.
Most important findings of the current work are:

e There are fluctuations between performance runs. In order to produce stable
performance test results, a sufficient amount of repetitions has to be conducted
and mean response time from all repetitions has to be compared to the actual

performance requirement. (RQ1)

e Lambda cold starts happen only within the first minute of the tests and do not
affect the further performance test results. (RQ2)

e Cloud service provider metrics alone were insufficient to show decrease in

application performance. (RQ3)

In summary, traditional performance metrics do provide a sufficient number of metrics
for performance analysis of the whole system, but with microservices further
investigation is needed to analyse the issues. Combination of both performance metrics
is needed to identify which service performance has declined, which means that the
performance testing will take more time and the tester has more responsibility to learn the

whole system architecture.
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