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Introduction

The geoid is an equipotential surface of the Earth’s gravity field that coincides with the
undisturbed (neglecting the influence of, e.g., wind and currents) sea level. In geodetic
applications, a model of the geoid is adopted as a height reference surface (i.e., the
modelled geoid surface represents zero heights), generally for some limited area (e.g.,
the Baltic Sea region). Such a model is essential for height determination using GNSS
(global navigation satellite system) technology, where the measured heights are given
relative to the reference ellipsoid (e.g., GRS80; Moritz, 2000). Physically meaningful
orthometric heights H (i.e., heights representing the Earth’s surface from the geoid along
a plumbline) are received by subtracting the modelled geoidal heights N from the
measured ellipsoidal heights h (cf. Figure 1):

H=h-N. (1)

Alternatively, some countries (primarily in Europe) have adopted normal heights H* and
the associated quasigeoid models (described by height anomalies ) for defining height
systems, historically motivated by the lack of knowledge regarding topographic mass
distribution required in accurate geoid determination (i.e., gravity observations need to
be downward continued through topography to the geoid for gravity integration).
Quasigeoid computation only deals with the Earth’s geometry, where integration is
conducted on a conceptual telluroid surface that approximates topography; quasigeoid
is not an equipotential surface. The height conversion principle, however, remains the
same (also refer to Figure 1):

H* =h-{. (2)
The differences between the geoid and quasigeoid (or equivalently between orthometric
and normal heights) correlate with topographic heights, being a few millimetres to
centimetres in areas with low topography and up to a few metres in high mountainous
regions (Sjoberg & Bagherbandi, 2012; Foroughi & Tenzer, 2017). In contrast, the

differences are negligible offshore, where the quasigeoid practically coincides with the
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Figure 1. Interrelations between reference surfaces and heights.



geoid (Tenzer & Foroughi, 2018; also see Figure 1). To summarise the above, a (quasi)geoid
model is required for height determination using modern satellite techniques.

Such models have various offshore applications. To give some examples, in engineering,
accurate (quasi)geoid models provide crucial support for constructing and maintaining
offshore structures while staking out structural elements’ heights using GNSS
measurements (cf. Equations 1 and 2). For safer navigation, a (quasi)geoid model allows
real-time GNSS-based monitoring of vessels’ under-keel clearance (cf. Figure 2):

UKC = h— N — Seabed depth (3)
— Vertical distance between the GNSS antenna and keel,
assuming the availability of bathymetry information, where depths are given relative to
the (quasi)geoid model (e.g., Khatun et al., 2020; Schwabe et al., 2020); this is especially
important in shallow seas and harbours. The availability of reliable (quasi)geoid models
can also facilitate more efficient shipping, where reduction of uncertainties in under-keel
clearance management can provide means to load vessels according to the theoretical
maximum capacity (heavier load results in an increased draft, which is the measure from
the sea surface to the keel). This requires the estimation of a vessel’s draft (Catarino,
2021) and accurate water level prognoses relative to a (quasi)geoid model (i.e., dynamic
topography DT). The expected under-keel clearance can be determined with these
parameters, including (quasi)geoid model referred depth data (cf. Figure 2):

UKC = DT — |Draft| — Seabed depth. (4)

From the oceanographic research side, accurate knowledge of the geoid is required to
investigate fine-scale currents and other submesoscale marine processes (e.g., IdZanovic¢
et al,, 2017; Knudsen et al., 2021) — these are represented by the ocean’s mean dynamic
topography MDT (estimated over some time period), which is defined as a separation
between the mean sea surface MSS (estimated over the same period as mean dynamic
topography, using, e.g., satellite altimetry measurements) and the geoid (recall that
offshore geoidal heights are equivalent to height anomalies):

Vertical distance between

the GNSS antenna and keel Sea surface

/—\/WWVVW\/‘\/—‘I
DT
Depths referred
N = to a (quasi)geoid model

Reference ellipsoid

R

Figure 2. Schematic determination of a vessel’s under-keel clearance.
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MDT = MSS — N = MSS — (; (5)

refer to Figure 1. Thus, there is an increasing demand for accurate (quasi)geoid models
to benefit from advanced offshore industry technologies and progress marine sciences
further.

A remarkable effort has gone toward developing (quasi)geoid modelling theory and
approaches that support achieving high accuracy (e.g., see the overview of Wang et al.,
2021). On land, the typical accuracy of high-resolution regional (quasi)geoid models can
reach a few centimetres, nearing the one-centimetre long-term goal of the geodetic
community. For example, this highly demanding task has already been achieved in
relatively flat Estonia (Ellmann et al., 2020) and The Netherlands (Slobbe et al., 2019),
whereby intensive work toward the goal is ongoing elsewhere, especially in more
mountainous regions (e.g., Agren & Sjoberg, 2014; Foroughi et al., 2023). A particular
obstacle to achieving the one-centimetre modelling accuracy is the need for more
high-quality gravity observations; offshore regions are one of the most problematic in
this regard. The errors of marine (quasi)geoid models are expected to reach up to a few
decimetres in the shorter wavelength spectrum due to gravity data void areas and/or
inaccurate data (a relevant example is presented by Barzaghi et al., 2018). Since the
conventional GNSS-levelling control points used for validating (quasi)geoid modelling
solutions cannot be established offshore, the marine (quasi)geoid modelling accuracy
estimates are primarily a conjecture. The somewhat questionable performance of
marine (quasi)geoid modelling now brings us to the topic of this thesis.

Scope and Objectives

As indicated, problematics related to offshore (quasi)geoid modelling have motivated
this thesis’ compilation. Already, the currently available (quasi)geoid models may not
satisfy the industry and scientific needs, whereas the demand for improved accuracy
increases ever further with technological and methodological advancements. As the first
order of business, there is a need to associate marine (quasi)geoid modelling solutions
with realistic accuracy estimates and identify problematic regions where further
improvements are needed. This task requires the development of new (quasi)geoid
modelling validation approaches that could be employed offshore.

Various methods exist to measure sea surface heights (SSHs) that approximate the
geoid shape. For instance, satellite altimetry records cover most of Earth’s marine areas
with a reasonable quantification of SSHs (e.g., Vu et al., 2018; Yang et al., 2019; Liibusk
et al.,, 2020). However, spatial and temporal resolution characteristics, diminishing
reliability in the coastal zone due to approximations in atmospheric, sea state, and
geophysical corrections, and waveform distortions caused by coastal inhomogeneities
set limitations for using these data (Passaro et al., 2014; Cipollini et al., 2017; Vignudelli
etal., 2019). Approaches based on GNSS measurements such as shipborne GNSS surveys
(e.g., Jirgenson et al., 2008; Bouin et al., 2009; Lavrov et al., 2017) and airborne laser
scanning (ALS; e.g., Cocard et al., 2002; Gruno et al., 2013; Zlinszky et al., 2014) could be
helpful in near-coast regions instead by providing increased SSH-determination accuracy.
The focus of this thesis is on those latter methods.

Following initial investigations of a shipborne gravity and GNSS campaign in the West
Estonian Archipelago (Varbla et al., 2017a), a more elaborate dedicated gravity and GNSS
campaign was conducted in the Gulf of Finland (overview of the campaign is given by
Varbla et al., 2017b). The results of this campaign are detailed in Publication I, which
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proves the gravimetric quasigeoid modelling accuracy improvement due to the inclusion
of new high-quality marine gravity data. It is essential to emphasise here that the
reliability of such validations requires the estimation of dynamic topography (DT)
separating the geoid from SSH measurements (refer to Equation 5 principle; also see
Figure 2). Admittedly, consideration for DT was neglected in Varbla et al. (2017a) while
assessing the performance of quasigeoid modelling solutions. Since then, methodology
development for deriving realistic DT has been a continuous process, where Publication
| describes the first attempt to combine tide gauge (TG) readings with hydrodynamic
model (HDM) data. The approach was improved in Publications Il and V and finalised in
Publication VII, as also adopted in the thesis.

Similarly to DT data, the determined SSHs must be reliable, too. The initial shipborne
GNSS data processing methods in Publication | were hence further elaborated in
Publication V to facilitate improved SSH data quality. This elaborated methodology is
followed in the thesis for processing shipborne GNSS data. Besides careful data
processing, the data gathering procedures must also be rigorous; Publication IV focuses
on more practical aspects of shipborne GNSS data acquisition. Together, Publications IV
and V describe six additional shipborne GNSS campaigns. Along with these shipborne
GNSS-determined SSHs, data from an ALS survey as described in Publication Il are also
employed (additional details can be found in Varbla et al., 2020). Publication Il also
confirms the quasigeoid modelling validation results presented in Publication 1. Lastly,
another crucial consideration is that all data must be used consistently (e.g., common
permanent tide concept and uplift epoch); Publication Il is dedicated to these aspects,
with a focus on vertical land motion (VLM).

Problematic (quasi)geoid modelling regions can be identified with the availability of
relevant data and methods, as presented in the above papers. For instance, this
information could aid in planning and conducting additional dedicated gravity survey
campaigns. It is now appropriate to mention that over the past decade, a significant
international effort has been dedicated to conducting shipborne gravity surveys
(Nordman et al., 2018; Lu et al., 2019; Ince et al., 2020; Saari et al., 2021; Lu et al., 2022)
in the Baltic Sea (i.e., the thesis’ study area) for developing a high-resolution quasigeoid-
based height reference Baltic Sea Chart Datum 2000 (BSCD2000; Schwabe et al., 2020).
The above-mentioned gravity surveys described in Varbla et al. (2017a, 2017b) and
Publication I also contribute toward that goal. Notably, Tallinn University of Technology
is one of the BSCD2000 quasigeoid computation centres; aspects of these gravimetric
guasigeoid modelling endeavours have been described in Publication VI.

Additonal gravity data may only sometimes improve (quasi)geoid modelling
significantly. Instead, a revised computational approach might be required. With that
aim, Publication VI explores how the inclusion of bathymetry data in gravimetric
quasigeoid modelling could influence the resulting solutions, demonstrating enhanced
accuracy as a conclusion. Since (quasi)geoid determination projects that include
Northern Europe, such as the more recent EGG2015 (Denker, 2015) and NKG2015 (Agren
et al., 2016), have thus far neglected bathymetry data (not considering the BSCD2000 in
this context), these results are essential to encourage the use of bathymetry data in
future gravimetric (quasi)geoid modelling efforts.

In principle, Publication VI focuses on conventional regional quasigeoid modelling,
where the availability of high-quality marine gravity data is crucial. It should be
acknowledged that methods for obtaining these data, such as shipborne (see the above
references and Publication I) and airborne (e.g., Jamil et al., 2017; Wu et al., 2019) gravity
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surveys or measurements on ice (e.g., Noréus et al., 1997; Mardla et al., 2015), are
usually costly, laborious, and time-consuming. The reliability of historic marine gravity
data may also be questionable due to datum inconsistencies (e.g., Denker & Roland,
2005; Featherstone, 2009). Therefore, high-quality marine gravity observations are often
distributed sparsely; the data situation in the general Baltic Sea is more of an exception
than a rule. As an alternative, Publication VII proposes an approach for refining
existing gravimetric (quasi)geoid models through iterative data assimilation using SSH
and DT datasets (i.e., the same data that can be employed for validation purposes).
The high-accuracy gravimetric quasigeoid model computed within the BSCD2000 frames
(Publication VI) is pivotal here since it allows an independent validation for the
developed data assimilation methodology (note that the assimilation case study refines
an alternative model with significant errors). Importantly, dedicated campaigns are not
necessarily required for high-quality SSH data acquisition. The shipborne GNSS data
described in Publications IV and V were collected autonomously on a research vessel,
whereby the Publication Il ALS measurements represent en route data collected during
the routine mapping of offshore islands. In other words, these SSH data were obtained
virtually without any (additional) cost or labour.

To summarize the above overview, this thesis has two main objectives, which consist of
the following interconnected topical investigations (i.e., sub-objectives for fulfilling the
thesis’ main objectives):
1. validation of marine (quasi)geoid models;
e derivation of realistic DT (Publications I, Il, V, and VII)
e derivation of SSHs (and geometric height anomalies) from shipborne GNSS
measurements (Publications I, IV, and V)
e derivation of SSHs (and geometric height anomalies) from ALS surveyed point
clouds (Publication II)
e data consistency-related issues (Publication )
2. improvement of marine (quasi)geoid modelling.
e impact of new marine gravity observations (Publications | and Il)
¢ influence of bathymetry information (Publication V1)
e potential of DT and SSH datasets in an iterative data assimilation approach
(Publication VII)

Limitations

There are some limitations in the presented investigations that should be addressed:

1. The investigations are limited to quasigeoid models and modelling; in the following
text, quasigeoid-associated terminology is henceforth adopted. However, as already
mentioned above, the quasigeoid practically coincides with the geoid offshore (cf.
Figure 1). All the investigations and developed approaches thus also apply to geoid
models.

2. The Baltic Sea region (i.e., the thesis’ study area) is exceptional due to its well-
developed geodetic infrastructure, making it a perfect study area for developing
novel geodetic approaches. However, the applicability of these approaches remains
to be tested in other parts of the world, which can present new challenges due to
the specific limitations of the local geodetic infrastructure.
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3. The Baltic Sea is an enclosed water body. The developed method for deriving DT
benefits from this circumstance since in situ data provides control along the entire
coastline. Dynamic topography estimation accuracy would likely degrade
significantly due to extrapolation errors with increasing distance from the coast in
study areas where the coastline stretches along a single side of a water body.

4. Shipborne GNSS- and ALS-derived SSHs, even if obtained through autonomous
means, are generally difficult to obtain; availability of a suitable platform and
instrumentation are still required. Furthermore, dedicated campaigns would be
costly like marine gravity surveys. It should be noted that most developed principles
apply to any arbitrary dataset of SSHs. Satellite altimetry data that are globally
available in abundance represent an opportunity in this regard, although coastal
regions would remain a challenge.

5. The quasigeoid modelling described in Publication VI represents only one component
of the final BSCD2000 reference surface. This thesis does not aim to discuss further
aspects of the BSCD2000 development and implementation.

Structure

The thesis is divided into sections according to topical investigations, where most
sections consist of a theoretical overview and practical implementation of the principles.
Only the most essential details and findings are presented to maintain the thesis’
conciseness, whereas additional particulars and explanations can be found in the
corresponding complementing publications. Minor differences may exist with equations
shown in complementing publications for better clarity. In addition, there may exist
numerical differences with results in some publications. Such differences are caused by
revised methodological approaches and new or improved datasets that have become
available (primarily due to recomputations conducted within the frames of Publication
VII; also refer to the above discussion); furthermore, a few mistakes were corrected (the
bias in the results of Publication V, see Figures 16 and 17 in the paper, stemmed from
permanent tide inconsistencies, as it appeared later). These numerical differences do not
affect the conclusions. An exception is the gravimetric quasigeoid modelling solution
GQM2022, which was not updated for this thesis, although new gravity data has become
available after the completion of Publication VI.

The following Section 1 examines the influence of bathymetry on gravimetric
quasigeoid modelling. The gravimetric quasigeoid model GQM2022 that results from
these investigations is essential for the subsequent topics. In Section 2, the derivation of
realistic DT is detailed. Section 3 then reviews the determination of offshore height
anomalies (i.e., the geometry of the geoid) using SSHs measured by shipborne GNSS and
ALS. Section 4 presents some marine quasigeoid validation results and shows the
influence of new gravity data on quasigeoid modelling. Finally, Section 5 demonstrates
the iterative data assimilation approach. The main body of the thesis ends with a
discussion in Section 6.
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Abbreviations

ALS
BHS77
BSCD2000
CORS
d/o

DB

DT
EVRS
GGM
GNSS
HDM
LiDAR
LSC
LSMSA
NAP
RTM
SoAD
SSH
TG
VLM

airborne laser scanning

Baltic Height System of 1977

Baltic Sea Chart Datum 2000
continuously operating reference stations
degree and order

dynamic bias

dynamic topography

European Vertical Reference System
global geopotential model

global navigation satellite system
hydrodynamic model

light detection and ranging

least-squares collocation

least-squares modified Stokes’s formula with additive corrections
Normaal Amsterdams Peil

residual terrain model

sum of absolute differences

sea surface height

tide gauge

vertical land motion
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Symbols
A B

b
BRI,

dLI M

dumop
dzp
dh

dDB,

DTgeodetic
DTHDM

DTgsy,

denotations for indexes in equations distinguishing two
components of a pair
breadth of a vessel

bathymetry ruggedness index

signal variance

block coefficient

modelled covariance value

covariance matrix of observation errors
cross-covariance matrix of predicted and known signals
covariance matrix of predicted signal

covariance matrix of known signal

combined sailing-related corrections

distance

discrepancy between measured and estimated instantaneous sea
surface height
computation radius

modification distance
minimum zero padding distance

ellipsoidal height difference between GNSS observation location
and continuously operating reference station
averaged dynamic bias

dynamic bias

vector of dynamic bias values

predicted dynamic bias

vector of predicted dynamic bias values

dynamic topography

estimated dynamic topography using the semi-oceanographic
method

estimated dynamic topography using the geodetic method

dynamic topography from hydrodynamic model

dynamic topography as represented by relative tide gauge readings
dynamic topography as represented by absolute tide gauge
readings

error covariance matrix of predicted signal

low-pass filtering window size

scale factor

gravity measurement

gravitational constant

geoid change rate

ellipsoidal height

ellipsoidal height of continuously operating reference station at the
reference epoch
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H

H*, Hp

H*

Href, H;ef

HREF
}1BM

Tape

ARP
Hzs

Hzs!

iSSH, iSSH,¢
(SSH, ¢
iSSHeom,

iSSHE,
i,n

DT
oD
P
SS

TZXTEXTIIEXXETAET T

QL
n
F
Tcom
F+C
Tcom

Median
Tcom

UF
Tcom
Tgeom

Tgeom

SSH

ths

tRF

orthometric height
normal height / depth
mean depth

normal height of reference surface in residual terrain model
computation

vertical range from GNSS antenna reference point to sea surface

tape-measured distance from sea surface to benchmark

GNSS antenna reference point's height measured by total station

benchmark height measured by total station
instantaneous sea surface height

estimated instantaneous sea surface height
instantaneous sea surface height at vessel’s mass centre

denotations for indexes in equations

total number of data (used in different contexts)
cost function

data assimilation iteration

covariance distance

modification degree limit

upper degree for the use of global geopotential model
mean dynamic topography

modification coefficient

modification parameter (data assimilation)
mean sea surface

geoidal height

weight

modified truncation coefficient

low-pass filtered sea surface height residual
low-pass filtered and corrected sea surface height residual
median value of sea surface height residuals
unfiltered sea surface height residual

geometric height anomaly residual

gridded geometric height anomaly residual
mean Earth radius

mean static draft

modification parameter (LSMSA)

modified Stokes’s function

sea surface height

observation epoch

reference epoch of height reference system
reference epoch of reference frame
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1 Gravimetric Quasigeoid Modelling

Due to the advances in satellite gravimetry (e.g., by using data from GRACE and GOCE
missions), the quasigeoid can be solved with an accuracy of a few centimetres for longer
wavelengths (e.g., Gruber & Willberg, 2019; Brockmann et al., 2021). However, such
global geopotential models (GGMs) may be insufficient for regional-scale applications
(see the examples in the Introduction) because of omission errors. Regional modelling
approaches should be employed instead to determine also the geoid’s shorter
wavelength signal. For instance, with globally distributed gravity anomalies, gravimetric
models can be determined using Stokes’s formula (Stokes, 1849). In practice, such an
approach is unfeasible due to the limited availability of gravity data, and for that reason,
gravity integration is restricted to a smaller spatial domain around the computation
points. The resulting truncation error from neglecting the far zone is reduced by
modifying Stokes’s formula (Molodenskii et al., 1962), allowing terrestrial gravity
anomalies to be combined with a suitable GGM.

Stokes’s formula can be modified using deterministic or stochastic methods.
Deterministic modification methods aim to reduce the truncation error only, whereas
stochastic methods also attempt to reduce errors in gravity data through an optimal
combination of terrestrial observations with a GGM (e.g., Ellmann, 2005a; Goyal et al.,
2022). Here, the unbiased least-squares modified Stokes’s formula with additive
corrections (LSMSA), which uses a stochastic modification, is employed for gravimetric
quasigeoid modelling (Sjoberg, 1991; Sjoberg, 2003a; Sjoberg & Bagherbandi, 2017):

M
R R
Cmodel = Fyoﬂ St)agtit do + EZ(% + QL) AgSeM o
4] n=

+ é‘{DWC + ScATM + 5€ELL'

where  {pnoqer Modelled height anomaly;

R mean Earth radius;

Yo normal gravity on a reference ellipsoid;

Oy integration cap (with geocentric angle 1)) around a computation point;
St Stokes’s function modified up to degree limit L;

P geocentric angle between computation and moving integration points;
AgEA4  gridded surface free-air gravity anomaly;

o unit sphere;

M upper degree for the use of a GGM;

Sn modification parameter;

Q% modified (up to degree limit L) truncation coefficient;

AgS™ GGM-derived Laplace harmonic of gravity anomaly;

6{pwe combined downward continuation effect;

6{yry combined atmospheric effect;

6{g, combined ellipsoidal effect.
Notice that in the LSMSA approach, the surface free-air gravity anomalies Ag£44 are used
without any reductions, but these data must be given on a regular grid. Therefore, the
quasigeoid modelling accuracy using the LSMSA approach highly depends on prior gravity
data processing — how the gravity grid is derived from discrete data (also see Mardla et al.,
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2017). The following focuses on deriving a gridded gravity field representation, where
the bathymetry contribution to quasigeoid modelling is also introduced. For additional
details regarding the other quantities used in gravimetric quasigeoid modelling (cf.
Equation 6), please refer to Section 2.2 in Publication VI.

1.1 Theoretical Principles for Gravity Field Determination

Gravity measurement gp on (or above) terrain or sea surface at point P (at a normal
height Hy relative to the quasigeoid) can be reduced to a surface free-air gravity
anomaly:

54 = g9p — Vo (7)

Ag
where y, is the normal gravity at point Q (at ellipsoidal height h, = Hp above the
reference ellipsoid) on the telluroid (Heiskanen & Moritz, 1967). For quasigeoid
modelling using the LSMSA approach, a regular grid must be estimated from such surface
free-air gravity anomalies at arbitrary discrete locations. Since the gravity field contains
topography and bathymetry correlated high-frequency variability, direct gridding of
discrete surface free-air gravity anomalies likely yields unreliable results because it is
difficult for interpolation algorithms to predict accurate gravity values at grid nodes.
Implementing a band-pass filter that attenuates gravity signals above and below desired
frequencies could improve the performance of gravity data gridding.

Surface free-air gravity anomalies can be further reduced to residual terrain model
(RTM) anomalies:

RTMA

Agp

FAA GGM _ £, RTM (8)

= Agp™” — Agp 59p
by removing the long- (Ag5¢™) and short-wavelength (5gE™) gravity components.
The long-wavelength component can be synthesised from a GGM evaluated up to a
suitable degree and order (d/o). For deriving the short-wavelength component
(i.e., the RTM reduction), terrain elevation and bathymetric depth data are required
(i.e., a digital terrain model is needed). The RTM reduction can be computed as:

—pg* —_yref
895™ = 2mGp(Hj — Hi*') - (89 12220, — 647 = ) (©)

zy=Hp =H;e’f

with terrain correction §g7 estimated by summing the attraction of a finite number of
rectangular prisms (Forsberg & Tscherning, 1981; Forsberg, 1984):

X2 Y2 Z2

T _ p(z — zp)
sai=-62. | | | Gemrro o ra—myprt s @

X1 Y1 Z1

where xp, Vp, Zp and x, y, z are the local Cartesian coordinates of the computation point
P and a moving integration element, respectively; integration limits x4, x5, ¥4, ¥2, Z1, and
z, define the sizes of prisms. The term G in Equations (9) and (10) denotes the
gravitational constant, and p is density. Unless topographic density distribution is known,
the density can be assumed at 2670 kg/m3 for terrain and 1640 kg/m3 for bathymetric
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depths (i.e., the difference between terrain and seawater densities). In Equation (9),
terms Hj and H” represent a digital terrain model determined normal heights of the
computation point P and a moving integration element, respectively. The corresponding
terms H;ef and H"/ denote normal heights of a smooth reference surface, which can
be constructed using the same digital terrain model (e.g., by low-pass filtering). Ideally,
the reference surface resolution should match the selected d/o of the used GGM
(i.e., the Ag5®™ component); RTM reduction is meant to remove the remaining
higher-frequency gravity contribution beyond that d/o.

After proper reductions, the remaining gravity signal of RTM anomalies contains little
variability, representing a much smoother alternative compared to the initial surface
free-air gravity anomalies. Using least-squares collocation (LSC; Moritz, 1980), gravity
values at grid nodes (AgE™4) can be predicted using the reduced measurements at

arbitrary locations (AgET™4):

Agg™A = Cq(Cye + Con) " AgE™A, (11)
where Cg is the cross-covariance matrix of the predicted (Ag&T™4) and known (AgETM4)
signals, and C and C,,, are the covariance matrices of known signal and observation
errors, respectively. Ideally, the vector of known signal (AgR™4) should contain centred
random variables to ensure prediction accuracy (e.g., the mean signal can be removed
before the gridding procedure and later restored on the predicted values). Assuming that
the observation errors are uncorrelated, C,,,, becomes a diagonal matrix. The Cq and Cy
matrices are derived by fitting a suitable theoretical model to empirical covariance
values. For gravity data gridding, the second-order Markov covariance model (Kasper,
1971) can be used:

l
Cooaer (1) = Co (1 + a) v/, (12)

where Cpo4er is the modelled covariance value over the distance [, C is the signal
variance, and parameter « is a characteristic distance related to correlation length X, ,,
as a = 0.596X, /, (this relation varies from model to model). The correlation length is
defined as a distance where covariance reaches half the value of signal variance.

The prior removed long- and short-wavelength gravity components can be restored
on the gridding result to obtain the required gridded surface free-air gravity anomalies:

Ag(I;AA — AggTMA + AggGM + 5ggTM, (13)
where AgEM and 5gE™ are now computed at grid node locations (initially removed
signals were computed at arbitrary locations P). Since the gravity signal is also restored
at the gravity data void areas (i.e., where measurements are unavailable), the described
data gridding approach may enhance the gravity field representation. The use of a
high-quality digital terrain model (also containing bathymetry information), particularly,
can facilitate improved accuracy for subsequent quasigeoid modelling.
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1.2 Derivation of Residual Terrain Model Anomalies

The previously described principles were employed first to examine the influence of
bathymetry on gravity field estimation from the initial discrete data. To that end, two
sets of computations were conducted, where bathymetry information was either
neglected or included in RTM reduction. The 3" x 3" NKG-DEM2014 model (some details
on its compilation can be found in Agren et al., 2015) was used in the first set of
computations, where the model was averaged to 0.001° x 0.002° (i.e., 3.6” x 7.2"") and
0.01° x 0.02° grids covering the area from 51°N to 68.5°N and 2.5°E to 37°E. Since
NKG-DEM?2014 does not contain any bathymetry data (i.e., marine areas have zero
heights), an alternative model had to be constructed. The 15” x 15” GEBCO_2021
(GEBCO, 2021) grid was used as the primary bathymetry data source, complemented by
the Estonian Maritime Administration obtained multibeam bathymetry dataset in the
Estonian marine areas (cf. Figure 3). Primarily, the latter dataset is on a 3.6”” x 3.6 “ grid
but also contains some dense scattered points. All these bathymetry data were jointly
resampled to a 3" x 3" grid and then subtracted from the initial NKG-DEM2014 grid.
For RTM reduction computation, this grid, too, was finally averaged to 0.001° x 0.002°
and 0.01° x 0.02° grids (the coarse grid can be seen in Figure 3).
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1.5
1.0
0.5
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Finland
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Figure 3. Terrain elevations and bathymetry in the Baltic Sea region. The dashed blue line shows
the Estonian Maritime Administration obtained bathymetry data boundaries. Red dots denote
locations of GNSS-levelling control points, and the green rectangle borders the quasigeoid
modelling target area. [Modified from Publication VI]
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Gravity data (Figure 4) used in the investigations was provided for preliminary
modelling of the BSCD2000 quasigeoid model. These data (final version 3 of the database
release) are in the zero-tide permanent tide concept (for more details regarding
permanent tide concepts, see, e.g., Ekman, 1989; Poutanen et al., 1996), covering the
area from 52°N to 67.5°N and 5.5°E to 34°E. It is clear by comparing Figure 4 to Figure 3
that the surface free-air gravity anomalies are highly correlated with rugged terrain
(notice Norway and Sweden) and, therefore, ill-suited for direct gridding. The previously
described digital terrain models were hence employed for RTM reduction computations
(cf. Equations 9 and 10; sub-program TC of the GRAVSOFT research software package
was used; refer to Forsberg, 1984) to facilitate improved gridding performance through
subsequent gravity reductions using these results. Smooth reference surfaces were
derived using a spatial moving average low-pass filter on the respective coarse grid
models, averaged to the resolution roughly corresponding to degree 300. Integration
using the 0.001° x 0.002° grids was performed over a 15 km distance from computation
points and over a 200 km distance using the 0.01° x 0.02° grids. Model heights were
locally spline interpolated to fit heights of gravity observations in computation points on
land (models were left unchanged for marine points).

200
150
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. | ‘ ‘ . ~200
5 . o 35 B

10 E 150 E 20° E 250 E 30 E

Min =-307.790 mGal Max =210.460 mGal Mean =-4.957 mGal SD =19.715 mGal

Figure 4. Surface free-air gravity anomalies (final version 3 of the BSCD2000 gravity database
release) and associated descriptive statistics. [Modified from Publication VI]

Residual terrain model anomalies were computed by removing RTM reduction and
GGM-synthesised gravity components from the initial surface free-air gravity anomalies
(cf. Equation 8). The GO_CONS_GCF_2_DIR_R6 GGM (Forste et al., 2019), evaluated to
its maximum d/o of 300, was used to account for the latter (i.e., Ag¢“M in Equations 8
and 13). A single data point with the smallest a priori error estimate was then retained
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in each 0.01° x 0.02° grid cell to improve data processing performance and help reduce
aliasing during the gridding procedure. If more than one such point existed, all applicable
points were averaged in value and spatially. Additional gravity data were synthesised
from the EIGEN-6C4 GGM (Forste et al., 2014) evaluated to its maximum d/o of 2190 on
a 0.025° x 0.05° grid (no closer to the existing data than 0.15° and 0.3° in latitude and
longitude, respectively) to improve gridding quality at the study area edges. These data,
too, were reduced to RTM anomalies, as already described. The resulting dataset of RTM
anomalies, where RTM reduction accounted for bathymetry, is presented in Figure 5.
Comparison with Figure 4 reveals that these data are much smoother (notice standard
deviation estimates and figure scales) and less biased (notice mean values) than the
initial surface free-air gravity anomalies.

50

40

Min =—60.296 mGal Max = 90.026 mGal Mean =-0.373 mGal SD = 10.298 mGal

Figure 5. The determined RTM anomalies by also considering bathymetry information. [Modified
from Publication VI]

1.3 Gravity Data Gridding

Covariance analysis was conducted to estimate the parameters of the second-order
Markov covariance model (cf. Equation 12). Empirical autocovariance values of RTM
anomalies were computed (after removing the mean signal) in 1 km distance groups.
The second-order Markov covariance model was then fitted to the empirical values in
the least-squares sense (Figure 6); signal variance was determined from data, not through
the fitting procedure. It can be noticed that the inclusion of bathymetry information in the
computation of RTM anomalies yields reduced signal variance (106.1 mGal? vs 112.6 mGal?)
and smaller covariance values over shorter distances (Figure 6), signifying that the inclusion
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Figure 6. Empirical autocovariance curves of RTM anomalies and the corresponding least-squares
fitted second-order Markov covariance models. The associated correlation lengths X, ;, are shown
with dashed lines; signal variances C, are presented in the legend. [Modified from Publication VI]
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Figure 7. Gravity data a priori error estimates used in LSC (note that LSC requires variances, i.e.,
squared values). [Modified from Publication VI]
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of bathymetry has removed additional gravity signal contained in the initial surface free-air
gravity anomalies.

Using the determined parameters (different for the two gridding cases), the second-
order Markov covariance model (cf. Figure 6) described the Cg and C,; matrices in the
LSC prediction (cf. Equation 11). The C,, matrix of errors was constructed using the a
priori error estimates of gravity data (Figure 7; errors associated with the Equation 8
reductions were not propagated). A minimum of 0.5 mGal error estimate was defined
(i.e., values below that limit were increased to 0.5 mGal). On the other hand, most
Norwegian gravity observations were associated with pessimistic estimates of 5 mGal.
Since such error estimates may lead to unwanted gravity field smoothing, the Norwegian
land data a priori error estimates were reduced to 1 mGal if an estimate exceeded
that value (marine data error estimates were left unchanged). For the EIGEN-6C4
synthesised gravity data, a constant 6 mGal a priori error estimate was assumed. The LSC
prediction was then set to use the 10 closest data points to the computation point in
each quadrant (here, sub-program GEOGRID of GRAVSOFT was used; all further
computations in subsequent sections were conducted using self-developed LSC MATLAB
implementation). Such data gridding resulted in two RTM anomaly grids (0.01° x 0.02°
spatial resolution) — one where bathymetry information was considered and the second
where it was neglected. The previously removed RTM reduction and GGM-synthesised
gravity components were restored as the final step to retrieve gridded surface free-air
gravity anomalies (cf. Equation 13).

Bathymetry contribution to AgFAA [mGal]

5 ‘ Se -10
o o 3
3 10 ° ° g 30 E

Min =-47.418 mGal Max =27.557 mGal Mean =—-0.063 mGal SD =1.126 mGal

Figure 8. Bathymetry contribution to gridded surface free-air gravity anomalies. [Modified from
Publication VI]
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1.4 Bathymetry Influence on the Determined Gravity Field

The influence of bathymetry on gravity field estimation, obtained as the difference
between the two surface free-air gravity anomaly grids, is presented in Figure 8.
In the Baltic Sea region, the influence of bathymetry generally remains within 2 mGal;
similar magnitude differences have also propagated inland. The first cause for these land
area differences is the computed RTM reduction, where the used integration radiuses
generate bathymetry-induced gravity signal also inland from the coast. The second
reason concerns the empirically estimated parameters of the second-order Markov
covariance model (cf. Figure 6) that describes the signal properties of the LSC prediction
(recall that the model parameters differ for the two gridding cases). The prediction is
especially sensitive to these signal differences in sparse data areas (compare Figure 8 to,
e.g., Figure 7), where up to 3 mGal differences can be observed between the two surface
free-air gravity anomaly grids.

In the Baltic Sea, there are also some sparse locations where consideration for
bathymetry has induced up to around 4 mGal differences (Figure 8). Similar magnitude
differences between the two grids can also be noticed in the Norwegian Sea. Notably,
a significant influence of bathymetry can be seen around Norway’s shoreline,
where the use of bathymetry information affects the estimated gravity field generally
within 20 mGal; however, up to around 40 mGal differences between gridding results
can be observed in some locations. The most significant contribution from the
bathymetry-generated RTM reduction to gravity data gridding thus occurs in one the
most rugged seabed regions of the study area (i.e., the Norwegian fjords; cf. Figure 8).

For further quantification of bathymetry data consideration-influence on gridding
results, the ruggedness of bathymetry should be estimated. The terrain ruggedness index
(Riley et al., 1999), which describes elevation differences between adjacent cells of a
digital terrain model, was modified for that purpose. The modified index is named the
bathymetry ruggedness index and computed as:

1
1
BRIp =7 ) |H; = Hy |- (1= di/dyr), (14)
i=1

where Hj is depth at a computation point P, and H* represents depth at a data point i
with distance d from the computation point. Parameter d;,, is the computation radius,
where the increasing value yields smoother bathymetry ruggedness index features
(i.e., it behaves as a low-pass filter). Term I represents the total number of data points
within the computation radius.

The bathymetry ruggedness index (Figure 9) was computed on a 0.01° x 0.02° grid
using the jointly resampled 3" x 3" resolution bathymetry dataset (cf. Section 1.2);
computation point depths were determined via bilinear interpolation. The computation
radius was set to 10 km since this yielded visually similar signal frequency for the index
features compared to the surface free-air gravity anomalies. Although the values of the
bathymetry ruggedness index are somewhat arbitrary, the locations of smooth
(e.g., the North Sea) and rough bathymetry (e.g., coastal areas of Norway) are easily
distinguishable. Comparison with Figure 8 also reveals that the index has rather similar
features to the bathymetry contribution on the gridding result of surface free-air gravity
anomalies. For example, notice the Norwegian Sea and the central part of the Baltic Sea
(for a more detailed comparison, please see Figure 16 in Publication VI). The two datasets
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are also well correlated, yielding a correlation coefficient of 0.78 (only marine areas in
the quasigeoid modelling target area were considered; absolute values of bathymetry
contribution to gridded surface free-air gravity anomalies were used). Such an index
could hence be valuable for an initial assessment of whether bathymetry should or
should not be considered in the gravity field estimation (and consequently in the
following quasigeoid determination). Clearly, the impact in the North Sea is negligible
(i.e., the index values are near-zero, as is the bathymetry influence on the gridding
result). In contrast, significant influence can be expected in more rugged regions, like
the Norwegian coast (compare Figure 9 to Figure 8).
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Figure 9. Estimated ruggedness of bathymetry. [Modified from Publication VI]

1.5 Quasigeoid Modelling Specifics

The two determined surface free-air gravity anomaly grids were employed in quasigeoid
modelling using the unbiased LSMSA approach (cf. Equation 6). GOCOO05c (Fecher et al.,
2017) was selected as the reference GGM (in the zero-tide permanent tide concept);
modification limits L and M were set to degree 200 (in Publication VI, other GGMs with
varying modification limits were also tested). Modification parameters s,, were determined
following Ellmann (2005b, 2012). Since the focus is on marine areas (due to dynamic
measuring conditions, gravity data noise is more significant than on land), uncertainties
of terrestrial gravity data (i.e., the gridded data) were assumed at 2 mGal in the
modification parameters’ determination. However, it should be noted that this also
slightly reduces the quasigeoid modelling accuracy in regions where data is of better
quality (e.g., land).
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Importantly, the presented quasigeoid modelling neglects combined atmospheric
(Sjoberg, 1999; Sjoberg & Nahavandchi, 2000; Sjoberg, 2001) and ellipsoidal (Sjoberg,
2003b; Ellmann & Sjoberg, 2004; Sjoberg, 2004) effects. This decision stems from the fact
that the combined atmospheric effect has more considerable variability in mountainous
regions, whereas it is roughly a constant offshore (magnitude of the effect on the
quasigeoid model generally remains sub-centimetre in the study area). The magnitude
of the combined ellipsoidal effect depends on the integration cap size. In current
computations, integration was limited to 2° (i.e., the geocentric angle ), which would
result in only a few millimetres of combined ellipsoidal effect at most. Therefore,
these additive corrections were regarded as negligible (some numerical examples can be
found in Ellmann, 2005c; Agren et al., 2009; Mardla et al., 2018). On the other hand,
the combined downward continuation effect (Sjoberg, 2003c) has a magnitude of up to
a few decimetres in Norway.

1.6 Bathymetry Influence on Quasigeoid Modelling

The influence of bathymetry consideration on quasigeoid modelling (Figure 10) was
derived as a difference between the two resulting quasigeoid models — one, where
bathymetry information was considered during the gravity data gridding, and the second,
where bathymetry was neglected. In the Baltic Sea, most variability due to the use of
bathymetry data is generally around a centimetre. Similar magnitude differences
between the two quasigeoid modelling solutions also occur inland due to the causes
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Figure 10. Bathymetry contribution to gravimetric quasigeoid modelling. [Modified from
Publication VI]
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already described in Section 1.4. More significant inland (also southern Baltic Sea)
differences can be seen in regions of sparse gravity data (compare Figure 10 to, e.g.,
Figure 7), demonstrating the sensitivity of quasigeoid modelling (using the LSMSA
approach) to gravity data processing (in this case to the parameters of the second-order
Markov covariance model).

Detailed quasigeoid modelling differences up to 3—4 cm can be noticed in the central
part of the Baltic Sea and the Gulf of Finland. These locations coincide with the most
rugged seabed regions of the Baltic Sea (compare Figure 10 to Figure 9; for a more
detailed comparison, please see Figure 16 in Publication VI). As with gridding results, the
use of bathymetry data has affected the Norwegian coastal areas most also in quasigeoid
modelling, where the largest differences reach up to 15 cm. Although quasigeoid
modelling differences (cf. Figure 10) are much smoother than the computed bathymetry
ruggedness index (cf. Figure 9), the correlation coefficient between the two datasets is
0.65 (all marine areas in the quasigeoid modelling target area were considered; absolute
values of quasigeoid modelling differences were used).

Bathymetry data use in quasigeoid modelling can thus improve solutions significantly
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Figure 11. Residuals (mean removed) of gravimetric quasigeoid models relative to the Norwegian
GNSS-levelling control points!. [Modified from Publication VI]

1 Geodetic coordinates and ellipsoidal heights are in the ITRF2008 reference frame and use the
zero-tide permanent tide concept. Temporal changes due to the Baltic Sea region’s postglacial land
uplift are reduced to the epoch 2000.0. Levelled normal heights are in the national (European
Vertical Reference System (EVRS) based or compatible) height system realizations and use the
zero-tide permanent tide concept with uplift epoch 2000.0. These data also include the Estonian
GNSS-levelling control points. In total, there are 1902 GNSS-levelling control points involved within
the entire Baltic Sea region.

31



since this helps to account for the gravity signal variability generated by the Norwegian
fjords. These results can be validated using GNSS-levelling control points demonstrating
local improvements almost up to a decimetre (Figure 11). Dahl & Forsberg (1998)
reached a similar conclusion in the Sognefjord case study (outside the current quasigeoid
modelling target area). It can be concluded that using bathymetry information helps
refine gravity field determination from the initial discrete data, whereby these
refinements (cf. Figure 8) also improve the subsequent quasigeoid modelling. Therefore,
it is likely that the detailed differences in the central part of the Baltic Sea and the Gulf
of Finland visible in Figure 10 also signify quasigeoid modelling improvements.

The gravimetric quasigeoid model (the model uses the zero-tide permanent tide
concept; spatial resolution of the model is 0.01° x 0.02°), computed with the inclusion of
bathymetry data, is henceforth denoted as GQM2022 and employed in the following
investigations. The comparison with 1902 high-precision GNSS-levelling control points?
in the Baltic Sea region (refer to Figure 3) yields a 3.2 cm agreement (standard deviation)
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Min =14.262 m Max =47.349 m Mean = 26.498 m SD=8.130m

Figure 12. The GQM2022 model, which has also been fitted (using a one-dimensional fit) to the
Estonian GNSS-levelling control points2. [Modified from Publication VI]

2 Geodetic coordinates and ellipsoidal heights are in the national ETRS89 realization (EUREF-EST97)
and use the zero-tide permanent tide concept. Temporal changes due to the Baltic Sea region’s
postglacial land uplift are reduced to the epoch 2000.0. Levelled normal heights are in the national
European Vertical Reference System (EVRS) realization (EH2000) and use the zero-tide permanent
tide concept with uplift epoch 2000.0. These data only include the Estonian GNSS-levelling control
points (131 in total).
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from a one-dimensional fit and 2.0 cm agreement (standard deviation) after removing
individual country mean values from the initial residuals (e.g., the mean residual of
Estonian GNSS-levelling control points was removed from all Estonian GNSS-levelling
residual values). Since most GNSS data post-processing (see Section 3) was conducted
relative only to the Estonian GNSS-CORS (continuously operating reference stations),
the GQM2022 was fitted to the Estonian high-precision GNSS-levelling control points?
(Rudja & Varbla, 2022) using a one-dimensional fit. The fitted model is shown in Figure 12,
and the fitting residuals are in Figure 13.
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Min =-0.027 m Max =0.022 m Mean = 0.000 m SD =0.009 m

Figure 13. GNSS-levelling fitting residuals of GQM2022 after a one-dimensional fit to the Estonian
GNSS-levelling control points?. The red triangle denotes the general location of shipborne GNSS
campaigns’ home harbour (see Section 3.2).
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2 Derivation of Realistic Dynamic Topography

Good agreement between GQM?2022 and GNSS-levelling control points is a valuable
indicator of the solution’s acceptable performance. However, such accuracy estimates
only represent land areas. The achieved quasigeoid modelling accuracy remains a guess
over marine regions because GNSS-levelling control points cannot be established
offshore. Instead, various datasets of SSHs that approximate the geoid shape could be
employed for validation purposes. These SSHs must be reduced into height anomalies
for meaningful validation results by removing the DT. This section reviews the derivation
of DT using TG and HDM datasets.

2.1 Theoretical Principles for Dynamic Topography Derivation

High-resolution HDMs are used widely for various practical and research applications, for
instance, in unifying vertical datums (e.g., Slobbe et al., 2014; Filmer et al., 2018).
Although such models are appealing for sourcing DT data, care should be taken since
spatiotemporal biases (i.e., dynamic biases) may exist between HDMs’ references and
vertical datums (e.g., Slobbe et al., 2013; Rulent et al., 2020). It is becoming common that
TG stations are connected to the national height reference systems via precise levelling
(e.g., Slobbe et al., 2014; Kollo & Ellmann, 2019; also refer to Publication Ill). With the
availability of such TG stations, HDM-contained dynamic bias (DB) can be determined at
these TG locations (with coordinates ¢7¢, AT%; also see Figure 14):

DB(@™¢, AT¢,t) = DTyppu (9%, A%, t) = DTrs ("¢, 276, 1), (15)

where DTypy and DTr; are HDM- and TG-based DT, respectively, at an observation
epoch t. Note that in regions affected by VLM, the relative (to the local solid Earth) TG
sea level readings should first be converted to the absolute frame and desired time
epoch. In the most common case, where VLM is induced by glacial isostatic adjustment
(i.e., VLM is roughly linear in time), the conversion is:

DTTG ((PTG' ATG' t) = DTRSL ((pTG! ATGI t, t(I)-IS) (16)
+ VLM evertea (<pTG:/1TG)(t - thS)‘
where DTgg; is TG-based relative DT and VLM, ,c10q is levelled VLM rate (i.e., geoid
change rate should not be included) at a TG station. The term t£ denotes the reference
epoch of a height reference system.
The determined DB has valuable properties that can be employed for estimating its
uncertainty; this relies on two assumptions:

1. Although DB changes temporally, it should remain relatively stable over short
timeframes (e.g., daily). Erratic behaviour (i.e., sudden jumps in DB values) could,
for example, indicate HDM modelling errors, suggest that a TG station is performing
poorly, or be caused by extreme weather conditions. The DB temporal domain
uncertainty component g;,; can be estimated as a moving standard deviation
centred at an observation epoch t:
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Figure 14. Interrelations between participating datasets. Solid lines denote reference epoch
geometry and dashed lines VLM-affected geometry at a GNSS observation epoch. Global sea level
rise and geoid change trends are neglected for simplification (i.e., the sea surface is assumed to be
unchanged). Notice that the depicted dynamic bias (DB) is negative (cf. Equation 15), as is the
height difference dh. [Modified from Publication V]

Oap1 (@7¢, 27, 1)

Pl P ?
1 : 1 o (17)
= == > |pBGTEA - > DRG],
17 = 1
i=t— 2 i=t— 2

where T; denotes the time window (e.g., the number of sequential hours if DB has
hourly temporal resolution) in which DB is assumed to remain stable.

2. Dynamic bias is represented by a long-wavelength signal (Lagemaa et al., 2011;
Jahanmard et al., 2021). Significant variations in DB values at nearby TG stations may
consequently indicate errors in levelling connections to the height reference system
or localised phenomena occurring near a TG station. Differences relative to the
offshore marine processes may occur as TG stations are generally in sheltered
locations (e.g., harbours or river mouths). For the spatial domain uncertainty
estimation, averaged differences are first calculated by comparing DB values at TG
station A to those at B = 1, ..., I nearest TG stations:

dDBB ((pTGA’ ATGA’ t)

t+T22_1 1:+T22_1
1 TGA 1TGA ; 1 TGr 1TGR : (18)
== > DB D - > DB(pTO,AT%5,0),
2 -1 2 o
i=t— > i=t— 2
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where T, denotes the considered time window (T, > T;), which is centred at an
observation epoch t. Such a moving window is used due to potential progressive sea
level changes (e.g., localised phenomena near a TG station). The DB spatial domain
uncertainty component g, can then be estimated as®:

Oab2 ((pTG’ ATG ) t)

I

_12
TlI-1

B=1

2
_ v (19)
dDB (974, 4764,0) =1 ) ADBa(9704, 474,

B=1

The temporal and spatial domain uncertainty components are assumed to be
generally independent. Therefore, the uncertainty propagation law for uncorrelated
quantities can be applied to calculate the final DB uncertainty at a TG station:

O-DB ((pTG! ATG’ t)

= J[Gam((ﬂm,/'l”,t)]z + [0ap2 (976, A7, D17 + [oy1m (9T, A7) (t — 517,

(20)

where gy, is the uncertainty associated with the VLM rate at a TG station. If the VLM is
negligible at the TG station site, the last component of Equation (20) can be neglected
(similarly, the Equation 16 procedure can be skipped).

Offshore DB can be predicted (computation points should be selected according to
the HDM grid nodes with coordinates @M, 2HPM) analogously to Equation (11) using
LSC:

ﬁ(t) = Cse(D[Cee(t) + Cnn(t)]_lDB(t)' (21)

where the C,, matrix of observation errors is constructed using the estimated
uncertainties of DB (o5, which should be squared to obtain variance values). Again, the
vector of the known signal (DB) should be centred (e.g., the mean signal can be removed
and later restored on the prediction result). For determining the Cg and Ci; matrices, the
exponential-cosine covariance model (Vyskocil, 1970) can be used (for reasoning, please
refer to Section 3.1 in Publication VII):

Crodea(D) = Coe ™/ |cos(6D) + () sin(BD| (22)

where parameters a and 8 control the model shape. The model allows negative spatial
correlation, which commonly describes DB over some distance.
The DB prediction variance is obtained following Moritz (1980):

Eg(t) = Css(t) — Coe (D [Cee(0) + Cnn(t)]_l[cst(t)]T: (23)

3 Future studies should consider using a root mean square estimator instead of standard deviation
for spatial domain uncertainty determination since the latter captures only the DB variations but
is blind to data biases.
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where Cg is the covariance matrix of the predicted signal (in practical computation, it
can be assumed a diagonal matrix constructed using signal variances C,), E is its error
covariance matrix, and T denotes the transpose operator. The diagonal elements of
matrix E¢, are DB prediction variance [o5p(@PM,AHPM £)]2 estimates. Since DB
uncertainty (Equation 20) describes, in principle, the agreement between HDM and TG
data (i.e., the two DT data sources), the DT variance is assumed to be equivalent to the
DB prediction variance. The DT uncertainty is hence:

657 (@HPM, 1HPM ) =[5 55 (@PM, 2HDM D)2, (24)

The DT itself is obtained by subtracting the predicted DB (Equation 21) from the initial
HDM at all the grid nodes (@"PM, AHDM):

D_T((pHDM,AHDM, t) — DTHDM((/’HDM: AHDM, t) _ EP(q;HDM,A”DM, t). (25)

If the zeros of TGs coincide with the geoid, the described approach can provide realistic
geoid-referred DT estimates. As the final step, the DT and its uncertainty can be
determined using bilinear interpolation at SSH data point locations (@55, 155H) between
the adjacent locations (@®PM, 2#PM) of corresponding quantities.

2.2 Preparation of Dynamic Topography Datasets

A common NAP (Normaal Amsterdams Peil) referred height reference system BSCD2000
(with reference epoch 2000.0) has been adopted in the Baltic Sea region (for more
details, refer to Schwabe et al., 2020). It is realized through GNSS and high-resolution
quasigeoid modelling offshore. Onshore, BSCD2000 is compatible with the EVRS-based
national height system realizations (e.g., the Estonian EH2000), which approximately
refer to the same reference level. Importantly, TG stations in the Baltic Sea region are
rigorously connected to the corresponding national height systems via precise levelling.
By neglecting measurement errors in levelling connections (also errors in quasigeoid
modelling), it can be stated that the zeros of TGs coincide with the BSCD2000 at the
reference epoch.

Data (hourly temporal resolution) from 41 TG stations (see Figure 15) were used to
derive DT: 15 Estonian®, 7 Latvian®®, 11 Swedish?, 7 Finnish®, and one Russian®. Even
though the Estonian, Latvian, Swedish, and Finnish height systems are EVRS-based and
heights refer to NAP, some minor across-border discrepancies exist. The pan-continental
EVRF2019% solution-based height system discrepancies were thus used to improve TG

4 https://www.ilmateenistus.ee/meri/vaatlusandmed/kogu-rannik/kaart/?lang=en [accessed 7
April 2023]

5 https://www.meteo.lv/hidrologija-datu-meklesana/?nid=466 [accessed 7 April 2023]

6 https://www.meteo.lv/hidrologijas-staciju-karte/?nid=465 [accessed 7 April 2023]

7 https://www.smhi.se/data/oceanografi/ladda-ner-oceanografiska-
observationer/#param=sealevelrh2000,stations=all [accessed 7 April 2023]

8 https://en.ilmatieteenlaitos.fi/download-observations [accessed 7 April 2023]

9 https://map.emodnet-physics.eu/platformpage/?platformid=8701&source=cp [accessed 7 April
2023]

10 https://evrs.bkg.bund.de/Subsites/EVRS/EN/Projects/HeightDatumRel/height-datum-rel.html
[accessed 7 April 2023]
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data consistency. Because most GNSS data post-processing (see Section 3) was conducted
relative only to the Estonian GNSS-CORS (and the GQM?2022 was fitted to the Estonian
GNSS-levelling control points; recall Section 1.6), the Estonian EH2000 was considered
the zero level. Consequently, EVRF2019 yielded a —1 cm correction to the Swedish and
Finnish TG readings. On the other hand, Russian TG data refer to the Baltic Height System
of 1977 (BHS77), and a +21 cm offset had to be added for consistency.

[mm/year]

levelled

VLM

° o o o 3 30E

166 18°F 20 2 2 26E 28E

Figure 15. Locations of used TG stations, denoted by numbered circles. In the background is shown
the annual levelled VLM rate according to the NKG2016LU model; the accompanying geoid rise rate
[mm/year] is shown with dashed isolines.

Besides having a consistent reference level, all data should also use the same
permanent tide concept. Whilst Estonian, Latvian, Swedish, and Finnish TG data are given
in the zero-tide permanent tide concept, the initial Russian TG data were sourced in the
mean-tide concept. These were converted to the zero-tide concept by (M&kinen, 2008;
Ihde et al., 2019):

AHyrozr(9) = 0.09940 — 0.29541 sin? ¢ — 0.00042 sin* ¢, (26)

where the tide-related height correction AHyr- ;7 at a geodetic latitude ¢ is in meters
(the correction should be added to the heights to be corrected). As the final step, all TG
data were corrected for VLM according to Equation (16) using the NKG2016LU model
(Vestgl et al., 2019); Figure 15 shows the annual levelled VLM rate in the Baltic Sea
region.

As for the HDM, the NEMO-Nordic model (Hordoir et al., 2019; Karna et al., 2021) was
employed for DT derivation (hourly temporal and approximately 1.0 nautical mile spatial
resolution). Like Russian TG data, the HDM-obtained DT had to be also converted from
the mean-tide permanent tide concept to the zero-tide concept (cf. Equation 26).
Regarding ocean tides, then no special treatment was considered, as tides generally
remain within a few centimetres at most in the Baltic Sea due to the narrow connection
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to the Atlantic Ocean via Danish straits (Medvedev et al., 2013; Medvedev et al., 2016).
It should be noted, however, that tides have not been removed from the TG or used SSH
data. If a tidal effect is present, then this should cancel out to an extent by subtracting
DT from SSH as the modelled DT is tied to TG readings. Minor discrepancies between TG
readings and HDM-embedded DT due to different treatments of tides (NEMO-Nordic also
contains tides but, in a model, instead of the observed form), if there are any, are
considered within the DB.

2.3 Dynamic Topography Computation

NEMO-Nordic DB was estimated (cf. Equation 15) at 41 TG station sites (see Figure 15).
Computations were limited to periods when shipborne GNSS campaigns or the ALS
survey was conducted (refer to Table 1) to avoid extensive computation times. For the
temporal domain uncertainty calculation (cf. Equation 17), parameter T; was set to 25 h.
A minimum of 12 h of DB data was included in temporal domain uncertainty calculation
before or after a campaign’s start or end to avoid inconsistencies in the estimation (i.e.,
shorter than 25 h time windows during a campaign). For calculating the spatial domain
uncertainty, Equation (18) was first simplified (because computations were limited to
shorter periods) to:

T2 T2
S 1 1
dDBy (704,2764) = = " DB(@"%4, AT4,0) = ) DB(g"%5, 47%,0),  (27)
2= 2=

where T, is the duration over which DT computations were performed (cf. Table 1).
Comparisons were conducted with [ = 3 nearest TG stations to estimate the spatial
domain uncertainty (cf. Equation 19). The final DB uncertainty was then calculated
according to Equation (20). Figure 16 shows the estimated DB uncertainty during the
Salme C1 shipborne GNSS campaign. Notice how around hour 70 (GPS time 117 h), the
uncertainty increases at TGo and TGa1 (also refer to Figure 15); this coincides with the
strongest storm winds that occurred during the second half of the Salme C1 campaign
(note that the vessel arrived harbour during the beginning of the storm; DT computations

Table 1. Dynamic topography computation time windows.

. Number of HDM grids / DT
Campaign (see . . . . - .
. DT computation time window | computation duration [h] (i.e.,
Section 3) .
T,; cf. Equation 27)
Sektori GNSS 02.07.2017 - 07.07.2017 144
ALS 08.05.2018 —12.05.2018 120
Salme C1 GNSS 06.04.2021 —10.04.2021 120
Salme C2 GNSS 25.07.2021 -31.07.2021 168
Salme C3 GNSS 01.08.2021 —08.08.2021 192
Salme C4 GNSS 24.08.2021 - 27.08.2021 96
Salme C5 GNSS 10.09.2021 - 13.09.2021 96
Salme C6 GNSS 14.09.2021 - 18.09.2021 120
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were conducted over extended periods compared to the surveys). It should be
mentioned that TGe is relatively vulnerable to extreme weather, whereby TGai is affected
by westerly winds that rapidly accumulate water during storms.

Covariance analysis (for each time instance separately) was conducted to estimate the
exponential-cosine covariance model parameters (cf. Equation 22). Empirical DB
autocovariance values were computed (after removing the mean signal) in 25 km
distance groups, whereby groups with less than 15 station pairs (regarding pairs AB and
BA the same, i.e., one) were excluded. The exponential-cosine covariance model was

_TG1 _TG5 _TG9 ’TGl3 TG17 TG21 T625 .,.,,TG29 _TG33 _TG37 _TG41
_TG2 _T66 "TGlo TG14 TG18 TG22 TG26 _T630 _TG34 _TG38
_TG3 _TG7 _TG11 TG15 TG19 TG23 TG27 _TG31 _TG35 _TG39
_TG4 _T68 _TG12 TG16 TG20 TG24 TG28 _TG32 _TG36 _TG40

10and 57 30and77 50and97 70and 117 90and 137 110 and 157
HDM grid number / Time [h] and GPS time [h]

Figure 16. Uncertainty estimates of DB (cf. Equation 20) at each TG station (cf. Figure 15) during the
Salme C1 shipborne GNSS campaign (GPS week 2152; see Section 3.2). [Modified from Publication V]
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Empirical autocovariance curve of DB (less than 15 station pairs)
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Figure 17. Empirical autocovariance curves of DB corresponding to arbitrary time instances of

04.07.2017 00:00 UTC (left) and 28.07.2021 00:00 UTC (right), and respective least-squares fitted

(distance groups with less than 15 station pairs were not considered) exponential-cosine covariance
models. [Modified from Publication VII]
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then fitted to the empirical values using nonlinear least-squares fitting; signal variance
was determined from data, not through the fitting procedure. Note that an additional
constraint of allowing at most four zero crossings over the first 1000 km distance was
introduced to avoid unrealistically oscillating covariance modelling results. Two examples
of the modelled covariance at arbitrary time instances can be seen in Figure 17. The figure
gives the impression that the spatial correlation of DB can vary significantly due to DB
spatiotemporal variations. Consequently, a constant offset is insufficient for reducing
HDM-based DT to the required reference level, and DB must be modelled for deriving
reliable DT instead.

Using the determined parameters estimated separately for each time instance,
the exponential-cosine covariance model described the Cg, and Ci; matrices in Equations
(21) and (23). The C,, matrix of errors was constructed using the estimated DB
uncertainty (e.g., values shown in Figure 16 for the Salme C1 shipborne GNSS campaign).
The resulting DB grids were then subtracted from the initial NEMO-Nordic-based DT
estimates (cf. Equation 25), yielding hourly resolution DT grids (recall that both TG and
HDM data have hourly temporal resolution). As the final step, DT estimates were
determined at SSH measurement locations (see the following Section 3) using bilinear
interpolation at SSH observation epochs t (interpolated linearly from the hourly
resolution data). Figure 18 presents the estimated DT with its associated uncertainty
during the Salme C2 shipborne GNSS campaign. It is also noticeable in Figure 18 that the
NEMO-Nordic DB variability during the C2 campaign is around 2 dm, which is rather
significant, considering that marine quasigeoid validation requires accurate height
anomalies (i.e., the use of HDM data directly for reducing SSHs into height anomalies
may provide unreliable results).
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Figure 18. Dynamic topography (cf. Equation 25) and corresponding DB (used in deriving the DT
estimates) along the vessel’s route during the Salme C2 shipborne GNSS campaign (GPS week

2168). The shaded area shows the DT-associated 1-sigma uncertainty envelope. [Modified from
Publication VII]
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3 Determination of Offshore Geometric Height Anomalies

With the availability of DT estimates, SSHs can be reduced into height anomalies that
provide independent validation for marine quasigeoid modelling solutions. Various
approaches exist for determining SSHs, such as satellite altimetry (cf. Scope and
Objectives), shipborne GNSS measurements (cf. Scope and Objectives) and reflectometry
(Roggenbuck & Reinking, 2019), use of GNSS-equipped buoys (e.g., Zhou et al., 2020; Xie
et al., 2021) and uncrewed sea vessels/floats (e.g., Penna et al., 2018; Bonnefond et al.,
2022), and ALS (cf. Scope and Objectives). Here, the focus is on shipborne GNSS
measurements and ALS surveys. In the following, relevant principles will be reviewed.

3.1 Theoretical Principles for Shipborne GNSS Data Processing

The collected shipborne GNSS survey data requires GNSS post-processing relative to a
suitable national or global GNSS-CORS network. In the standard post-processing scheme,
the GNSS-CORS coordinates are fixed to the reference epoch t&F (this may differ from
the reference epoch t{'S of a height system) of the selected national or global reference
frame. The actual positions of CORS at a different observation epoch t may deviate from
the reference epoch positions, for instance, in elevation due to VLM. Consequently,
VLM-generated height change (from epoch t& to epoch t) is propagated to the GNSS
observation at epoch t because the height difference dh between the GNSS observation
location and GNSS-CORS is referred to the reference epoch t&F. This approach facilitates
consistency between the height reference and GNSS observations, but only on land.
A height discrepancy is introduced to offshore GNSS observations since sea level trends
do not follow VLM directly (e.g., geoid change induced by glacial isostatic adjustment still
influences sea level trends). Thus, shipborne GNSS survey results may require consideration
for VLM occurring at land-located GNSS-CORS in the VLM-affected regions. Assuming
that post-processing is conducted relative to a single GNSS-CORS, the VLM-corrected
ellipsoidal height is obtained as (also see Figure 14):

h(@SSH ASSH ¢ tHS) = hy(@CORS, JCORS tRFY 1 dh(t)

+ VLMgeocentric ((pCORS: ACORS)(t - tgF) - GC(QOSSH' ASSH)(t - thS)' (28)
where hy is an ellipsoidal height of a CORS (with coordinates @¢ORS, 1°08S) at the reference
epoch t&F. Terms VLMgeocentric and GC denote geocentric VLM and geoid change rate
(Figure 15 shows the annual rate of geoid rise in the Baltic Sea region), respectively; also
note the following relation:

VLMgeocentric((prA) = VLM epeyea(®, 1) + GC(@, 2). (29)

It can be noticed in Equation (28) that geoid change is eliminated from the heights of
GNSS observations (hence the dependency on reference epoch té’s); this is necessary
for data consistency. If we assume the existence of a quasigeoid-based height reference
surface compatible with a corresponding height system (i.e., the height reference
surface represents the reference epoch t//*) and that the ellipsoidal heights obtained
by Equation (28) represent SSHs, then absolute DT is obtained by subtracting
reference surface heights from SSHs (this is the geodetic method for DT determination).
The equivalent absolute DT to that was obtained in Section 2 (i.e., via a semi-oceanographic
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method; the pure oceanographic approach is usually considered only to use HDM data).
In other words, the epochs of quasigeoid models to be validated using height anomalies
determined from SSH and DT datasets should ideally match the reference epoch t* of
the used height system.

In practice, Equation (28) does not yield SSHs directly, as the reference of a GNSS
antenna is unlikely to coincide with the sea surface level. The vertical range (Hggp) from
the antenna reference to the sea surface (e.g., determined by a total station survey) is
required for such a reduction (also refer to Figure 14):

iSSH(qDSSH, /‘ISSH’ t, t(I)‘IS) — h((pSSH,ASSH,t, t(I)—IS) _ HREF' (30)

where iSSH represents instantaneous SSH values. These are only an approximation of
the actual SSHs, as the measured instantaneous SSHs contain high-frequency attitude
changes of the vessel (e.g., pitch and roll motions) and the influence of the sea state (i.e.,
waves). In addition, the squat effect and change in the static draft (due to fuel
consumption) must be accounted for because these cause the vessel to sail with an offset
relative to the reference level at which Hggp is determined at a harbour (i.e., these are
denoted as sailing-related corrections).

High-frequency attitude changes of a vessel can be determined with an inertial
measurement unit during GNSS data sampling (Nordman et al., 2018; Saari et al., 2021).
As an inertial measurement unit can be costly and require additional dedicated software,
an alternative is to install multiple GNSS antennas on the vessel to specify its attitude
(Lavrov et al., 2017; Roggenbuck & Reinking, 2019). The shipborne GNSS surveys
described later opted for the latter. In the method used, three GNSS antennas form a
plane from which more stable attitude-reduced heights can be determined at the
position of the vessel’s mass centre (i.e., pitch and roll motions occur roughly relative to
the mass centre). Such a joint height solution will be denoted iSSH,;, (for additional
computational details, please refer to Section “Reducing effects from vessel’s attitude”
in Publication | and Section 5.1 in Publication V).

The attitude-reduced heights iSSH,,, still contain the heave motion of a vessel (i.e.,
vertical movements) caused by waves. Low-pass filtering can separate the required
lower-frequency SSHs from those instantaneous values (Varbla et al., 2017a; Nordman
et al., 2018). However, depending on the GNSS data sampling rate, the spatial length of
the filtering window can reach several kilometres for obtaining a meaningful filtering
effect, which implies that the gradients of geoid and DT may contaminate the low-pass
filtering results (especially in steep geoid gradient areas, where the vessel also takes
turns). Therefore, a reduction for iSSH ., is first needed:

1eom (@3, A%, £) = iSSHop (@57, 2557, £, 65°) = Cnoaer (95, 559, £51%) (31)
— DT (@SSt A55H ¢) = m'geodeu'c (@SSH, ASSH ¢ — DT (SSH, ASSH ),

where 15, represents unfiltered SSH residuals. The equation is presented in two steps
to illustrate the earlier point regarding quasigeoid-based height reference surface
compatibility with a height system (i.e., notice how dependency on reference epoch tf*
disappears). Term m"geodetic is DT obtained via the geodetic method, and DT is derived
as described in Section 2.

The retrieved residual values can be low-pass filtered, for example, using the filtering
approach in Varbla et al. (2017a):
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Té‘g%ﬁan((pSSH,lSSH, i) (32)
= Median {rcl{,FM(t;)SSH,/lss”,n)li - % <n<i+ %},
i+t
2
1 .
T(I;:oM((pSSH,}LSSH, i) — F Z Tg,%ilan(QDSSH,lSSH,n), (33)

_TF-1

n=lm—
where F is the filtering window size (i.e., a certain number of GNSS observations), and i
represents a specific GNSS observation at epoch t. As the final step, sailing-related

corrections should be applied to the filtered SSH residuals:

Téont (@51, 2558, 8) = vl (@57, 2%, £) — CORR(Y), (34)

where CORR denotes the combined effect of all corrections. The obtained low-pass
filtered and corrected SSH residuals describe the sum of all remaining discrepancies
between the used datasets. In principle, these residuals can quantify the offshore
modelling errors of the quasigeoid model used in Equation (31) reduction, assuming that
all other datasets have reasonable accuracy. The initially removed (modelled) height
anomalies should be restored on the residual values:

(geom ((pSSH' ASSH: t, t(l)-ls) = 7'({‘7041-\/;: (‘pSSH: ASSH: t) + Cnodet (‘pSSH' ASSH' té—IS) (35)

to obtain geometric height anomalies that could be used for validating other quasigeoid
modelling solutions.

3.2 Processing of Shipborne GNSS Data

In July 2017, a dedicated marine gravity and GNSS campaign (see Publication | for more
details) was conducted in the Gulf of Finland — this is referred to as the Sektori shipborne
GNSS campaign (the route is shown in Figure 19). The campaign aimed to acquire new
gravity data for the subsequent quasigeoid modelling tasks, such as the BSCD2000
quasigeoid model development. Most importantly, this survey covered part of a large
gravity data void area in the eastern Gulf of Finland (within the extent of the Estonian
marine border; the gravity data situation in the Russian waters remains problematic,
as is noticeable in Figure 4). Besides the gravimeter, three GNSS devices were installed
on the vessel that sampled (15 s sampling rate) its position during the campaign.

Six additional shipborne GNSS campaigns (see Publications IV and V for more details)
were conducted in the spring and summer of 2021 — these are the Salme shipborne
GNSS campaigns (the extents of routes are shown in Figure 19), where campaigns are
distinguished by denotation C, which is followed by a campaign number. Unlike the
dedicated campaign in 2017, these GNSS measurements were conducted autonomously
(i.e., no dedicated GNSS operator was on-board), where data were gathered as a
by-product of various marine condition monitoring surveys (e.g., water sampling and
profiling). Relatedly, it can be noticed in Figure 19 that the routes have no specific design,
as is the case with the Sektori shipborne GNSS campaign. Four GNSS devices were
installed on the vessel (the sampling rates varied between 15 to 60 s — specifics can be
found from Publication IV); GNSS receivers were turned on before the vessel left the
harbour, and collected data were downloaded upon returning.
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Figure 19. Routes of shipborne GNSS campaigns and ALS survey. Blue triangles denote the locations
of GNSS-CORS that were employed for GNSS post-processing.

3.2.1 GNSS Post-Processing of the Survey Data
The collected shipborne GNSS data were post-processed primarily relative to the Estonian
GNSS-CORS (Figure 19) using the commercial Trimble Business Center software;
post-processing of the Salme C3 GNSS data also included Latvian GNSS-CORS. Since Trimble
Business Center allows only one base station at a time for kinematic GNSS post-processing,
the closest GNSS-CORS was always used for computing a GNSS data point position.
Precise GNSS ephemerides (final orbits) from the International GNSS Service were
incorporated into post-processing. As the GNSS-CORS coordinates were fixed to the
reference epochs of the national reference frames, the resulting ellipsoidal heights were
corrected for VLM according to Equation (28) using the following reference epochs:
e reference epoch tf° of the Estonian national EVRS-based height system
realization EH2000 is 2000.0;
e reference epoch t&f of the Estonian national ETRS89 reference frame
realization EUREF-EST97 is 1997.56;
o reference epoch tl/S of the Latvian national EVRS-based height system
realization LAS-2000.5 is 2000.5;
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o reference epoch t&F of the Latvian national ETRS89 reference frame
realization LKS-92 is 1992.75.
The annual VLM and geoid change rates were obtained from the NKG2016LU model
(Vestgl et al., 2019; see Figure 15).

During the post-processing and subsequent analysis of the Salme C2 campaign data,
it became apparent that the quality of post-processing results had degraded for the most
distant route sections from the GNSS-CORS. Previous studies (Roggenbuck et al., 2014;
Varbla et al., 2017a; Shih et al., 2021) have demonstrated that the Canadian CSRS-PPP!
online global point positioning service can provide reliable post-processing for remote
(from GNSS-CORS) shipborne GNSS measurements. Analysis of post-processed data
suggests that the CSRS-PPP ensures relatively consistent accuracy regardless of distance
from the coast (i.e., land-located GNSS-CORS) and is thus suitable for replacing
poor-performing route sections of Trimble Business Center post-processing results. It is
worth mentioning that the CSRS-PPP has shown good performance even for determining
shipborne GNSS-based SSHs in a transoceanic scenario (Roggenbuck et al., 2014).

For the Sektori GNSS data post-processing, also another, more sophisticated,
commercial software — NovAtel Inertial Explorer — was employed. Unlike Trimble
Business Center, the NovAtel software allows including multiple GNSS-CORS (weights are
assigned inverse to the distances between GNSS-CORS and a GNSS measurement
location) into kinematic GNSS post-processing. As these data were available, a combined
height solution from the two software was determined. First, VLM correction was
added to the NovAtel post-processing solution according to Equation (28); individual
GNSS-CORS-associated correction values were weighted according to the inverse distances
between a GNSS data point location and the multiple used CORS (i.e., how post-processing
weights are determined in the software). The VLM-corrected post-processing solutions
(from Trimble Business Center and NovAtel Inertial Explorer) were then combined by
averaging heights at each GNSS observation epoch.

Because GNSS post-processed ellipsoidal heights use the tide-free permanent tide
concept, these data had to be converted to the zero-tide concept (Makinen, 2008; Ihde
et al., 2019):

AHppozr(@) = 0.0603 — 0.1790 sin? ¢ — 0.0019 sin* @, (36)

where the tide-related height correction AHyp_,r at a geodetic latitude ¢ is in meters
(the correction should be added to the heights to be corrected). Such a conversion was
necessary for consistency with all the other datasets (remember that all the data thus far
uses or has been converted to the zero-tide permanent tide concept).

3.2.2 Reduction of Heights to the Sea Surface

It should be admitted that during the Sektori shipborne GNSS campaign, distances between
the sea surface and references of GNSS antennas were not measured. This deficiency
necessitated the adoption of a different strategy, where the mean ré{,ﬁ,, residual
value (cf. Equation 31) was assumed to be zero at the harbour (i.e., the estimated
iSSH = {noqer + DT was assumed errorless; see also Equation 30):

11 https://webapp.csrs-scrs.nrcan-rncan.gc.ca/geod/tools-outils/ppp.php [accessed 10 April 2023]
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= TZ[h((pSSH,ASSH, i, tHS) = Coaer(@5SH, ASSH tHS) — DT (SSH ASSH, l)]‘ (37)
i=1

where [ is the total number of GNSS observations conducted before the survey when the
vessel was moored, and i represents a specific observation at epoch t. In total, 110 to
140 such observations (15 s sampling rate) could be used (different for each antenna
because receivers were turned on individually). Regarding the uncertainty of this
simplification, then the nearest GNSS-CORS used in those data points’ GNSS
post-processing is reasonably close (19 km baseline from SUR4; cf. Figure 19), suggesting
good quality for the GNSS-determined heights. The height accuracy of temporally
averaged (Equation 37) combined solution (cf. Section 3.2.1) is likely around 2 cm.
Potential discrepancy due to modelled height anomaly is negligible as the three
harbour-surrounding (cf. Figure 13) GNSS-levelling fitting residuals of GQM2022 are only
from 1 mm to 3 mm (i.e, it is an excellent agreement; the 1 mm barely visible
GNSS-levelling residual is to the left of the red triangle in Figure 13). The most significant
discrepancy up to a few centimetres could originate from the estimated DT.

In the case of Salme campaigns, results of a total station survey (notice subscript TS)
and tape measurements allowed determining the required range directly:

Hgpr = HPE" — HEY' + HEgpe, (38)

where HAEP is the height of an antenna’s reference point, HEY is the height of a
benchmark on the vessel’s railing, and H’T%,e is a tape-measured distance between a
benchmark and the sea surface. Repeated total station measurements indicated good
consistency and around 1 cm accuracy for the determined heights. On the other hand,
tape measurements are much more inaccurate — the vessel sways and the sea surface is
everchanging, whereby optimal measure of the sea surface is prone to surveyors’
subjectivity. It is estimated that an accuracy of around 5 cm could be expected for careful
tape measurements, suggesting that the Equation (37) approximation uncertainty is in
the same order of magnitude as by measuring Hygp directly. The determined vertical
distances were used to reduce ellipsoidal heights to the sea surface (cf. Equation 30).

3.2.3 Elimination of High-Frequency Attitude and Sea State Effects

The reduced iSSH values of three GNSS antennas were employed to derive a joint height
solution iSSH.,y at the vessel’s mass centre for the Sektori shipborne GNSS campaign
(to see the effect of this calculation, please refer to Figure 9 in Publication I).
Unfortunately, such a solution was impossible for the Salme C4 campaign as data from
only two antennas could be used (due to instrument malfunctioning); the iSSH of two
antennas were averaged at each observation epoch t. For the other five Salme
campaigns, the availability of four GNSS antennas meant four possible solutions of

iSSHgoM, where £ =1, ...,4 is the number of a solution according to the antenna that
was excluded from the computation. Due to data availability, the final solution was
determined as:

4
1
iSSHeow (@SSH, A5SH ¢, tHS) = ZZ iSSHE ,, (@9SSH, ASSH ¢, t1S), (39)
&1
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Note that using four GNSS antennas can be beneficial. If three GNSS antennas define
a plane, then the fourth GNSS antenna should ideally provide a measurement that
coincides with that plane (assuming that the height reduction to the sea surface has been
successful). In other words, four GNSS antennas form a rigid system that can be validated
internally:

dAf((pSSH,ASSH, t) — lSSHAf((pSSH,ASSH, t, t(I)"IS) _ iSSHAs((pSSH,ASSH, t, t(I)‘IS)’ (40)

where d¢ is the discrepancy between measured (iSSH,¢) and estimated (L/S“TSTIAg; i.e.,
a point on a plane defined by the other three antennas) instantaneous SSH at the location
of antenna &. Descriptive statistics of these discrepancies are shown in Figure 20,
indicating the expected GNSS height determination accuracy offshore. The discrepancy
mean values generally remain around a centimetre, suggesting that ellipsoidal heights
have been successfully reduced to the sea surface (i.e., all four antennas are
approximately on the same plane; also see Equations 30 and 38). Slightly larger values
are detected for the Salme C2 campaign, likely due to errors in tape measurements.
The weighted (according to campaign distances) mean standard deviation estimate
(by averaging Figure 20 values) of 4.1 cm demonstrates overall good performance for
height determination. Since Sektori data has been processed similarly (also remember
that the height solution is a combined one from two software), comparable accuracy for
height determination should be expected.
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Figure 20. Descriptive statistics of instantaneous SSH discrepancies (cf. Equation 40). Black lines
denote mean values, coloured bars standard deviation estimates, and coloured crosses 99th
percentile minimum and maximum discrepancies. [Modified from Publication V]

The centre of mass instantaneous SSH solutions iSSH,,, were reduced into residual
values using Equation (31). Height anomalies were obtained from the GQM2022 model
(cf. Section 1.6), and DT estimates were computed as described in Section 2. It is assumed
that GQM2022 is compatible (i.e., it corresponds to reference epoch t{)’s) with the
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Estonian EH2000 height system after a one-dimensional fit to the Estonian GNSS-levelling
control points. The discrepancies due to unaccounted geoid rise (i.e., GQM2022 was not
reduced to uplift epoch 2000.0) amount at most 2 mm due to geoid rise variability (refer
to Figure 15; the mean geoid rise effect is removed through GNSS-levelling fitting) in the
current investigations, which is negligible considering the quasigeoid modelling accuracy,
especially offshore.

A sum of absolute differences function (between unfiltered and filtered signals) was
compiled for each shipborne GNSS campaign’s SSH residuals by low-pass filtering (cf.
Equations 32 and 33) unfiltered residuals /%, with varying window sizes (only odd sizes
were considered). It can be noticed that the functions are shaped similarly (cf. Figure 21),
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Figure 21. The sum of absolute differences (SoAD) functions for shipborne GNSS campaigns
(function associated with the Sektori campaign is hidden behind the Salme C1 function), normalized
for comparability according to maximum values. Dashed vertical lines show the optimal filtering
window sizes. [Modified from Publication V]
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Figure 22. Sea surface height residuals of the Salme C1 shipborne GNSS campaign (GPS week 2152)
at various data processing stages.
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except the one associated with the Salme C5 campaign, which is much shorter than the rest
(i.e., it contains fewer measurements). Optimal filtering window sizes were estimated as
points where functions became roughly linear (done separately for each function).
Because the estimated window sizes vary (e.g., due to assumed approximations),
a weighted (according to campaign distances) mean window size (F) of 51 measurements
was determined for consistent low-pass filtering. Figure 22 shows the filtering effect on
the initial scattered data (the black dots) of the Salme C1 shipborne GNSS campaign.
More significant scattering in the first half is due to windy and wavy conditions (also
notice slightly increased DB uncertainties on the left side of Figure 16); the scattering
reduces during temporary calmer weather before the start of a storm. The approach
used for reducing high-frequency attitude changes of the vessel and low-pass filtering
can evidently also handle rough sea measurements. Nevertheless, in the filtered results
(the red line in Figure 22), abnormal peaks can be noticed (further discussed in the next
section), which, to an extent, can be dealt with by applying sailing-related corrections
(in this case, squat correction) to the low-pass filtered SSH residuals.

3.2.4 Derivation of Sailing-Related Corrections

The two sailing-related corrections that should be accounted for are the squat effect and
change in the static draft due to fuel consumption. The squat, which causes a vessel to
sail deeper than its nominal draft, is a function of a vessel’s velocity and dimensions but
is also influenced by depth in shallower, more confined waters (Barrass, 2004). Unlike
the squat effect, continuous fuel consumption causes a vessel to float gradually higher.
The lowest and highest corrections for the static draft are at the time of harbour departure
and return, respectively.

Recall that during the Sektori shipborne GNSS campaign, the primary purpose was to
collect gravity data. Therefore, a constant velocity of around 8 knots was kept to avoid
unnecessary accelerations/decelerations that could degrade gravity data quality. A rough
squat correction value was approximated following Barrass (2004):

2.08 c 2/3
Omax = ‘v (— bs ) ) (41)
30 \H*b(7.7+20(1 — Cg)?) — bs

where Cp and v are the block coefficient (describes a vessel’s shape in the water, where
a value of one corresponds to a rectangular block) and velocity of a vessel, respectively,
b is a vessel’s breadth, 5 is the mean static draft, and H* represents mean water depth.
This approximation resulted in a 5.6 cm (maximum) squat, which was applied as a
constant offset (because, in general, velocity did not change during the survey) to the
low-pass filtered SSH residuals. Any short-term changes in the squat value (e.g., during
turns when the vessel slowed down briefly) ought to be eliminated by the median in the
low-pass filter (cf. Equation 32).

As mentioned at the end of Section 3.2.3, abnormal peaks appear in low-pass filtered
SSH residuals of Salme shipborne GNSS campaigns (refer to Figure 22 — see the red line).
These peaks coincide with the occasions of the vessel’s stopping (e.g., to take water
samples; remember that the primary aim of Salme campaigns was to conduct marine
condition monitoring surveys) and are caused by the disappearance of the squat effect.
Such stops allowed relating the vessel’s velocity to height changes between a moving and
static vessel by utilizing low-pass filtered SSH residuals over distances up to 3 km.
The determined estimates shown as black dots in Figure 23 represent squat values at
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various velocities. As the vessel’s dimensions are constant and surveys were conducted
in relatively deep waters, the squat effect is approximately a quadratic velocity function
(Barrass, 2004; Roggenbuck et al., 2014). Hence, a quadratic function was fitted in the
least-squares sense to the empirical data to determine a generalized squat effect
function for Salme (see Figure 23). It should be noted here that the shapes and sizes of
Sektori and Salme are somewhat similar. Assuming that a comparable squat function also
describes Sektori, the proposed 5.6 cm squat value appears slightly underestimated
(this might be to do with the fact that Equation 41 is first and foremost meant for shallow
waters; in deeper areas, the influence of depth should disappear) compared with an
estimate of 7.7 cm (at 8 knots) determined using the function (by neglecting the Y-axis
offset term).

Tape measurements (between benchmarks on a railing and the sea surface) were
conducted before a vessel sailed off for a survey and after it returned. Differences in
these tape-measured values provide means to estimate a correction for the static draft.
The Sektori shipborne GNSS campaign relies on a single estimate, whereas the Salme
campaigns provided multiple estimates allowing more reliable determination of the
correction (notice the spread of estimates shown as red dots in Figure 23, demonstrating
inaccuracies in tape measurements). A distance-related least-squares fit of a linear trend
was used to derive the corrections for the static draft (see Figure 23).
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Figure 23. Empirically estimated squat effect for Salme (left) and corrections for the static draft
(right). [Modified from Publication V]

The combined effect of both corrections (unit is metre; also see Equation 34) can be
expressed as:

CORR(t) = —0.0560 + 4.807°d(¢), (42)
CORR(t) = —0.0012[v(t)]? + 5.957°d (1), (43)

where v and d are a vessel’s velocity (unit is knot) and travelled distance (unit is kilometre),
respectively, at a GNSS observation epoch t. Equation (42) is meant for Sektori, and

Equation (43) for Salme. The low-pass filtered and corrected SSH residuals ;¢ were
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determined using Equation (34) by applying those combined corrections (an example of
the corrections’ effect can be seen in Figure 22 — compare red and green lines). Further
investigation of the retrieved residual values is postponed until the treatment of ALS
point cloud data is also explained briefly. Then, all the datasets will be jointly free
network least-squares adjusted to reduce biases between them.

3.3 Airborne Laser Scanning Principle

Airborne laser scanning is a technique in which an aircraft-mounted LiDAR (light
detection and ranging) sensor emits laser pulses and registers reflections from a surface.
The range between the sensor and a surface can be determined by measuring the signal
return time. The position and orientation of the LiDAR sensor on an aircraft are
established with a GNSS device and an inertial measurement unit, allowing derivation of
the reflecting surface coordinates using the determined range (also considering the
slanted angle of the laser pulse). Such a technique results in an along-route 3D point
cloud of the measured surface (e.g., the sea surface).

The conventional use for ALS is dry land topography mapping, where the usual
accuracy is estimated to be around 5-15 cm, depending on the measured surface and
survey configuration (Huising & Pereira, 1998; van der Sande et al., 2010). Studies that
have examined ALS for marine applications have indicated that similar accuracy can be
achieved for mapping the sea surface (e.g., Gruno et al., 2013; Zlinszky et al., 2014;
Sutherland et al., 2018; Varbla et al., 2020). However, ALS for such purposes is relatively
underutilized compared to dry land applications. Since ALS results in a dense 3D point
cloud of SSHs (as opposed to a profile of SSHs using, e.g., shipborne GNSS measurements),
the data can also be used for studying marine dynamics (e.g., properties of surface waves
— see Publication Il and also Jahanmard et al., 2022a).

3.4 Processing of Airborne Laser Scanning Point Cloud Data

In May 2018, an ALS survey was performed in the eastern Gulf of Finland within the
frames of routine mapping of offshore islands (routes of marine measurements are
shown in Figure 19; see Publication Il for more details). Standard workflow (refer to
Gruno et al.,, 2013; Julge et al.,, 2014) was used to compute 3D point clouds of
instantaneous SSHs; flight trajectory calculations (using GNSS and inertial measurement
unit datasets) were conducted relative to the Estonian GNSS-CORS. An operational flight
altitude of around 1200 m yielded a 1000-1200 m width for the SSH data corridor.

A 2D moving average low-pass filter was employed to separate the low-frequency SSH
signal from instantaneous values (i.e., to remove the effect of waves). The computation
step (i.e., the distance between filtering window centres) was set to 62 m, corresponding
to the aircraft’s average velocity of 62 m/s. The 1116 m length of the filtering window
(i.e., windows overlap) was defined according to the 0.01° x 0.02° resolution of regional
quasigeoid models. Note that although the width of the SSH data corridor is roughly a
kilometre, a systematic upward curve was detected at the edges (effect generally subsides
300-400 m inwards from an edge). A likely cause is the scanner scale error (Kumari et al.,
2011). The filtering window width was thus set to 100 m (i.e., 50 m across-track from the
nadir position to each side) to be safe in avoiding error propagation to the filtering results.
It should be mentioned that the average point cloud density for the centre 100 m of the
SSH data corridor is 6.2 p/m?2. Such filtering windows were centred at the aircraft’s nadir
and oriented along the trajectory, resulting in 62 m resolution along-nadir SSH profiles.
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The obtained SSHs were corrected for VLM similarly to the NovAtel Inertial Explorer
post-processed shipborne GNSS measurements (cf. Section 3.2.1) using Equation (28)
principle and converted from the tide-free permanent tide concept to the zero-tide
concept (cf. Equation 36). Equation (31) principle was then employed to reduce SSHs into
residual values. Height anomalies were obtained from the GQM2022 model (cf. Section
1.6), and DT estimates were computed as described in Section 2, as with processing
shipborne GNSS data. It can be argued that the reduction should have been conducted
before low-pass filtering. However, compared to shipborne GNSS data processing, the
filtering window is relatively short (around 1 km for ALS versus up to around 8 km for
shipborne GNSS), and the ALS trajectories are generally straight (cf. Figure 19; note that
there are 7 different point clouds, which were processed separately), causing the effect
of geoid and DT gradient to mostly cancel out in averaging.

3.5 Offshore Geometric Height Anomalies and Sea Surface Heights

All the previously described data processing resulted in 8 datasets of SSH residuals
(the Sektori shipborne GNSS campaign, 6 Salme shipborne GNSS campaigns, and the ALS
survey). Since there may exist biases between those datasets, for instance, due to errors
in tape measurements, all the data were jointly free network least-squares adjusted
using mean discrepancies (determined using discrepancies at profile intersections)
between individual datasets. The resulting bias estimates were then subtracted from the
respective datasets’ residual values as constants. For additional details regarding the
adjustment approach, please refer to Section 5.4 in Publication V. As the final step,
Equation (35) was used to retrieve geometric height anomalies that could be used for
validating marine quasigeoid modelling solutions. The residuals can also be restored into
processed SSHs:

SSH(@SSH ASSH ) = pF4C(oSSH ASSH ) 4 ¢ (@SSH ASSH tHS) (@)
+ mv((pSSH’ASSH’ t) + GC(¢SSH,/155H)(t _ t(I)—IS)’
where the initially removed (cf. Equation 28) geoid change is added back to obtain actual
SSHs at an observation epoch t. Note that the propagation of quasigeoid and DT
modelling errors into SSHs through low-pass filtering is negligible (refer to Section 6.3 in
Publication V) if these datasets are reasonably accurate (i.e., do not contain gross errors).
Such SSHs could be valuable in validating other SSH datasets, including, for example,
satellite altimetry measurements.
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4 Accuracy Validation of Marine Quasigeoid Models

This section examines some validation results to demonstrate the use of derived
geometric height anomalies. Descriptive statistics of the already determined residual
values®? rf4¢ after the adjustment (cf. Section 3; i.e., using GQM2022 in the reduction)
are shown in Figure 24 for a start. It can be noticed that the standard deviation estimates
vary between 1.4 cm (Salme C5 shipborne GNSS campaign) and 4.9 cm (Salme C3
shipborne GNSS campaign), demonstrating the satisfactory performance of the results
and overall good consistency between the used and derived datasets. Indeed, there are
many potential error sources: the used HDM, VLM, and quasigeoid models; TG, total
station, tape, and GNSS/ALS measurements; empirically estimated corrections.
Considering that all these datasets contribute to the residuals and that the used
GQM2022 quasigeoid model is just one component, it could be safely assumed that
marine quasigeoid modelling (cf. Section 1) in the examined study area (cf. Figure 19) is
possible with an accuracy better than 5 cm, which is the accuracy that is aimed at in the
BSCD2000 quasigeoid modelling offshore (Schwabe et al., 2020).
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Figure 24. Descriptive statistics of low-pass filtered, corrected, and least-squares adjusted SSH

residuals?? (cf. Section 3; GQM2022 was used in the Equation 31 reduction). Black lines denote

mean values, coloured bars standard deviation estimates, and coloured crosses minimum and

maximum residuals. The X-axis shows the number of corresponding data points used in calculating
the estimates.

Marine gravity data’s good quality and dense distribution are essential for achieving
high quasigeoid modelling accuracy. Hence, it would be interesting to see how new
marine gravity data collected during the Sektori shipborne GNSS campaign has affected
the modelling outcome. For a comparison with the GQM2022, the official NKG2015
quasigeoid model (Agren et al., 2016; reference epoch t#S is 2000.0, and spatial resolution
of the model is 0.01° x 0.02°) was employed (using the zero-tide permanent tide concept).

12 Geometric height anomalies were subtracted from modelled ones in the Section 4 validations.
Therefore, the residuals derived in Section 3 using GQM2022 were multiplied by -1 (i.e., the
subtraction order was changed) to be consistent with the other assessments.
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Figure 25 shows differences between those two quasigeoid models, substantially caused
(there are also dissimilarities in data processing and the used reference GGM) by new
shipborne gravity data not included in the NKG2015 development. Locations of data
points resulting from the Sektori campaign (refer to Publication I) are shown in Figure 25
with red dots. The figure also presents the distribution of another new shipborne marine
gravity dataset (see green dots; refer to Saari et al., 2021).

® Previously existing gravity data @ Saari et al. (2021) gravity data
® Publication | gravity data Airborne laser scanning
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Figure 25. Differences (mainly due to new gravity data — see red and green dots) between the
NKG2015 and GQM2022 models’ surfaces in the eastern Gulf of Finland (above; notice also the
out-of-box descriptive statistics) and discrepancies of those quasigeoid models relative to the
ALS-derived geometric height anomalies (below; GPS week 2000). Numbers 1-7 (above) signify the
sequence of flight routes (i.e., the order of profile sections in the bottom sub-plot). Descriptive statistics
of GQM2022 discrepancies (in the box) are the same as those associated with ALS in Figure 24.
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The ALS-derived geometric height anomalies were used to investigate whether the
differences in Figure 25 represent enhanced modelling accuracy; resulting discrepancies
are shown in the lower sub-plot of Figure 25. These comparisons detect up to 9 cm
improvements (similar conclusions are presented in Saari et al., 2021, but with a focus
on the northern side of the Gulf of Finland). The most significant increase in modelling
accuracy appears in the previously existing gravity data void areas (see the location of
profile section 2 and north of profile section 6), where only GGM-synthesised
pseudo-observations (regularly spaced gravity data points) could be used during the
computation of the NKG2015 model. Notably, the agreement between GQM2022 and
ALS-derived height anomalies results in only a 1.5 cm standard deviation (the total
length of the profile sections is 184.4 km). Such an excellent agreement signifies that
(/) the approach in Section 2 can provide reliable DT estimates; (i/) ALS-measured SSHs
are highly accurate; (iii) centimetre-level accuracy could likely be achieved for marine
quasigeoid modelling using high-quality shipborne gravity data.

With the next section of the thesis already in mind (i.e., refinement of marine
quasigeoid models), the third example involves the high-degree EIGEN-6C4 GGM (Forste
et al., 2014). The model was evaluated to its maximum d/o of 2190 (using the zero-tide
permanent tide concept), and height anomalies were synthesised on a 0.01° x 0.02° grid.
The derived dataset of height anomalies was then fitted to the Estonian high-precision
GNSS-levelling control points? (Riidja & Varbla, 2022) using a one-dimensional fit. It is
assumed that after the fit, EIGEN-6C4-derived height anomalies represent reference
epoch (t{!S) 2000.0 (refer to the reasoning regarding the GQM2022 in Section 3.2.3).
The resulting GNSS-levelling fitted height anomalies are compared with GQM2022 in
Figure 26, which depicts northern Estonia and the Gulf of Finland, where significant
differences up to two decimetres are revealed.

For investigating the accuracies of both models, geometric height anomalies derived
in Section 3 were extracted within limits from 59°N to 60°N and 23°E to 28°E. These data
were then compared with the EIGEN-6C4-derived height anomalies (Figure 26 middle
sub-plot) and GQM2022 (Figure 26 bottom sub-plot). It is apparent from those
comparisons that the differences between EIGEN-6C4 synthesised height anomalies and
GQM2022 (Figure 26 upper sub-plot) are primarily due to EIGEN-6C4 contained errors.
The corresponding standard deviation estimates of 7.6 cm (EIGEN-6C4 synthesised height
anomalies) and 3.4 cm (GQM2022) demonstrate the considerably better performance of
the GQM2022 model. Notice also the 7.0 cm mean value (i.e., systematic bias) associated
with the EIGEN-6C4 synthesised height anomalies, compared to the near-zero mean
discrepancy of GQM2022.

Such errors (especially between meridians 24°E and 25°E) in the GGM appear because
EIGEN-6C4 does not sufficiently represent the region’s negative anomalous gravity field.
Similar errors can be detected (Ellmann et al., 2009) in EGM2008 (Pavlis et al., 2012),
the data of which were the basis for compiling higher-degree coefficients of EIGEN-6C4
(Forste et al., 2014). It is evident from Figure 26 assessments that the derived geometric
height anomalies are sufficient for quantifying marine quasigeoid modelling errors.
Furthermore, this also implies that these data could be potentially used to improve
inaccurate modelling solutions (suppose a high-resolution regional quasigeoid model
with similar errors exists, or the aim is to substitute a regional solution with high-degree
GGM-synthesised height anomalies).
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Figure 26. Differences between the EIGEN-6C4 synthesised height anomalies and GQM2022
quasigeoid model in the Gulf of Finland (above), as well as discrepancies of the EIGEN-6C4 synthesised
height anomalies (middle) and GQM2022 quasigeoid model (below) relative to the geometric height
anomalies derived in Section 3. [Modified from Publication VII]
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5 Iterative Refinement of Marine Quasigeoid Models

Previous sections of the thesis dealt with gravimetric high-resolution regional quasigeoid
modelling (Section 1), derivation of realistic DT estimates (Section 2), and obtaining
geometric height anomalies from shipborne GNSS and ALS-measured SSHs using the
estimated DT (Section 3). Since the determined geometry information is sufficiently
accurate for quantifying significant errors in marine quasigeoid models (Section 4),
the potential use of these data for refining modelling errors is now investigated.
A relatively straightforward data assimilation approach is employed for improving the
accuracy of EIGEN-6C4 synthesised height anomalies. The developed high accuracy
(cf. Figure 13 and Section 4) quasigeoid model GQM2022 is then used to validate the
outcome. However, first, the relevant principles will be introduced.

5.1 Theoretical Principles for Iterative Data Assimilation

In the following, the dependency on reference epoch t is omitted for convenience.
The modelled and geometric height anomalies are assumed to refer to the same epoch
by default. Superscript k is introduced to differentiate data assimilation iterations.
The modelled and geometric height anomalies are thus denoted as ¢*_,.; and Cgeomf
respectively, where {3} ,4.; represents an initial gravimetric quasigeoid model; (%, 4e;
with k > 2 are the subsequent combined models. The (geom with k > 1 are separate
datasets of geometric height anomalies, where the same data points should not be
included in more than one of those datasets.

For instance, geometric height anomalies can be determined as already described in
Section 3. The uncertainty of those quantities is:

O.gkeom((pSSH’ASSH’t) — \/[Usksy(‘l’sm' ASSH t)]z + [al%((p“”,/lss”, t)]Z’ (45)

where gggy is the uncertainty associated with SSHs, and o 57 is DT uncertainty derived as
described in Section 2.1. The next aim is to develop a continuous grid of geometric height
anomalies and associated uncertainties from those discrete data using LSC; these grids
are required for adjusting a quasigeoid model between SSH data point locations. Whilst
the initial discrete geometric height anomalies are unsuitable for direct gridding,
similar principles to gravity field determination (cf. Section 1.1) ought to be adopted.
The reduction in the current case is made using a quasigeoid model to be refined:

SSH /‘lSSH t) — SSH ASSH t) _

7jgkeom ((P (geom((p Zrlimdel((pSSH' ASSH)’ (46)

where g’zom are the resulting geometric height anomaly residuals (in principle, these
could be the same residuals 75 as obtained by Equation 34 before Equation 35 signal
restoration).

Likely, the available SSH data does not stretch everywhere (e.g., land areas). It is
recommended to pad such data void regions with near-zero residual signal to avoid
extrapolation errors, where the minimum zero padding distance (i.e., more distant
regions are padded) will be denoted dp. Residuals of geometric height anomalies and
the zero pad are then gridded jointly (computation points should be selected according

to quasigeoid model grid nodes with coordinates ¢, A; for convenience, coordinate
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superscript is omitted) analogously to Equation (11) or Equation (21) example, by also
following the related principles of LSC. For determining the Cg and Ci matrices,
the exponential covariance model (Shaw et al., 1969) can be used (for reasoning, please
refer to Section 3.3 in Publication VII):

Cmodel(l) = Coe—l/a‘ (47)

where parameter « is related to correlation length as a = (—an.S)‘le/2 ~ 1.443X, ;.
Gridded geometric height anomalies are then obtained by restoring the initially removed
signal of the quasigeoid model:

égeom((pil) = 7A"gk:zom((px A) + (ﬁlodel((p!/l)' (48)

The variance estimates of gridded geometric height anomalies are equivalent to the
variances of gridded geometric height anomaly residuals (derived using Equation 23)
because the C,, matrix of observation errors is constructed using the estimated
(cf. Equation 45) uncertainties O';eom (these should be squared to obtain variance
values; errors associated with the Equation 46 reduction are not propagated). Therefore,
the uncertainty of gridded geometric height anomalies is:

Opeom (@, 1) = ’[crrl‘(go, DI (49)

It can be noticed that time-dependency has disappeared in Equations (48) and (49). Since
geometric height anomaly data from various observation epochs are combined during
the gridding procedure, the dependency on time is assumed to be eliminated (i.e.,
gridded geometric height anomalies are a static representation of the geoid).

Note that the uncertainty of gridded geometric height anomalies in SSH data voids
depends on the defined uncertainty of the zero pad. This uncertainty should be moderate
to avoid geometric height anomaly residuals’ signal leakage to the padding regions (i.e.,
SSH data void areas) during LSC. On the other hand, condition Ué‘m > 0% 41, Where
the latter term is the uncertainty of the quasigeoid model, must be fulfilled in zero pad
locations for limiting data assimilation (primarily for determining the uncertainty of the
best assimilation estimate) to where SSH data are available using the selected assimilation
approach (to be discussed next). The uncertainty of gridded geometric height anomalies is
hence artificially increased in padding regions by a location-dependent modification
coefficient MOD¥:

ariop (@, 1) = U;m((P,A)MODk(% ), (50)
where coefficient values are defined by the function:

MOD¥*(p,2) =1 + e n10MP /azp)ldmop (9. 1)~3dzp/4]

— o~ (10MP /azp)ldmon (@) +3dzp/4] (51)

The function depends on the minimum zero padding distance d,p, modification distance
dyop between a computation point (¢, 1) and the closest data point (@55, 1557), and

59



modification parameter MP that controls the uncertainty increase rate (i.e., the Iarger
the MP value, the higher the o7, uncertainty compared to the initial uncertainty o geom
for distant points). At distance dyop = 0, the function always equals one, and with
MP = 1, the function reaches a value of approximately two at a three-quarters distance
of dzp. The function has been constructed such that a5y, uncertainties are smooth in
SSH data and zero pad transition zones, whereas the values increase rapidly thereafter
(i.e., in the zero padding regions), fulfilling the condition ai,p » 0% 101

The cost function (modified from Reichle, 2008) of the used assimilation system is
defined as:

(#J;«liel ((,0, /1) - (rlfwdel(‘p' A)]Z
[O-r,;zodel ((P, /1)]2

]k((l"ﬂ) = [2 - Pk(%'ﬂ]

[(k_(téel((px A) c_geom (‘P, A)]Z (52)
+P*(p, ) > ,
[ Orop (@, D]
where weight P is:
’1)| r _SSH
P(p, 2) = "rkSSH (53)
7 (o, V| > ok
| K om (@, A)' | geom P | T
1 1 1 1 2
O-rlc_SSH = mz [fgkeom (@SSH, A53H i) — 72 fgkeom (pSSH, A55H, l)l ) (54)
i=1 i=1

with a “ssy estimated using gridded geometric height anomaly residuals (it is assumed
that gridding has eliminated some data noise) at the locations of initial SSH data
(i represents a specific SSH observation at epoch t, with I being the total number of SSH
data points). Such a weighting scheme is implemented to reduce the risk of propagating
significant SSH and DT data errors to the combined quasigeoid model (i.e., regions of
most significant discrepancies between modelled and geometric height anomalies are
weighted toward the model) — in a practical application, the origin of discrepancies is
unknown, whereby uncertainty estimates may not always be reliable.

The cost function J* should be minimized relative to the refined (i.e., combined)
quasigeoid model k;éel to obtain the practical assimilation equation. Thus, solving the

differential condition 87/ ¢XtL,, = 0 yields:

7k+1
Zmodel ((P, /1)
Pk((pr /1)[ model((pf /1)] (geom(‘ﬂr MD+[2- Pk(‘ﬂ: Ml [GMDD (o, A)] (model((p' /1) (55)

Pk (e, /1)[ Trodel (P A)] +[2 = Pk(p, D] [UMOD(‘P' A)]

where k1 is the best assimilation estimate of ¢¥*L ;. The uncertainty of the best

assimilation estimate is defined:
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151-;(1161 ((p’ A)

Ficate[2 = P*(9, D10 y0001 (@, D] [0310p (0, D]? (56)
PE(0, D0 hoger (@, DI? + Focare[2 = PX (@, Dlloniop (0, D]

where Fy 4. = 1is the scale factor. Due to the modification of gridded geometric height
anomalies” uncertainty (cf. Equation 50), 1’,‘;;2[ ~ model and &t odel ~ K 4er in SSH
data void areas where no assimilation occurs because oi,p » 0% ;.. Note that the
latter property can be considered redundant as {%he; = 0¥ oaer = ¥oom already due to
zero padding.

The presented data assimilation system (for a comprehensive flowchart, please refer
to Figure 3 in Publication VII) is solved iteratively, which allows the introduction of more
new information (i.e., refinements) to the final combined model, in contrast to a case
where all available data are employed altogether to conduct a single assimilation
iteration. In other words, all available data should be separated into sub-datasets {geom
used in consecutive iterations (repeated use of the same data should be avoided).
Besides refining inaccuracies of the initial gravimetric quasigeoid model, the approach
also allows correcting propagated SSH and DT data errors from earlier assimilation

iterations. Note that for the next iteration, {& .., = ktL., and of 4. = Ur}fwaez in

Equations (55) and (56). Since a/*%. < gk .., and Tfl:;el < 0% o0~/ Fscate, the iterative

model

solution converges. The process can be continued until o model reduces to zero, whereas
each consecutive iteration introduces less new information to the combined model.
In this regard, Fs 4. > 1 can be helpful, allowing extending the assimilation for more
iterations by artificially scaling up the uncertainty of geometric height anomalies in
determining the uncertainty of the best assimilation estimate. For a meaningful
assimilation extension, o op+/Fscate > 0. oqer, CONsidering either mean or more minor
uncertainties. Note that the iterative solution is always convergent regardless of the
scale factor value (because a,’fwdel < 0%, 401)- In the following case study, Fyeqe = 1,
as only two assimilation iterations could be conducted with the available data.

5.2 Preparation of Geometric Height Anomalies

For refining the errors in EIGEN-6C4 synthesised height anomalies, the same data used
in Figure 26 validations were employed. These were divided between two assimilation
iterations in a way that the data distribution would be roughly equal. In the first iteration
(k = 1), Sektori and Salme C4—C6 shipborne GNSS datasets were used, whereas the
second iteration (k = 2) included Salme C1-C3 shipborne GNSS and ALS datasets.
Uncertainty estimates of these data were obtained by first deriving the uncertainty of
SSHs, containing several components.

In the case of Salme shipborne GNSS datasets, the uncertainty component associated
with GNSS measurements was estimated as:

4

1
O-GNSS((pSSH ASSH t) = Z |dAf ((pSSHJ ASSH: t) |! (57)
&=1

where discrepancies d4s (the four estimates are dependent on each other, whereby
absolute values generally match closely) were calculated using Equation (40). Recall that
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only two GNSS antennas could be used for the Salme C4 shipborne GNSS campaign,
making it impossible to estimate location-dependent uncertainties of measurements in
such a way (i.e., a rigid system of at least four GNSS antennas is needed). Furthermore,
using only two GNSS antennas, the high-frequency attitude changes of the vessel could
not be adequately eliminated from instantaneous SSHs (cf. Section 3.2.3), implying
poorer data quality compared to the other campaigns. It is also unclear where poor data
points might be located (i.e., empirical evidence from Equation 40 requires at least four
GNSS antennas). For those reasons, the measurement-related uncertainty of the Salme
C4 shipborne GNSS campaign was set three times larger than the mean uncertainty
(estimated at 3.3 cm) of the other five campaigns. Since only three antennas were
available during the Sektori shipborne GNSS campaign, Equation (40) control calculations
could not be conducted either. However, as the data processing was similar to the Salme
campaigns (cf. Section 3.2.3), the uncertainty component associated with GNSS
measurements was assumed to be equivalent to the Salme campaigns’ mean uncertainty
of 3.3 cm.

Additional uncertainty components corresponding to VLM (cf. Equation 28; uncertainty
was calculated according to the CORS used in Trimble Business Center solutions) and
sailing-related corrections were considered. Assuming both the correction for the squat
effect and static draft (cf. Section 3.2.4) have an uncertainty of around 2 cm, their
combined uncertainty g.prr cOmes to approximately 3 cm. The final SSH uncertainty of
shipborne GNSS campaigns was then derived as:

ossu (@5, 2555 1)

= \/[UGNSS((pSSHrASSHr )12 + [oyLy (@CORS, A°ORS) (¢ — t&)]? + 0corr?

(58)
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Figure 27. Descriptive statistics of geometric height anomalies’ uncertainty estimates (cf. Equation
45). Black lines denote mean values, coloured bars standard deviation estimates, and coloured
crosses minimum and maximum uncertainties. The X-axis shows the number of corresponding data
points used in calculating the estimates. [Modified from Publication ViI]
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For ALS-derived SSHs, a slightly pessimistic (considering, e.g., Figure 24 results) constant
uncertainty of 3 cm was assumed (a separate VLM-related uncertainty was not added to
this estimate). It should be mentioned that standard deviation estimates of
instantaneous SSHs within low-pass filtering windows (cf. Section 3.4) cannot be used as
these grossly overestimate realistic SSH uncertainties, exceeding a decimetre for profile
sections 5-7 (cf. Figure 25) due to waves with a significant wave height of around 0.6 m
(refer to Jahanmard et al., 2022a) occurring during the survey.

Uncertainty estimates of geometric height anomalies were calculated using Equation
(45). Figure 27 shows descriptive statistics of these estimates (considering the data limits
from 59°N to 60°N and 23°E to 28°E). Slightly more considerable uncertainties associated
with the Salme C2 shipborne GNSS campaign compared to other datasets (excluding the
Salme C4 campaign) are caused by biases visible in Figure 20.

5.3 Gridding of Geometric Height Anomalies

Before further processing, the datasets (first and second iteration) of geometric height
anomalies were thinned by averaging all points within each 0.01° x 0.02° grid cell both in
value and spatially because these were unnecessarily dense. Such thinning can also
reduce data noise and help avoid aliasing during gridding. The first iteration geometric
height anomalies were then reduced to residual values 7., (cf. Equation 46) using
EIGEN-6C4 synthesised height anomalies. A zero pad was generated on a 0.01° x 0.02°
grid (residuals and zero pad can be seen in the upper sub-plot of Figure 29), where the
minimum zero padding distance was set to 10 km (i.e., dzp in Equation 51). The zero pad
uncertainty was defined as the mean uncertainty of used geometric height anomalies.
This definition yielded moderate enough uncertainty to avoid signal leakage to the zero
padding region; the uncertainty was also sufficiently high to provide satisfactory gridding
results in the SSH data and zero pad transition zones. Note that the padding region was
set to be slightly larger than the case study area (an additional 0.5° and 1.0° in the
latitudinal and longitudinal direction, respectively). All subsequent computations were
conducted considering this larger area to avoid artefacts at edges.

The determined geometric height anomaly residuals represent primarily shorter
wavelength spectrum errors associated with EIGEN-6C4 but also contain inaccuracies of
geometric height anomalies. This circumstance suggests that the residuals correlate only
over a limited area. For enhancing covariance analysis and LSC-based gridding, a moving
window with a radius of 30 km from a computation point was used for data selection.
The zero pad was treated as a residual signal in covariance analysis and gridding.
Computations were only conducted if at least 50 data points (not considering the zero
pad) could be found within the 30 km radius (for the first iteration, 17721 computation
points were found; locations of these points can be inferred from Figure 28).

Exponential covariance model parameters (cf. Equation 47) were estimated by
computing empirical autocovariance values of residuals in 2 km distance groups after a
sub-dataset mean signal (the further processed mean signal is shown in the upper
sub-plot of Figure 28) had been removed. Groups with less than 50 station pairs
(regarding pairs AB and BA the same, i.e., one) were excluded. The exponential
covariance model was then fitted to the empirical values in the least-squares sense;
signal variance was determined from data, not through the fitting procedure.

Change in the resulting parameter a and signal variance values was occasionally steep
at nearby cells. Therefore, further processing of these parameters using a spatial filter
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(below) used in LSC-based gridding of the first iteration geometric height anomaly residuals rgleom.
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65



was needed to avoid gridding artefacts. A 3 km radius median filter was used first to
eliminate potential gross estimates; these results were smoothed with a 5 km radius
averaging filter. The mean signal was filtered similarly for methodological consistency,
although this could have been skipped as it only had a negligible influence on the
subsequent gridding results. Figure 28 shows the processed location-dependent mean
signals (the upper sub-plot), correlation lengths (the middle sub-plot; correlation lengths
X1/, are shown as these are more meaningful quantities than the parameter «), and
signal variances (the bottom sub-plot). The heterogeneous nature of the geometric
height anomaly residuals’ signal is quite evident from the figure.

Geometric height anomaly residuals rgleom (upper sub-plot of Figure 29) were gridded
using LSC, where the input sub-datasets were centred using mean signal values shown in
the upper sub-plot of Figure 28. An individual exponential covariance model (cf. Equation
47) described the Cg; and Ci; matrices at each computation point, defined by correlation
lengths and signal variances shown in Figure 28. The C,,, matrix of errors was constructed
using the estimated uncertainty values of geometric height anomalies (cf. Equation 45;
also refer to Figure 27). The middle sub-plot of Figure 29 shows the resulting gridded
geometric height anomaly residuals fgleom. Restoring the initially removed signal of
EIGEN-6C4 synthesised height anomalies provided gridded geometric height anomalies
{Geom (cf. Equation 48).

The computed uncertainty of gridded geometric height anomalies a;m was modified
(cf. Equation 50) by setting the modification parameter MP = 2 (cf. Equation 51;
for a visualization of the modification function, please refer to Figure 2 in Publication
Vil). Combined with a 10 km zero padding distance (d;p in Equation 51), MP =2
generated smooth transition zones from data to the zero pad regions. Note that the
uncertainty of gridded geometric height anomalies is correlated with the distance to
SSH data locations, also before the Equation (50) modification. This correlation means
that the uncertainty-dependent data assimilation causes profile-wise (refer to, e.g.,
Figure 29 upper sub-plot) patterns to appear in the combined model. The previously
described spatial filtering scheme was hence also used for filtering the modified o,p
uncertainties to avoid (or at the very least significantly reduce) such patterns in the
combined model. The resulting filtered aj;op uncertainty is shown in the bottom
sub-plot of Figure 29. Large values of uncertainty-associated descriptive statistics are due
to the modification.

Gridding and associated uncertainty derivation of the second iteration geometric
height anomalies were conducted almost precisely as already described. The only
exception was that the first iteration assimilation result (i.e., EIGEN-6C4-i1; see the next
section) was used for determining residual heights rgzeom instead of EIGEN-6C4
synthesised height anomalies.

5.4 Iterative Data Assimilation

Gridded geometric height anomalies and associated uncertainties were used to refine
EIGEN-6C4 synthesised height anomalies. For that purpose, 8 cm constant uncertainty
Omoaer Was defined for the latter according to Figure 26 (the middle sub-plot) validation.
Iterative data assimilation then followed Equations (53) to (56). The assimilation results
(i.e., combined models) are denoted as EIGEN-6C4-i1 (recall that this model served as an
input in the second iteration gridded geometric height anomalies’ computation) and
EIGEN-6C4-i2 according to the first and second iteration, respectively. The uncertainty of
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EIGEN-6C4-i2 is shown in the bottom sub-plot of Figure 30. It can be noticed that the
model has maintained its initial 8 cm uncertainty where SSH data were unavailable,
which is due to the uncertainty modification (cf. Equations 50 and 51).
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Figure 30. Differences between the EIGEN-6C4-i2 and GQM2022 models’ surfaces (above) and
EIGEN-6C4-i2-associated uncertainties (below). [Modified from Publication VII]

The GQM2022 quasigeoid model was employed to validate the assimilation outcome
(cf. Figure 30 upper sub-plot). Compared to the initial differences in Figure 26 (the upper
sub-plot), EIGEN-6C4-i2 appears to demonstrate improved modelling accuracy
(contributions of both assimilation iterations are shown in Figure 31). By examining
Figure 26 and Figure 30 differences along survey routes, the results suggest a reduction
in mean difference from 7.4 cm to 1.1 cm and standard deviation estimate from 6.9 cm
to 1.9 cm (i.e., a reduction in root mean square error from 10.1 cm to 2.2 cm — a five-fold
improvement). These satisfactory results suggest that combined model accuracy in the
same order of magnitude as GQM2022 could be achieved in regions of available SSH data
by refining EIGEN-6C4 synthesised height anomalies for a few more iterations (this might
require Fy 4. > 1in Equation 56). Admittedly, the differences also increased in the case
study region’s eastern (between meridians 27.5°E and 28°E) and western (between
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meridians 23°E and 24°E) extremes, but this relies on the assumption that GQM2022
is correct. According to Figure 13, GQM2022 heights should be slightly elevated in
north-eastern Estonia. If this were true, Figure 30 offshore differences in north-eastern
Estonia would slightly reduce. Thus, the appearance of those increased differences in
Figure 30 compared to Figure 26 could also signify modelling improvements instead of
propagated SSH and DT errors, but this remains to be verified.
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Figure 31. Contributions of the first (i.e., differences between EIGEN-6C4-i1 and EIGEN-6C4; above)
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to the final combined model EIGEN-6C4-i2. [Modified from Publication VII]
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6 Discussion and Concluding Remarks

Technological advances in the offshore industry and applications related to marine
sciences requiring ever-increasing data reliability, especially considering the changing
climate, have necessitated enhanced development of marine (quasi)geoid models.
This thesis has relatedly examined aspects of gravimetric quasigeoid modelling, offshore
validation of such models, and the potential to use geoid geometry information in refining
gravimetric models in problematic gravity data regions. The following sub-sections
highlight the most important conclusions and give some direction for possible future
research.

6.1 Gravimetric Quasigeoid Modelling

Section 1 examined one approach (LSMSA) for gravimetric quasigeoid modelling and how
including bathymetry data influences the resulting model. It was demonstrated that
using bathymetry-based RTM reduction in data processing could help refine gravity
field determination from arbitrarily distributed discrete data by retaining valuable
high-frequency gravity signal. Such refinements enhance quasigeoid modelling accuracy,
where the most significant improvements occur in the rugged seabed regions. Local
improvements of almost up to a decimetre were detected in the Norwegian coastal areas
using GNSS-levelling control points (Figure 11). The bathymetry ruggedness index
(cf. Equation 14 and Figure 9) is the first indicator that could be used for estimating the
potential influence of bathymetry on quasigeoid modelling.

During RTM reduction computation, bathymetry-induced gravity signal is also
generated inland from the coast (refer to Figure 7 in Publication VI). This circumstance
implies that a poor-quality bathymetry dataset may diminish the accuracy of gravity field
estimation and quasigeoid modelling on land. Although the used 15” x 15" GEBCO_2021
grid provided satisfactory outcomes, a higher-resolution and -quality bathymetry dataset
could likely further improve the results. Another potential improvement source regards
the RTM reduction computation algorithm. Here, the classical approach was used
(Forsberg & Tscherning, 1981; Forsberg, 1984; cf. Equations 9 and 10), whereas, in recent
years, the theory of RTM computation has advanced (e.g., Yang et al., 2022; Klees et al.,
2023). More rigorous forward modelling of the gravity signal is expected to enhance the
estimated gravity field and subsequent quasigeoid modelling.

It can be inferred from Section 1.5 that a constant uncertainty is assumed for
terrestrial gravity data in determining modification parameters s,, that are required for
spectral weighing of GGM and terrestrial data in the LSMSA (quasi)geoid modelling
approach (refer to Ellmann, 2005b; Ellmann, 2012). However, the accuracy of terrestrial
gravity data is clearly heterogeneous (see Figure 7); this has been one of the criticisms of
any (quasi)geoid modelling approach. An interesting experiment would be to implement
location-dependent parameterization analogously to the LSC approach used in Section
5.3, all the more as location-dependent gravity field prediction uncertainties can be
easily estimated (refer to Equation 23). Uncertainty generalization would then be made
within the integration cap g, not for the whole quasigeoid modelling target area. In that
case, each computation point would have its own set of modification parameters s,,.
It remains to be examined whether the benefits outweigh the increased computational
load.
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6.2 Accuracy Validation of Marine Quasigeoid Models

It was demonstrated in Section 4 that marine quasigeoid modelling errors can be
successfully quantified using offshore geometric height anomalies. The latter were
derived from SSHs measured by shipborne GNSS and ALS (cf. Section 3), with DT
estimated according to the method in Section 2. Notably, only a 1.5 cm standard
deviation was achieved from a comparison with the GQM2022 quasigeoid model using
ALS-based geometric height anomalies (cf. Figure 25), suggesting good accuracy for all
the participating datasets (i.e., the quasigeoid model, ALS-measured SSHs, and the
estimated DT). The shipborne GNSS-determined geometry provided similarly good
consistency. Results in Figure 24 indicate that an accuracy better than 5 cm could be
expected for GQM2022 in the examined study area (cf. Figure 19), which is the accuracy
aimed at in the BSCD2000 quasigeoid modelling offshore (Schwabe et al., 2020).
Importantly, it was shown that the inclusion of new shipborne marine gravity data has
significantly improved quasigeoid modelling in the eastern Gulf of Finland, where up to
9 cm improvements were detected (cf. Figure 25).

The developed DT and SSH determination methods could find wider use than only
validating marine quasigeoid models. There is potential to use geoid-referred DT for
studying marine processes (e.g., using temporally averaged mean DT), whereby highly
accurate shipborne GNSS and ALS SSH datasets provide means to validate other sea level
data sources, such as satellite altimetry (assuming surveys coincide with the satellite
passing at the same time) or HDMs (SSHs can be reduced to DT using a high-resolution
regional quasigeoid model). Regarding satellite altimetry: while the accessibility of
shipborne GNSS and ALS data might be limited, altimetry data are abundantly available
globally. Although coastal regions present a challenge, these data represent an
opportunity for accurately determining geoid shape. For example, Jahanmard et al.
(2022b) have already proven that satellite altimetry data are sufficiently accurate to
quantify errors of the NKG2015 quasigeoid model in the eastern Gulf of Finland (also see
Figure 25).

6.3 Iterative Refinement of Marine Quasigeoid Models

The capability of geometric height anomalies to quantify errors in marine quasigeoid
modelling solutions implies that these data can also be used for improving the models.
A straightforward iterative assimilation scheme was employed in Section 5 to prove that
potential. A reduction of EIGEN-6C4 synthesised height anomalies’ errors of up to around
two decimetres (cf. Figure 26) into sub-decimetre (cf. Figure 30) was shown where SSHs
were available. Also, note that the initial differences between EIGEN-6C4 and
GQM2022 had a five-fold improvement along survey routes when the combined
EIGEN-6C4-i2 model was compared to GQM2022. Hence, there is significant potential
in using geometry information to enhance gravimetric quasigeoid models in regions
where gravity data has poor quality or is entirely unavailable.

Analogously to GNSS-levelling fitting, such data assimilation could be a follow-on
stage to conventional gravimetric quasigeoid modelling. Since the same quasigeoid
model should be used over dry land and offshore, a combined seamless solution using
GNSS-levelling data and offshore geometric height anomalies would be ideal — this
should be further explored. Whilst gravimetric quasigeoid modelling requires previous
experience and theoretical knowledge (e.g., physical laws governing the quasigeoid
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determination), the proposed assimilation approach might also be a more accessible
alternative that uses already existing gravimetric quasigeoid modelling solutions (or a
high-degree GGM as in the Section 5 case study) in an easier-to-comprehend
formulation.
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Abstract
Iterative Refinement and Accuracy Validation of Marine
Geoid Models

There is an increasing demand for accurate high-resolution marine (quasi)geoid models
for modern offshore engineering, navigation, and research applications. Although the
development of highly accurate marine (quasi)geoid models is supported by available
(quasi)geoid modelling theory and approaches, there is a significant offshore limitation
in the distribution and quality of marine gravity data. Substantially caused by gravity data
void areas and/or inaccurate data, marine (quasi)geoid modelling errors are expected to
reach up to a few decimetres in the shorter wavelength spectrum. However, since the
conventional GNSS-levelling control points are unavailable offshore, marine (quasi)geoid
modelling accuracy estimates are primarily a conjecture. This thesis investigates how
marine (quasi)geoid modelling could be improved and, importantly, how the errors of
resulting models could be quantified. To that end, aspects of gravimetric quasigeoid
modelling, realistic dynamic topography derivation, shipborne GNSS and airborne laser
scanning surveys, and iterative data assimilation are examined.

An essential component of the thesis was computing a gravimetric high-resolution
quasigeoid model GQM2022 of the Baltic Sea region, which was needed to demonstrate
the reliability of developed iterative data assimilation and validation approaches.
The model computation also considered bathymetry through residual terrain model
reduction during the gravity field determination from initial discrete gravity
measurements. It was shown that including bathymetry data could help refine the
resulting gravity field representation by retaining valuable short-wavelength gravity
information. Such refinements can then enhance geoid modelling accuracy, where the
most significant improvements should be expected in the rugged seabed regions.
The quasigeoid modelling accuracy increased almost up to a decimetre locally in the
coastal areas of Norway, where bathymetry contributed the most.

Offshore validation of such gravimetric quasigeoid modelling solutions requires an
alternative to the GNSS-levelling control points used on land. Various measurement
methods for determining sea surface heights could be employed, where removing
dynamic topography from the measured sea surface heights yields geometric height
anomalies. These are an independent representation of the marine geoid and are hence
suitable for validating gravimetric models. This thesis focuses on determining sea surface
heights from shipborne GNSS measurements and airborne laser scanning surveys,
whereby dynamic topography is derived by combining hydrodynamic model data with
tide gauge readings. The latter allows constraining errors of the two dynamic topography
data sources and estimating the uncertainty for the modelled dynamic topography.
The determined geometric height anomalies achieve good consistency with the
computed gravimetric quasigeoid model GQM2022, suggesting that an accuracy better
than 5 cm could be expected for quasigeoid modelling in the examined study area
(Estonian and Latvian marine regions). In particular, the airborne laser scanning
measured sea surface heights appear highly accurate. Only a 1.5 cm standard deviation
was achieved from a comparison with the GQM2022 model in the eastern region of the
Gulf of Finland. These comparisons also demonstrated up to 9 cm improvements in
modelling accuracy due to new shipborne marine gravity data.

The possibility to reliably quantify marine quasigeoid modelling errors using geometric
height anomalies further implies that these data could also be used to refine errors in
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gravimetric modelling solutions. An iterative data assimilation scheme was developed to
prove that potential. It was shown that errors of the EIGEN-6C4 global geopotential
model synthesised height anomalies up to around two decimetres were reduced into
sub-decimetre where sea surface heights were available. There is hence significant
potential in using geometry information to enhance gravimetric quasigeoid models in
regions where gravity data has poor quality or is entirely unavailable. It is proposed that
analogously to GNSS-levelling fitting of gravimetric models to height systems on land,
such data assimilation could be a follow-on stage to conventional gravimetric quasigeoid
modelling offshore.
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Lihikokkuvote
Meregeoidi mudelite iteratiivne tapsustamine ja tapsuse
valideerimine

Kaasaegsed inseneeria, navigatsiooni- ja teadusrakendused vajavad meregeoidi tapselt
kirjeldavaid mudeleid. Kuigi olemasolevad (kvaasi)geoidi modelleerimise teooria ning
meetodid vGimaldavad korgtapsete mudelite arvutamist, on (heks olulisimaks
takistuseks oodatava tdpsuse saavutamisel merealadel gravimeetriliste andmete
vahesus ning ebatdpsus. Seetdttu vBib eeldada, et meregeoidi mudelite vead ulatuvad
kuni mdne detsimeetri suurusjdarku gravitatsioonisignaali spektri luhilainepikkuste osas.
Kuna aga (kvaasi)geoidi modelleerimise tdpsuse valideerimiseks tavaparaselt
kasutatavaid GNSS-nivelleerimise kontrollpunkte merele rajada ei saa, siis on meregeoidi
modelleerimisel saavutatavad tdpsushinnangud reeglina oletuslikud. Eelmainitust
tulenevalt on kaesoleva vaitekirja eesmarkideks uurida, mis moodi oleks vdimalik
parendada meregeoidi mudelite tdpsust, ning kuidas arvutatud mudelitele
tapsushinnanguid maarata. Eesmarkide tditmiseks kasitleb t66 gravimeetrilist
kvaasigeoidi modelleerimist, realistliku diinaamilise meretopograafia arvutamist,
laevapoOhiseid GNSS ja aerolaserskaneerimise mdoddistusi, ning gravimeetriliste ja
geomeetriliste andmete iteratiivset kombineerimist.

Uheks viitekirja olulisimaks osaks oli gravimeetrilise k&rgresolutsioonilise
kvaasigeoidi mudeli GQM2022 arvutamine terve Lddnemere regiooni kohta. Antud
mudeli abil demonstreeriti valjatédtatud andmete kombineerimise ning valideerimise
meetodite rakenduslikust. Mudeli loomise gravitatsioonivalja vorgustamise toofaasi
kaasati ka batlimeetria andmeid, mille pdhjal arvutatud jadkpinnamudeli reduktsiooni
(residual terrain model reduction) abil taandati esialgsed ebakorraparaselt paigutatud
gravitatsioonivaartuste punktandmed vorgustamiseks sobilikemaks. Tulemused naitavad,
et batiimeetria andmete selline kaasamine tagab vorgustatud gravitatsioonivalja suurema
tapsuse, kuna nii sailitab modelleeritud vali oma kdrgsagedusliku komponendi. Saarased
gravitatsioonivalja tapsustused aitavad omakorda tdsta ka kvaasigeoidi modelleerimise
tapsust. Markimisvaarset tapsuse parenemist vOib naha kohtades, kus batiimeetriat
iseloomustavad suured variatsioonid. Nii tdusis kvaasigeoidi modelleerimise tdpsus pea
detsimeetri vorra Norra rannikualadel, kus batiimeetria andmete maju oli suurim.

Gravimeetriliste kvaasigeoidi mudelite tdpsuse valideerimine merealadel vajab uusi
meetodeid, kuna maismaal tavaparaselt kasutavaid GNSS-nivelleerimise kontrollpunkte
rakendada ei saa. Eksisteerib erinevaid vdimalusi merepinna kdrguse maaramiseks
referents ellipsoidi suhtes, kusjuures sdidrased merepinna kdrgused saab taandada
geomeetrilisteks korgusanomaalia vaartusteks dinaamilise meretopograafia mdju
eemaldamisega. Saadud kdrgusanomaaliad kirjeldavad meregeoidi gravimeetrilistest
mudelitest séltumatult, mistGttu on need sobivad gravimeetriliste kvaasigeoidi mudelite
valideerimiseks. Antud vditekirjas kasitletakse merepinna kdrguste madramist laevapdhiste
GNSS ning aerolaserskaneerimise m&&distusega. Diinaamiline meretopograafia on aga
tuletatud kombineerides sobiva hiidrodiinaamika mudeli andmeid veem&ddujaamade
lugemitega, mis vdimaldab tuvastada mdlema andmestiku vigasid ning hinnata
modelleeritud diinaamilise meretopograafia maaramatust. Arvutatud geomeetrilised
kdrgusanomaaliad Gihtivad GQM2022 mudeliga hasti, viidates sellele, et uurimisala piires
(Eesti ja Lati merealad) on vGimalik kvaasigeoidi modelleerida vahemalt 5 cm tapsusega.
Tasub &dra markimist, et eriti hdid tulemusi saavutati aerolaserskaneerimise
md&ddistusandmetega, kus vordlus GQM2022 mudeliga Soome lahe idaosas andis
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standardhélbe vaartuse vaid 1,5 cm. Need vordlused demonstreerisid ka seda, et tanu
uutele laeval mdddistatud gravitatsiooniandmetele on kvaasigeoidi modelleerimise
tapsus parenenud kuni 9 cm vdrra.

Asjaolu, et geomeetrilised kGrgusanomaaliad vGimaldavad tuvastada gravimeetriliste
kvaasigeoidi mudelite vigasid merealadel, viitab ka sellele, et neid andmeid saab lisaks
rakendada gravimeetriliste mudelite tdpsustamiseks. Selle potentsiaali tdestamiseks
tootati vélja andmete iteratiivne kombineerimismetoodika. Tulemused nditavad, et
EIGEN-6C4 globaalse geopotentsiaalimudeli pShiste kdrgusanomaaliate esialgsed vead
kuni paar detsimeetrit vahenevad alla detsimeetri kohtades, kus merepinna kdrguse
mdddistusi |abi viidi. Voib jareldada, et geoidi kuju kirjeldavate geomeetriliste andmete
abil saab tapsustada gravimeetrilisi kvaasigeoidi mudeleid, eriti kohtades, kus
gravitatsiooniandmete kvaliteet on kas halb v6i siis andmed puuduvad Uldse. Sarnaselt
gravimeetriliste mudelite sobitamisele kdrgusvérku GNSS-nivelleerimise punktide jargi
maismaal, voiks vilja tootatud andmete kombineerimismetoodika olla gravimeetrilise
modelleerimise jargseks tooetapiks merealadel.
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An essential role of the FAMOS international cooperation Received 23 September 2019
project is to obtain new marine gravity observations over Accepted 29 November 2019
the Baltic Sea for improving gravimetric geoid modelling. To
achieve targeted 5cm modelling accuracy, it is important to
acquire new gravimetric data, as the existing data over some Fi i :

A . inland; hydrodynamic

regions are inaccurate and sparse. As the accuracy of contem- model; marine gravimetry;
porary geoid models over marine areas remains unknown, it is shipborne GNSS
important to evaluate geoid modelling outcome by independ-
ent data. Thus, this study presents results of a shipborne
marine gravity and GNSS campaign for validation of existing
geoid models conducted in the eastern section of the Baltic
Sea. Challenging aspects for utilizing shipborne GNSS profiles
tend to be with quantifying vessel’s attitude, processing
of noise in the data and referencing to the required datum.
Consequently, the novelty of this study is in the development
of methodology that considers the above-mentioned
challenges. In addition, tide gauge records in conjunction
with an operational hydrodynamic model are used to identify
offshore sea level dynamics during the marine measurements.
The results show improvements in geoid modelling due
to new marine gravimetric data. It is concluded that the
marine GNSS profiles can potentially provide complementary
constraints in problematic geoid modelling areas.

KEYWORDS
FAMOS; geoid; Gulf of

Introduction

An international cooperation project FAMOS (Finalising Surveys for the
Baltic Motorways of the Sea) has been initiated to improve the quasigeoid
model for the realization of the Baltic Sea Chart Datum 2000 (BSCD2000).
This datum is expected to be used as the new common height reference
system for the Baltic Sea hydrographic surveying and nautical charts
(FAMOS 2019). To accomplish this, one of the primary goals is to improve
the accuracy of GNSS (Global Navigation Satellite System) supported
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bathymetric measurements and navigation by computing a new 5cm
marine geoid model over the entire Baltic Sea.

Unfortunately, the existing gravimetric data over some sections of the
Baltic Sea and adjacent regions appear to be spatially insufficient and
inaccurate for satisfying the 5cm geoid modelling requirements (FAMOS
2019). It is estimated that the accuracy of contemporary geoid models over
marine areas could often be deficient by 15-20 cm, especially in the gravity
data void areas. Therefore, the primary goal of the dedicated marine gravity
and GNSS campaign for the Gulf of Finland (the northeastern part of the
Baltic Sea) was to fill the large gravity data void areas.

On land, geoid models are customarily validated by using precise GNSS-
levelling points; however, such control points cannot be established offshore.
Instead, marine geoid models can be assessed by utilizing shipborne GNSS
measurements, which have been proven to be effective. For instance, the
Nordic Geodetic Commission (NKG) NKGO04 gravimetric quasigeoid model
(Forsberg, Strykowski, and Solheim 2004) slopes across the Baltic Sea were
assessed using GNSS profiles by Jurgenson, Liibusk, and Ellmann (2008),
whereas the absolute errors of the NKG2015 (Agren et al. 2016) and the
Finnish FIN2005N00 (Bilker-Koivula 2010) quasigeoid models were assessed
by Nordman et al. (2018). The NKG2015 model has also been assessed by
Varbla et al. (2017). Note that over marine areas, the quasigeoid coincides with
the geoid; thus, for brevity the shorter term will be used in the further text.

Thus, different approaches have been employed and one of the key
differences highlighted is in determining the attitude of a surveying vessel.
For example, in Nordman et al. (2018), an inertial measurement unit (IMU)
for specifying vessel’s attitude was employed during the GNSS data sampling.
In contrast, shipborne GNSS experiments along the Israeli coast between
years 2011 and 2015 utilized four GNSS antennas for determining variations
in vessel’s attitude through the calculation of a spatial rotation between two
sets of coordinates (Lavrov, Even-Tzur, and Reinking 2016). Corrections
from vessel’s attitude were calculated for every GNSS measuring epoch.

The present study utilizes a similar approach to Lavrov, Even-Tzur, and
Reinking (2016) by using three GNSS antennae mounted on a surveying
vessel. However, instead of calculating the attitude corrections at the
locations of each individual GNSS antennae, the combined GNSS height
time-series are simply referred to the location of vessel’s mass center by
a spatial interpolation method (see section ‘Reducing effects from vessel’s
attitude’). We demonstrate that such an approach yields sufficient data
quality and most significantly, has promising results during rough
sea measurements. Such a method replaces the need for utilizing costly
IMU and allows simpler and less time-consuming data processing
and analysis.
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Another difference in the GNSS approaches utilized is in the methodolo-
gies used for filtering noise from the data - sea surface oscillations must be
eliminated for rigorous geoid model assessment. For example, Nordman
et al. (2018) utilized a moving average low-pass filter. On the contrary,
Varbla et al. (2017) developed a double low-pass filtering method that com-
bines a moving median with a moving average. The method is further
examined in the present study.

It is important to understand that for marine geoid validation by shipborne
GNSS profiles, the dynamic topography (DT) that separates instantaneous sea
surface heights (SSH) from geoid needs to be accounted for. Alternatively,
due to insufficient marine geoid data, SSH can also be computed by using the
SSH anomaly (SSHA) that separates SSH from the mean sea level (MSL). The
latter is often utilized due to most data being referenced to MSL (e.g., satellite
altimetry products, tide gauges and hydrodynamic models).

Tide gauge (TG) records that refer to a particular vertical datum have
been traditionally utilized for estimating DT and SSH. Nevertheless, TGs
are usually land bounded; hence, their data are not necessarily representa-
tive offshore. For offshore verifications, a few studies have complemented
TG records with a regionally adapted hydrodynamic model (HDM). For
estimating instantaneous DT corrections, Nordman et al. (2018) used the
Baltic Sea Physical Analysis and Forecasting model (Huess 2018), whereas
Lavrov, Even-Tzur, and Reinking (2016) used the RIO2007 model
(obtained from the European Space Agency developed ‘Archiving,
Validation and Interpretation of Satellite Oceanographic data - AVISO’ por-
tal). Alternatively, Slobbe et al. (2018) used two regional high-resolution
HDMs, Dutch Continental Shelf model ver. 6 (Zijl, Verlaan, and Gerritsen
2013) and Zuidelijk Noordzee model ver. 4 (Zijl, Sumihar, and Verlaan
2015), to connect TGs of near-coast islands with the national vertical datum.

In this study, a regional HBM-EST model (Estonian implementation of
the HIROMB-BOOS model - High Resolution Operational Model for the
Baltic Sea-Baltic Operational Oceanographic System) is incorporated for
comparing GNSS derived instantaneous SSH (iSSH) with geoidal heights.
Also, an empirical method ‘of weights’ is developed that uses a weighted
average approximation of TG readings for eliminating a dynamic bias (DB)
from the used HDM.

The outline of the paper is as follows. First, theoretical principles of deter-
mining iSSH and their use for validating geoid models are outlined. The
study area and utilized data are then described. Next, the calculation of the
vessel’s attitude effects and filtering of the GNSS data with a double low-pass
filtering method are examined. Calculation of the corrections added to the
profiles are also discussed. Finally, differences between geoid models and
GNSS profiles are presented. A brief summary concludes the paper.
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Theoretical principles of marine geoid model validation
Interrelations between sea surface height, geoid surface and mean sea level

MSL is usually calculated from repeated SSH measurements that are averaged
over a selected time period. Historically, MSL at selected TG site(s) has also
been adopted as the “zero’ level of the national/local vertical datum (Kakkuri
and Poutanen 1997). Nevertheless, the resulting MSL estimates may vary due
to different time spans used. Therefore the ‘static’ geoid appears to be a
more appealing reference surface for describing sea level variations. Even
though the geoid modelling quality varies globally (mainly depending on the
gravity data availability and density), the achievable accuracy of contempor-
ary regional high-resolution geoid models could reach a few cm.

On land, high-precise GNSS-levelling points are customarily used to fit
gravimetric geoid models (N¢C) to a (MSL-related) national vertical datum;
the result could also be called height conversion surface (N). In other
words, an appropriate N model extends the national vertical datum to mar-
ine areas. Due to a lack of GNSS-levelling control data over marine areas,
N can be obtained by cautious extrapolation:

N(p,2) = N(¢,2) — H(¢, 1) (1)

where the term HSC denotes a geoid model correction, which is a location
dependent value. In case of one-dimensional (1D) bias removal, H®®
is a constant. This fitting procedure reduces possible systematic biases
in between the geoid model and MSL. Thus, the corrected model N
coincides approximately with the zero of the (historical) national vertical
datum MSL(¢, ) =~ N(¢, 4) and SSHA(¢, .) =~ DT (¢, A).

As a result, we show that N can be used instead of MSL as a reference for
SSH measurements. This is valid not only to the coastal areas where TGs exist
but also in the offshore domain. Accomplishing this signifies that SSHA can
now be replaced by DT. In practice, however, there are discrepancies caused
by measurement errors, different resolutions and accuracies of reference sur-
face models, e.g., MSL is affected by persistent external forces, such as wind,
currents, salinity, etc. (see, e.g., Le Provost 1990). Thus, the assumption
MSL(¢p, A) = N(¢, ) is only an approximation - to appraise used data and
corresponding acquisition technologies/methods. Next, we review interrelations
that facilitate the use of GNSS derived SSH for validating a geoid model.

Utilizing shipborne GNSS profiles for geoid model assessment

SSH can be determined from GNSS measurements, which provide heights
with respect to geodetic reference ellipsoid, e.g., GRS-80. If the vertical range
(R) of the reference point (e.g., vessel's mass center) with respect to the sea
surface is known (a constant value), then iSSH can be computed (Figure 1):
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Figure 1. Seaborne derivation of geoid heights with respect to participating reference surfaces.
For the used symbols consult the text.

iSSH (i) = h(@p /) — R 2)

where h is ellipsoidal height at a location (i.e., vessel’s reference point) with
geodetic coordinates (¢, A) and subscript i denotes an i-th time-instant of
the measurement.

As iSSH is affected by the wind direction and speed, tidal movement, etc., it
can be referred to N by the DT (initially unknown) estimate DT (cf. Figure 1):

N(g, %) = iSSH(¢;, ) — DT (¢ 1) — C; (3)

where C; marks additional vessel-related corrections at a time-instant i,
e.g., correction due to squat (dynamic draft) and static draft (see section
‘Accounting for vessel related corrections’). This expression can be used for
marine geoid model validation. We postpone the estimation of DT and C;
into the next section and section ‘Accounting for vessel related corrections’,
respectively. Note that iSSH in Eq. 3 can be computed by Eq. 2. However,
as direct measuring of R may be inaccurate or complicated, a simpler
approach for determining the right-hand side of Eq. 3 can be adopted (pre-
liminarily tested by Varbla et al. 2017). An auxiliary term h¢ (that embeds
all measurable and model quantities, e.g., DT estimate and corrections due
to static draft and squat) is introduced, i.e.,

W1 4a) = h(@p 2s) = DT (9 i) = C (4)
Eq. 3 is thus simplified into:
N(p,2) = h(@; 4s) = R (5)

The unknown range R is empirically estimated as an average difference
between the computed h¢ and geoid model (to be assessed) heights N
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at known geoid height location(s):

m
“R==x > [N ) —H (g, 2)], (6)
m n=1
where subscript i denotes a time-instant of the measurement and m total
amount of GNSS measurements; n is the measurement at a time-instant i.
The DT and C; that are embedded in h® can be temporally and spatially
interpolated, see sections ‘Dynamic topography correction for GNSS pro-
files’ and ‘Accounting for vessel related corrections’. The GNSS measure-
ments can be conducted at the harbor nearby a precise GNSS-levelling
point (ideally, one that is also been used for fitting a geoid model to the
national vertical datum, i.e., N is precisely known in such a location) before
sailing off to a GNSS-profile survey.
Thus, significant deviations from the geoid model along the entire surveying
route (locations ¢, 4) may now reveal errors in the tested model:

[N(¢.2)—h(¢, )] + R = D(¢, 1) 7)

where D is the geoid model deviation (i.e., error) from h® at a location
with geodetic coordinates (¢, 4). Eq. 7 is essentially the usable approxima-
tion of Eq. 3 and thus the main equation to be used for marine geoid
validation in the present study. Hence, the method allows determination
of deficiencies either in geoid modelling and/or iSSH/DT estimates.

Using hydrodynamic model and tide gauges to determine offshore
dynamic topography

Referring to Eq. 3, the left-hand (modelled) and the right-hand side
(measured) will not entirely agree with each other. These discrepancies
(Eq. 7) manifest as deficiencies in geoid modelling and/or the right-hand
side terms of Eq. 3. The DT term can be numerically estimated as follows.

For example, if no usable HDM over the area of interest is available, then
DT can be approximated with nearby TG station readings at a time-instant i.
If the coastline roughly follows parallels or meridians, the along-shore DT
can be spatially interpolated from adjacent TG station readings (cf. Figure 2)
as a function of only one coordinate, either longitude or latitude. Note that
DT extrapolation from TGs toward open sea may provide poor results.

More reasonably, the DT can also be determined from a suitable HDM
by using the vessel’s position (¢;, 4, h;) at a time-instant i of interest.
However, a modelled sea level may have a bias relative to a geodetic
reference system - see, e.g., Allik (2014). This dynamic bias (DB) has a low-
frequency component that varies from location to location and is slowly
changing in time (Lagemaa, Elken, and Kouts 2011). Therefore, an HDM
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Figure 2. Determination of offshore DB in DTypy, by using TG time series. TGy_1, TGy, and
TGy are the locations of TG stations. a and b _denote individual GNSS profile (red line) points
with coordinates ¢;, /;, h;, whereas DB, and DBy, are the corresponding corrections for DTpy;.

derived MSL can deviate from the historic MSL and consequently from
the national vertical datum. Thus, the TG station readings can be used
for determining and eliminating such a DB in the HDM (cf. Figure 2).

Hence, in offshore it is recommended to use modelled sea level estimates
in conjunction with TG data. For this, the following empirical method ‘of
weights’ has been developed in the present study. First, the difference
between the HDM induced DTypy and TG readings DTy are calculated
at locations of individual TG stations:

DB(¢;. %), = DTupu (¢} %), — DT1a(@; 4) (8)

where j =1,...,m — 1,m,m + 1, ..., n denotes a TG station (Figure 2); n is the
number of TG stations involved. Subscript i denotes an i-th time-instant.

Then, the weighted correction DB for an offshore point at an i-th time-
instant can be calculated. For example, at the location of GNSS profile
point a (Figure 2), the correction is:

DB(¢y, A1); + ... + 2%DB(@y, 1, Am—1); + 2¥DB(@, Am); + ... + DB(@,, A4);
n+2

i

DBa(¢;, ) =
)
whereas at the location of GNSS profile point b (Figure 2), the correction is:

DB(@y, 21); + ... +2xDB(@yy, Am); + 2%DB(@p 1, Amr1); + - + DB(@,, Ay);
n—+2

ﬁb(@b i) =
(10)

Note that the weights of DBs at the locations of TGs depend on the area
under inspection (the DB values at two adjacent TG stations, i.e., pairs m —
1/m and m/m + 1, are weighted by the factor two, cf. Eqs. 9 and 10). Such a
method is universal and can be used regardless of the locations of TG sta-
tions, as opposed to one-coordinate interpolation, which requires the coast-
line to follow parallels or meridians (more details in section ‘Dynamic
topography correction for GNSS profiles’). However, if all the TGs are
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situated on the shore following either parallels or meridians, the method only
works if: (i) the GNSS profile stays close to the coast and (ii) the geoid surface
is not strongly tilting in the direction perpendicular to the coast. Results far
from coast can then be improved if the TGs surround the profile (e.g., inclu-
sion of TGs from the opposite coasts of narrow gulfs and bays).

Thus, the initially unknown offshore DT at an i-th time-instant can now
be estimated as:

DT (¢, %) = DTupm(@s /) — DB(¢y, %) (11)

This expression will be used in section ‘Differences between geoid mod-
els and GNSS profiles’ for relating the GNSS profiles to the geoid models
to be validated.

Study area and the survey campaign data

The Gulf of Finland, located in the south-eastern section of the Baltic Sea, has
an elongated geometry with a length of approximately 400km and width
varying from 48 to 135 km. The mean depth is around 37 m (maximum depth
123 m). This relatively narrow marine area is ideal for a case study to apply the
proposed methodology. An interplay of estuarine and wind-driven processes
generates a large spatio-temporal variability in salinity and temperature both in
the vertical and horizontal directions. For instance, the inflow of saltier water
(~7 psu) from the western entrance combined with a large amount of fresh-
water input from large rivers in the eastern part of the gulf causes an eastward
lateral decrease in salinity (down to 0-3 psu), cf. Myrberg and Soomere (2013).
A permanent halocline is known to exist in the deeper layers of the western
part of the gulf whilst in the eastern section there forms no permanent halo-
cline. The presence of this strong halocline in the western and middle sections
of the gulf acts as a barrier to vertical mixing but can also provide a waveguide
for the propagation of internal waves into the gulf. It is also the reason that
the upper layer circulation dynamics can be detached from the lower
layer dynamics.

The FAMOS marine gravity and GNSS campaign was carried out on
board of the Estonian Maritime Administration survey vessel ‘MS Sektori’
(hence this particular FAMOS campaign is dubbed Sektori2017 in the
further text) between 03.07.2017 and 06.07.2017 (days of the year - DOY
183-187) in the Gulf of Finland, Baltic Sea (Figure 3).

The surveying routes (with the total length of 1249km or 674NM)
covered the southern part of the Gulf of Finland (cf. Figure 4). Average
speed during the experiment was close to 8 knots. Throughout the
campaign, westerly winds dominated. Wind speed on DOY 183 and 184
(refer to Figure 4) was between 1-3m/s and during DOY 185-187
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Figure 3. Baltic Sea and the nearby countries. Location of the study area (southern part
of the Gulf of Finland) is marked by the red rectangle.
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Figure 4. Route of the survey vessel and the used GNSS-CORS stations (denoted by red trian-
gles and 4-letter abbreviations). The yellow-blue background and brown isolines depict the
EST-GEOID2017 model height variations with respect to the GRS-80 reference ellipsoid, units in
meters. The dashed black line depicts the Estonian border.

generally around 6-9 m/s, reaching up to 11 m/s in the second half of DOY
185. Wave height on DOY 183 and 184 was below 0.5m, being mainly
around 0.2-0.3 m. Hence, calm weather conditions prevailed during DOY
183 and 184, when the Narva Bay gravimetric data void was covered (see
Figure 5). However, the last three days of the experiment (DOY 185-187)
were carried out on rough sea due to difficult weather conditions. The
wave height during DOY 185-187 was generally around 1-1.5m and even
up to 2m in the second half of DOY 185.

Gravity data acquisition and processing

The main goal of the FAMOS surveying campaign was to acquire new
gravity data for subsequent geoid determination. This included also large
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Figure 5. The distribution of previously existing (pre-Sektori2017, colored red) and new
(Sektori2017, colored blue) gravimetric data. The dashed black line depicts the Estonian border.

data void areas in the Narva Bay and near Vaindloo island (Figure 5).
Gravimetric data were gathered by using a Russian ‘Elektropribor’ manu-
factured marine gravimeter Chekan-AM that was mounted by the Danish
Technical University (DTU) team to the vessel’s cargo bay 70-80 cm below
the sea level, near the center of mass of the vessel.

The marine gravity data-set from Chekan-AM measurements was con-
nected to the Estonian gravity network (Oja, Ellmann, and Mardla 2019)
before and after the campaign. The marine gravity observations are cor-
rected for the effect of the moving platform (Eotvos correction) and filtered
to suppress short wavelength noise. The filter length is approximately 6 min
corresponding to less than one NM (at a nominal speed of 8 knots).
Remaining noise in the gravity data was subsequently identified and
removed. In addition, some gravimetric data over very rough sea and diffi-
cult vessel maneuvers (e.g., the sharp turns at beginnings and endings of
transit routes) were discarded (the resulting Sektori2017 data gaps are seen
in Figure 5). Crossover errors from six identified line crossings amounted
to 1.0 mGal, indicating a noise level of 0.7 mGal in the gravity data. The
coherent appearance of the anomaly pattern indicates healthy data with
only little noise (Olesen 2017).

GNSS data acquisition

In addition to the gravimeter, three GNSS devices were installed on the
vessel. Two Topcon PG-A1l GNSS antennas were attached to the vessel’s
opposite railings at bow - one to the port (antenna 5260) and the other to
the starboard (antenna 5265). The third one, a Javad MarAnt+ GNSS
antenna, was attached to the vessel’s railing on top of the captain’s quarters
(antenna 5312). Relative locations of the antennas with respect to each
other are described in section ‘Reducing effects from vessel’s attitude’.
Three Leica GRX1200 GG PRO GNSS receivers sampled the 3D posi-
tions of profile points with a 15second interval (1/15Hz) continuously
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from the evening of 02.07.2017 to 06.07.2017. The data from seven
Estonian GNSS-CORS (see Figure 4, for more details see Metsar, Kollo,
and Ellmann 2018) were used for post-processing the vessel’s routes/height
profiles. Two commercial software packages were tested for GNSS kine-
matic data post-processing — Trimble Business Centre™ v4.00 (TBC) and
NovAtel Inertial Explorer™ v8.60. The TBC software allows to adopt only
one GNSS-CORS (the closest one to a portion of the route was used),
whereas the more sophisticated NovAtel software includes multiple GNSS-
CORS (their assigned weights are inverse to the distance to each individual
route section) for computing the entire route as a single solution.
Validation of the two solutions was conducted in Varbla (2019). The final
resulting GNSS profile is a combination of two and denoted as the best
resulting shipborne GNSS height profile in the further text - for details, see
Varbla (2019). The GNSS post-processing was conducted in the EUREF-
EST97 coordinate system, which is a national realization of European
Terrestrial Reference System ETRS89 in Estonia. It is estimated that the
uncertainty of height determination along the entire surveying profile is
random and does not exceed 2.6 cm (varies generally within 1.8-2.2 cm).

Height datums and assessed geoid models

The present study validates the quality of different geoid models. A recent
international NKG geoid modelling project yielded an improved high-reso-
lution regional geoid model NKG2015 (Agren et al. 2016). The project was
conducted within 2011-2016 in cooperation between the Nordic-Baltic
national mapping agencies and universities. The updated NKG gravity data-
base (containing more than 0.5 million points) was used for the gravity
field and geoid modelling computations. The final geoid model was further
evaluated by a unified GNSS-levelling dataset (the geodetic and normal
heights, which were transformed to a common reference frame and
reduced to the epoch 2000.0) of the participating countries. The NKG2015
geoid model has a standard deviation of 3.0cm from a 1-parameter fit with
GNSS-levelling data over the land areas of the Nordic-Baltic region. Fitting
results for individual countries vary - for more details see Agren et al. (2016)
and Mardla et al. (2017).

During the recent renovation of the Estonian national levelling network
(e.g., see Kollo and Ellmann 2019 for more details), it became evident that
the previously used Baltic Height System 1977 (BHS77) had become obso-
lete due to postglacial land uplift. The annual effect of apparent postglacial
land uplift increases from 1.8 mm in the eastern extreme up to 3 mm to the
western part of the study area. At the beginning of 2018, Estonia adopted
a new EVRS (European Vertical Reference System) based height system
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EH2000, in which the values of apparent postglacial land uplift have been
taken account for. As a result, this datum change caused the previous
heights (belonging to the BHS77) to increase from 14 to 25cm in a north-
westerly direction, i.e., from the periphery of the Fennoscandian postglacial
rebound toward its epicenter. Accordingly, such a datum change yields
a need for a new national geoid model. Thus, the previous regional geoid
model EST-GEOID2011 (Ellmann, Oja, and Jirgenson 2011 and Ellmann
et al. 2016) was replaced by EST-GEOID2017 (Ellmann, Mardla, and Oja
2019). This new model is an offspring of the NKG2015 geoid modelling
project and that of the FAMOS. Unlike the NKG2015 model, however, the
EST-GEOID2017 computations include new marine gravimetric data from
the JakobPrei2016 (see Varbla et al. 2017 for more details) and Sektori2017
campaigns. The GNSS-levelling points used for fitting the EST-GEOID2017
model to the new vertical datum belong to the reference epoch 2000.0,
whereas a large sub-set of the same Estonian GNSS-levelling points were
used for regional fitting of the NKG2015 geoid model. EST-GEOID2017
has been officially imposed by the Estonian Ministry of Environment as a
part of the Estonian national geodetic datum. The model is widely used by
the surveying industry of Estonia as the official national geoid for convert-
ing the GNSS derived heights into normal heights.

All three geoid models were computed by using Least Squares
Modification of Stokes’ formula with Additive corrections (LSMSA) - see,
e.g., Sjoberg (2003) and also a more extended review in Sjoberg and
Bagherbandi (2017). To fill a large gravity data void in the easternmost end
of the Gulf of Finland (seen in the upper right part of Figure 5), a global
geopotential model (GGM) based gravity grid was generated, hitherto
referred to as ‘GoF patch’. For more details, see Mardla et al. (2017) and
Ellmann, Mardla, and Oja (2019). The modelling aspects of the three mar-
ine geoid models assessed in the present study are summarized in Table 1.

Differences between the validated geoid models

The inclusion of newly acquired gravimetric data has a significant impact
on geoid modelling (Figure 6). Large differences between the previous
official Estonia geoid model (EST-GEOID2011) and the new one (EST-
GEOID2017) occur in the Narva Bay and near Vaindloo island. These
were previously also the areas with large gravimetric data voids (cf.
Figure 5).

Similarly, large differences between the NKG2015 and EST-GEOID2017
geoid models can be identified (Figure 7). These are correlated with the
areas of new gravimetric data acquisition.
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Table 1. Geoid modelling parameters of the three assessed geoid models.

Parameter NKG2015 EST-GEOID2011 EST-GEOID2017
Background GGM GO_CONS_ GO_CONS_ GOCO05s
GCF_2_DIR_R5 GCF_2_TIM_R2 (Pail (Mayer-Girr
(Bruinsma et al. 2014) et al. 2011) et al. 2015)
GGM for GoF patch DIR-R4 (Bruinsma EGM2008 (Pavlis DIR-R4
et al. 2013) et al. 2012)
Resolution of GoF patch 0.1x0.2 0.017 x 0.033 0.1x0.2
(arc-deg)
FAMOS gravity No No Yes
data inclusion
Gravity data R-I-R using LSC. SBA using kriging with R-I-R using LSC.
gridding method Correlation anisotropic Correlation
length 15km variogram model length 23 km
Geoid model LSMSA LSMSA LSMSA
computation method
Upper degree of the 300 160 200

geopotential model and
modified harmonics

Resolution of gravity and 0.01 x 0.02 0.017 x 0.033 0.01 x 0.02
geoid model (arc-deg)
Geoid model fitting method  1-parameter fit 6-parameter Two stage stochastic
polynomial fit spatial prediction
Corresponding EVRS, referred to BHS77, epoch unknown EH2000 (a national
vertical datum epoch 2000.0 realization of EVRS),

epoch 2000.0

Used abbreviations: SBA (Simple Bouguer’ Anomaly), R-I-R (Remove-Interpolate-Restore), LSC (Least Squares
Collocation).

30'

59°0'

23°0 24°0' 25l°0' 26I°0' 27I°O' 28I°0'
Figure 6. EST-GEOID2011 (refers to BHS77 height system) model differences as compared to
EST-GEOID2017 (EH2000 height system), after removal of the general trend of their differences.
The latter has been subtracted from the former. Red lines mark the Sektori2017 gravimetric
data (also see Figure 5). The dashed black line depicts the Estonian border.

Two aspects can be evaluated by comparing Figures 6 and 7: (i) in
general, Figure 7 shows a better agreement in terms of differences and
(ii) this may hint that improvements may not only be in the included
data, but also in the methodology used in the model computations (cf.
Table 1). Thus, the remaining sections of this study demonstrate the
intention to identify whether these changes/differences are actual
improvements in geoid modelling.
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Figure 7. NKG2015 geoid model differences as compared to EST-GEOID2017 (latter has been
subtracted from the former). Red lines mark the gravimetric data acquired from Sektori2017
campaign (also see Figure 5), i.e., after the compilation of the NKG model. The dashed black
line depicts the Estonian border.
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Figure 8. Roll, yaw and pitch motion of a moving vessel and relative locations of the GNSS
antennae used. The red lines denote the principal axes of the vessel, whereas the blue line is
connecting the stern-mounted antennae to the center of the mass, further extended to the line
that connects the two bow-mounted antennae.

GNSS data processing
Reducing effects from vessel’s attitude

Determination of SSH requires accurate GNSS profiles. Since the GNSS
antennae are attached to a continuously moving platform, it is necessary to
consider effects from the vessel’s attitude that consists of roll, pitch and
yaw motions (Figure 8). The corresponding Figure 9 demonstrates the
effect of pitch and roll motions to the GNSS measurements.

In particular, the amplitude of antenna 5312 (close to the vessel’s roll
axis and thus the most stable out of the three, cf. Figure 8) is smaller than
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Figure 9. Ellipsoidal heights of the three antennas (hsyo, hszss and hszip; note that hsys and
hsaes are partially overlapping) and a profile that has its heights calculated to the vessel's mass
center (hcon). Measurements on the left side of the figure are conducted on a rather calm sea,
while the right side illustrates measurements on the roughest conditions in which the experi-
ment was carried out. The 18-hour duration corresponds approximately to 265.0 km.

that of antenna 5260 or 5265 (both at the vessel's shaky bow). It can
be assumed that during the GNSS profile surveys, the pitch motion
of a surveying vessel dominates. As the present study focuses on height
determination, yaw motion can be neglected.

As GNSS post-processing resulted in three height profiles (one for each
antenna), the vessel's movement at a time-instant needs to be presented as a
single reference point. Therefore, the GNSS determined heights are linearly
interpolated in two steps above the vessel's mass center as follows (cf. Figure 8):

5.49
Xi = (hs2e5,i — hs260,i) | =—=—————=| + hs260,i 12
i = (3265, 5260, (5.49+1.68> + M5260, i (12)
where X is the intersection point of the line from the stern-mounted
antenna through the centre of mass and the line that connects the two
bow-mounted antennas. Then

12.48
com,i = (Ms312,i i) (12.48 + 10.76) A 1)

where hsye0, hsaes and hszy, refer correspondingly to the ellipsoidal heights
of the used GNSS antennas (cf. Figure 8) at a time-instant i; hcoy is
the ellipsoidal height calculated above the vessel's mass center at the
same time-instant i. Note that the constants in Egs. 12 and 13 stem from
the distances in-between the GNSS antennae locations (cf. Figure 8).

Such a calculation reduces significantly the effects of pitch and roll
motions and thus replaces the need for IMU. The remaining motions of
the artificial hc,p profile are predominantly sea surface oscillations, which
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are later eliminated by applying a filtering technique. Thus, the very same
profile can be reduced to the vessel’s mass center.

Figure 9 shows that the resulting hco,y heights have a smaller vertical
amplitude than any of the three GNSS antennas. Comparisons between raw
GNSS heights (seen in Figure 9) and their double low-pass filtered (to be
discussed shortly in section ‘Reducing effects from waves’) counterparts
yield the following StDev values (along the entire surveying route):

Antenna 5260 (hs;e in Figure 9) StDev = 0.180 m;
Antenna 5265 (hsye5 in Figure 9) StDev = 0.183 m;
Antenna 5312 (hs31, in Figure 9) StDev = 0.119 m;
Vessel's mass center (hgoy in Figure 9) StDev = 0.088 m.

Ll

The heopm results (option 4) thus yielded the smoothest time series and
were therefore used in the further calculations (i.e., after filtering hcop is
the factual h in Eq. 4).

Reducing effects from waves

For reducing the sea surface oscillations in the GNSS data, a double low-pass
filter was applied to the hc,y heights. The filtering is continuous through the
entire profile (i.e., 1249 km). Considering the average moving speed of the vessel
on transit routes, a moving median of 51 measurements (that corresponds to
3160 m in average, at 8 knots and sampling rate of 1/15Hz) was taken, ie., the
interval from 25 epochs before time-instant i up to 25 epochs after the same
time-instant i. Taking a median allows identification and elimination of gross
errors in calculations, as well as occasional gross errors in GNSS measurements
(ie., lax a priori error estimates during GNSS post-processing will not affect the
final result as the errors are eliminated through filtering). Median also removes
short-term changes in squat effect from the measurements (e.g., when the vessel
slows down for sharp turns). From that outcome, a moving average of 51
measurements was also taken to further smoothen the GNSS profile. The effect
of such filtering on the GNSS height data is shown in Figure 10. Alternative
filtering windows were also considered (Figure 10). See Varbla et al. (2017) or
Varbla (2019) for more details about the applied filtering methodology.

As seen, shorter (than 51 measurements) filtering windows may retain
unwanted short-wavelength vertical fluctuations into the GNSS height
profile. On the other hand, larger (than 51) filtering window will not change
the result much (the result would be very similar to hgiyers;). Thus, inclusion
of 51 measurements was empirically determined as an optimal length of the
filtering window. Note that the resulting signal frequency of the low-pass
profile hgiye,s; is quite similar to that of the assessed geoid models.
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Figure 10. An example of the effect of different double low-pass filtering windows on the raw
GNSS profile. heopy indicates the profile that has its heights calculated to the vessel’s mass cen-
ter. The number in the subscript indicates the size of the double low-pass filtering window
(either 8 +1+8 =17, 174+ 1417 =35 or 25+ 1 + 25 = 51 measurements). Note that EST-
GEOID2017 heights are elevated artificially for the sake of visual comparison. The 6-hour dur-
ation corresponds approximately to 87.3 km.

Hydrodynamic processes in the test area and their modelling

Due to numerous archipelagos and shallow areas, the gulf accommodates
dynamical features (mesoscale eddies, fronts, specific mixing conditions, etc.)
of water circulation (Andrejev et al. 2004a). The spatial scale of these features
is influenced by the internal Rossby radius (a horizontal scale describing the
effects of the Earth’s rotation on fluid motion), which in the gulf has an over-
all small value (~2-4 km, which has a seasonal variability) compared to open
ocean (30-50km). This scale defines the horizontal scale that marine proc-
esses can occur at. It also defines the scale that eddy-permitting and eddy-
resolving models are required to reasonably simulate marine processes.
Model simulations (Lehmann, Krauss, and Hinrichsen 2002, Andrejev
et al. 2004a) and in-situ surface drifters (Delpeche-Ellmann, Torsvik, and
Soomere 2016) have shown that two separate regimes of circulation may
exist in the Gulf of Finland. The circulation in the uppermost layer
(0-2.5m) is mainly wind-driven and contains frequent up- and downwell-
ing along the coast (Delpeche-Ellmann, Mingelaite, and Soomere 2017).
Typical current velocities in the uppermost layer range from 5 to 10 cm/s
(Andrejev, Myrberg, and Lundberg 2004b). Note that all the mentioned
factors have an influence on DT modelling, both spatially and temporally.
Several regional models have been developed or adjusted specifically for
the Baltic Sea and the Gulf of Finland. Whilst some challenges still exist
(mainly with simulating the salinity and temperature vertical profiles), most
of the models are capable of reproducing the major hydrodynamic features
(Myrberg et al. 2010). Nevertheless, not all of the existing HDMs reflect the
DT variations well. The HBM-EST (Lagemaa 2012, 2015) is currently used
for most operational sea level forecasting in Estonian waters. The model
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is used also in the present study, as it appears to be more reliable than
other models over the study area (see, e.g., Varbla 2019).

With the HBM-EST data for every full hour, the DT data (a 24-layer
NetCDF file for a single day) were obtained from TalTech Department of
Marine Systems database (http://emis.msi.ttu.ee/allalaadimine/). The resolution
of the model is 0.5 NM (i.e., approximately 0.9 km), which is suitable consider-
ing the small Rossby radius in the gulf. The core of the model system is a 3D
baroclinic eddy-resolving circulation model, based on the original BSHcmod
(Kleine 1994) that calculates currents, temperature and salinity in the water
column, and sea level. The Estonian implementation of the model has been
continuously developed since 2005; for more details see Lagemaa (2012).

The open boundary of the model is at the Danish Straits, where DB is set
near zero. Further to the east (i.e., the Gulf of Finland) and north the bias
increases. Note that the bias is qualitatively similar in all regional HDMs.
Such DB has a low-frequency part that changes in time (Lagemaa, Elken, and
Kouts 2011) and causes the HDM derived DT to deviate from the vertical
datum (i.e., EH2000). Origin of the DB is a scientifically unsolved issue.
However, it is most likely caused by model inaccuracies, e.g., errors in cur-
rents, temperature, salinity and in the parameterization used, which can also
induce variability in different HDMs. TG data are thus necessary for validat-
ing and correcting HBM-EST (i.e., accounting for DB).

Dynamic topography correction for GNSS profiles

Seven TG stations on the Northern coast of Estonia (Figure 11) are used to
determine and eliminate DB from the HBM-EST HDM. These pressure
sensor equipped TG stations (see, e.g., Liibusk et al. 2013) are included
into the recently renovated national high-precise levelling network, whereas
their zero values coincide with the geoid surface (see Kollo and Ellmann
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Figure 11. An example of DT from HBM-EST HDM on 05.07.2017 at 14:00 UTC and locations of

the TG stations (denoted by red circles) used in the study. DT is given with respect to the
HBM-EST internal zero. The dashed black line depicts the Estonian border.
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Figure 12. An example of the HBM-EST model derived DT and the Dirhami and Narva-Joesuu
(cf. Figure 11) TG readings during the entire campaign. Note that for the sake of the
comparison, the 1D bias in HBM-EST heights (cf. Table 2, the second column) is removed.

Table 2. Statistics of discrepancies between the raw HDM and the TG control data at the
used TG stations (see Figures 11 and 12). Comparison is based on 84 hourly records (the
entire timespan of the campaign). Units in meters.

Average DB*

TG station BHS77/EH2000 Min** Max** StDev
Dirhami 0.369/0.127 -0.076 0.083 0.042
Paldiski 0.351/0.110 -0.086 0.099 0.041
Rohuneeme 0.370/0.128 -0.073 0.091 0.040
Pirita 0.395/0.158 -0.074 0.089 0.039
Loksa 0.339/0.108 -0.087 0.069 0.041
Kunda 0.337/0.121 -0.112 0.072 0.050
Narva-Joesuu 0.283/0.091 -0.161 0.088 0.059
StDev: 0.033/0.019

Notes:

*Average difference between HBM-EST model heights and TG station readings (TG readings are subtracted
**from HBM-EST heights).
After removal of the average difference (second column).

2019). Thus, the heights provided by the TGs truly represent the DT and
not the SSHA, cf. section ‘Interrelations between sea surface height, geoid
surface and mean sea level. The HBM-EST heights and the Dirhami and
Narva-Joesuu TG station (for their locations see Figure 11) readings are
visualized in Figure 12.

Examination of heights derived from the HBM-EST and the TG stations
shows somewhat reasonable comparison in that the DT phases appear
to be almost similar in many circumstances. Usually HDM tends to over-
estimate the DT local extremes at TG stations, which is also observed by
Izotova (2015). Nevertheless, there appears to be a height difference which
can be accounted for as a bias, cf. Table 2. Accordingly, the DT estimate
in this study consists of two components - HDM component (DTppy)
from HBM-EST (Figure 11) and TG derived bias removal term 1573, cf.
Eq. 11. Statistics of the discrepancies can be seen in Table 2 (hourly data
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from 02.07.2017 21:00 UTC to 06.07.2017 08:00 UTC is considered - the
entire timespan of the campaign).

Note that Min, Max and StDev values presented in Table 2 are the same
for both height systems. The StDev estimates of average DB at TGs as of
1.9 and 3.3 cm were achieved for the height systems EH2000 and BHS77,
respectively. The updated EH2000 associated StDev indicates a better con-
sistency of the new height system. Also note that the differences between
the height systems in GNSS assessments are considered within DB due to
TG readings being already in corresponding height systems.

As seen from Table 2, the DB at different TG stations is not a constant.
Hence, the model DT needs to be corrected by accounting for along-route
variable DB. The three methods tested to remove DB from HDM data are
as follows:

1. Average bias correction (ISBTGQ) involving all (n =7) the (equally-
weighted) TGs:

I/D\BTGa((P,‘a Ai) =
_ DB(¢y,21); + ... + DB(¢r,_1. Am—1); + DB(¢1. Am); + ... + DB(,,. An);
n

(14)

2. Weighted bias correction (I/DETGW), where the two closest TGs are
double weighted (n = 7) - as explained in section ‘Using hydrodynamic
model and tide gauges to determine offshore dynamic topography”:

DBru(@; 4i) =
_ DB(¢y,21); + ... + 2xDB(@y, 1, Am—1); + 2¥DB(®p, Am); + ... + DB(@,, 4,);
n—+2

(15)

3. Closest bias correction (BETGC), where only the two closest TGs are
involved (n = 2):

_ DB(¢y 1 Am-1); + DB(@y, ),
BBre(p, 7s) = 222 ”"1)2 (o #m) (16)

In addition, DT is also linearly east-westwards (i.e, a function
of longitude) interpolated (DTpy,,) from the TG station readings directly
(i.e., without HDM). Differently calculated DT estimates are visualized
in Figure 13 and all methods are compared in Table 3. Note that colors
in the table represent respective curves of DT in Figure 13.

Note that N in Table 3 refers to the EST-GEOID2017 model; when using
the other geoid models, the statistics appeared to be slightly worse. As seen
from Table 3, the supplementary TG-based bias correction (either ISYBTG“,



154 (%) S.VARBLA ET AL

0.6

o
[

<
i

) \
A @ 3
\ \

02/07/2017 20:00 03/07/2017 20:00 04/07/2017 20:00 05/07/2017 20:00
Measurement time UTC

Dynamic topography [m]

DTgnss —DTypm —DTinter

——DTupm — D\BTGa ——DTupm — DT;TGW ——DTupm — D\BTGC

Figure 13. GNSS derived DT (DTgnss) compared to differently calculated DT estimates (with
respect to the geoid) along the entire surveying route. HDM (black line) denotes unaltered
HBM-EST model that is lowered by 0.154m for the sake of visual comparison (average differ-
ence from comparison with DTgyss). Vertical straight lines denote meridians of the along-route
TG locations, where input TG stations (and thus corresponding DB value) change in equations,
cf. Eq. 15 or 16. The black arrows denote some extreme discrepancies in DT (DTypy — DBrg)
due to the DB change in DB, calculation.

Table 3. Discrepancies between the GNSS derived DT (in parentheses; DTgnss in Figure 13)
and differently calculated DT estimates (cf. Figure 13). 18425 GNSS heights are considered in
the comparisons. Units in meters.

Estimated discrepancies D (cf. Eq. 7) Amplitude™* StDev*
(iSSH — C—Nsgr—geoip2017)— DThom 0.210 0.043
(iSSH — C—Nest—ceoip2017)— DTinter 0.189 0.030
(iSSH — C—Nesr—geo2017) — (DTwom — DB 1a) 0.195 0.029
(iSSH — C—Nest—coip2017) — (DTrom —ng TGw) 0.187 0.028
(iSSH — C—Nest—geoim2017) — (DThom — DB 1) 0.170 0.029

Notes: iSSH refers to the best resulting shipborne GNSS height profile (for details, see Varbla 2019); C denotes
fuel consumption and squat corrections; DTypy, refers to the HBM-EST model. The preferred data-set is marked
in bold font.

“of discrepancy (D) values, which are calculated at every time-instant (18425 instances in total).

@TGW or DETGC method) has a significant impact on the HDM data
as any method out of three improves the results (in terms of standard
deviation, see Table 3). Good results are also obtained from linear
one-coordinate interpolation (DTpu,, from TG stations readings). This can
be interpreted as a coincidence, as the coastline must stretch either along
parallels or meridians for this method to be usable (the current study area
is well aligned along the parallels). Thus, it can be utilized rarely. The
DB1g. correction method is not preferred, as it leaves sudden height gaps
(due to the DB change in Eq. 16 whilst moving along the route) in the DT
data. These may reach several cm (e.g., Figure 13 at 03.07 02:01 or 03.07
16:15, marked by arrows) and even up to 3.6cm at most. Since such
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discontinuity is physically unrealistic from the methodological point of
view, the optimum (in terms of seamlessness) correction method for HDM
can be considered ISYSTGW. The method performs slightly better than
DB, yet minimizes height gaps in DT data, which in the current exer-
cise exceed rarely 5mm, being 8 mm at most. The ISYSTGW (as well as
ISYSTGQ, but only over a limited area) method is universal and can be used
almost everywhere.

Accounting for vessel related corrections

In addition to the vessel’s attitude, the squat and static draft effects, which
cause a vessel to sail deeper (or higher in the case of static draft) than its
nominal draft, must be considered. Squat is a function of water depth,
vessel’s velocity and its dimensions; it occurs due to a forward motion
of a vessel. Squat values can be calculated with a software or obtained
manually from a vessel specific squat table - see, e.g., a book by Barrass
(2004). Static draft is the linear vertical motion of a vessel, e.g., due to
continuous fuel consumption, the vessel would rise upwards.

Tape measurements (between the railing and sea surface) were conducted
before and after the experiment (in the harbor). Due to fuel consumption, the
railings height had risen approximately 6cm by the end of the survey. This
value is considered as a total fuel consumption correction F. The corresponding
correction F; at time-instance i is obtained by assuming a linear increase along
the entire route (as the vessel was moving at an almost constant speed):

F
Fi=F;, +; (17)

where n is the total amount of GNSS measurement time instants between
the first and last measurements. At the initial time moment, F; equals 0
and by the end of the route F, reaches the maximum (6 cm).

Squat correction was almost a constant, as the vessel was moving with a
constant speed, and generally in deep waters. For a short time, the vessel
decelerated before taking sharp turns at beginnings and endings of transit
routes and accelerated after. However, change in squat effect during turns
is eliminated by median in the low-pass filter (as discussed previously).

Differences between geoid models and GNSS profiles

All three geoid models were compared to the best resulting shipborne
GNSS height profile (with corrections); all were treated in a similar manner
as displayed in Table 3, i.e., the DT correction is derived as DTypy —
I%TGW. As seen in Figure 14 (see also Figure 15 for reference), the internal
accuracy of the GNSS profile at route intersections is generally rather good
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Figure 15. Letter-denoted intersections of the GNSS surveying route.

(average difference at route intersections is 2.7cm and StDev 2.2cm).
There seems to be no correlation between the time spans and discrepancies
at the intersections. For instance, a good 5mm agreement is achieved
at the G intersection after a 39.3h revisit, whereas the I intersection yields
a rather large 85 mm discrepancy only after a 4.6 h revisit. Problematic areas
(with differences exceeding 4 cm) appear to be far from the coast (note that
without the furthermost intersections H and I, the average reduces to 1.9cm
and StDev to 1.2cm). Such large differences are caused by insufficient DT
data, but errors in GNSS raw data are also probable. It is likely that the
results far from the coast would improve if Finnish TGs on the opposite
coast of the Gulf of Finland were also included in the joint DT estimation.
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Table 4. Statistics of differences between the best GNSS profile and geoid models. 18425 pro-
file points are considered in the comparisons. Profile heights have been subtracted from the
geoid model heights. Deviations along the entire route are visualized in Figure 16. Units
in meters.

Geoid model Corrections™ Avg** Min** Max** StDev
NKG2015 No —0.458 —0.590 —0.299 0.065
Yes 0.029 —0.134 0.095 0.034
EST-GEOID2011 No —0.226 —0.385 —0.077 0.067
Yes 0.033 —0.118 0.124 0.040
EST-GEOID2017 No —0.483 —0.604 —0.327 0.065
Yes 0.005 —0.128 0.059 0.028

Notes: Best results are highlighted in bold text.

“Marks the use of DT (DTapy — DBrgy), fuel consumption and squat corrections. StDev values (sixth column) of

_the uncorrected profile are marked red and corrected blue.

““After removal of R (see Egs. 6 and 7 in section ‘Utilizing shipborne GNSS profiles for geoid
model assessment’).

Statistics of the GNSS profile compared to the geoid models are pre-
sented in Table 4. According to the results, the best agreement was
reached with the EST-GEOID2017 model, with a generalized accuracy of
approximately 2.8cm (in terms of standard deviation). However, as
Figure 13 and Table 3 suggest, the actual accuracy of the model is likely
to be higher, as a portion of error is caused by approximate DT correc-
tion. Notice also in Figure 14 how the GNSS measurements converge
around the EST-GEOID2017, as opposed to the NKG2015 geoid model,
which appears to possess an offset with respect to the GNSS results. This
better agreement is a clear indicator of EST-GEOID2017 modelling
improvements.

As seen from Table 4, the DT and vessel related corrections have an
utmost importance to the assessments. Without these, the results have no
significant meaning. Accordingly, the standard deviation estimates are
almost the same for all three geoid model assessments (see values denoted
by red color).

Comparisons between geoid models and the corrected GNSS profile
on the other hand show a good agreement all over the southern side of
the Gulf of Finland, e.g., compare Figure 16a or 16b to Figure 16c.
Largest improvements appear near Vaindloo island and in the Narva
Bay (for location reference see Figure 5) - in areas with the largest
geoid model changes due to Sektori2017 gravimetric data. As expected,
improvements are larger farther from the coast than those near the
coast (Figure 16).

The detected differences reveal problematic geoid and/or HDM model-
ling areas. It appears that between longitude 26° and 27° and around
the island of Naissaar (for location reference see Figure 5), the deviation
is systematic (mainly one-signed) in EST-GEOID2017 surface (Figure 16¢).
Such information should be considered in the following geoid modelling
exercises or improvements of HDMs.
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Figure 16. NKG2015 (a), EST-GEOID2011 (b) and EST-GEOID2017 (c) deviations from the GNSS

profile (cf. Eq. 7). All models are compared to the double low-pass filtered profile with
corrections from DT (DTypy — DBrgy,), fuel consumption and squat.

Concluding remarks

The current study has shown that shipborne GNSS profiles are a suitable
dataset to evaluate existing geoid models. Applications of appropriate
filtering methods to the GNSS data are essential to the assessment.
The double low-pass filtering method used in the current study has proven
to be suitable. Also, referring GNSS heights to the vessel’s center of mass
has a significant impact on the results, especially on rough sea measure-
ments. This method is an alternative to using IMU, especially considering
the lower price and wider availability of GNSS devices. Corrections from
DT, but also from fuel consumption and squat, have an utmost importance
to the assessment results. Special care should be devoted to the DB correc-
tion computation when using a HDM, as this is the likely source of errors.
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The computed shipborne GNSS profiles were used to validate three geoid
models in the Gulf of Finland, where newly acquired gravimetric data had
a significant impact on geoid modelling. According to the GNSS profiles,
the best fitting geoid model over the Gulf of Finland is EST-GEOID2017,
which incorporates Sektori2017 marine gravity data. Agreement of the
model is 2.8 cm in terms of standard deviation. The standard deviations of
NKG2015 and EST-GEOID2011 geoid models (both without the inclusion
of Sektori2017 data) are correspondingly 3.4cm and 4.0 cm.

Note that the marine GNSS datasets have a potential in providing com-
plementary constraints in problematic geoid modelling areas. In addition,
methods for GNSS profile-wise fitting (analogous to the usual point-wise
GNSS-levelling fitting over dry land) of gravimetric geoid models to the
actual height datum over marine areas is a promising venue for further
investigations. The shipborne GNSS profiles can be utilized in ways other
than the marine geoid model validation. This data can also complement
the processing of the marine gravity, e.g., accounting for the vertical accel-
eration, providing more rigorous marine gravity results. Also, the gravity
anomaly gridding methods/results can be assessed by these profiles. The
GNSS derived SSH enables further interdisciplinary cooperation with mar-
ine and oceanographic scientists for a better understanding of marine
dynamics and interpreting the results.
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ABSTRACT ARTICLE HISTORY
Marine and coastal applications require now more than ever accurate and expansive under- Received 27 November 2020
standing of the marine surface topography in the offshore domain, with the relationship of sea Revised 3 August 2021
surface heights and geoid (equipotential surface of the Earth) being the key components. This Accepted 12 September 2021
study demonstrates some of the under-utilised and unexplored marine applications of airborne KEYWORDS

laser scanning (ALS) with respect to geoid heights verification and validation, as well as Airborne laser scanner;
identification of surface waves properties. A synergistic methodology was developed that dynamic topography; geoid;
combines ALS measurements, hydrodynamic models and tide gauge records in conjunction hydrogeodesy; sea surface
with geoid models. Examination of the determined discrepancies with respect to the ALS- height; wavefield

derived sea surface heights reveals concealed characteristics of the geoid and dynamic

topography. A sea surface height accuracy of 1.7 cm in terms of standard deviation was

achieved using a high-resolution regional geoid model. Furthermore, ALS point cloud data

can be used to retrieve surface wavefield properties (waves heights, wavelengths and direc-

tions). In this study a direct method approach is presented. Such a deeper insight into the wave

dynamics plays an enormous contribution in the understanding and quantification of coastal

processes (erosion and sediment transport), as well as validation and calibration of wave

models and relevant sensors.

Introduction specification and quantification of oceanographic pro-
cesses (e.g., sea level rise). Currently, many countries
(e.g., Canada - Véronneau & Huang, 2016; USA - Li
et al., 2016; National Geodetic Survey [NGS], 2013; the
Baltic Sea region - Agren et al., 2016; Ellmann et al.,
2020) have implemented a gravity-based height refer-
ence datum, where instead of laborious geodetic level-
ling the redefinition of the national vertical datum is
realised through geoid modelling. Such a high-
resolution geoid model enables measurements of ele-
vations and depths using existing and emerging global
navigation satellite system (GNSS) technologies. We
emphasise that these advances are of importance for
the utilisation of ALS and its contribution to interdis-
ciplinary research (hydrography, oceanography, geo-
desy, geophysics, climate research, etc.). Thus, the
advances made in ALS technology and geoid model-
ling signify a necessity for a re-examination of the
performance and utilisation of ALS, which may poten-
tially be superior to other methods.

SSH and DT are usually captured by in-situ (GNSS,
wave and tide gauges, e.g., Penna et al.,, 2018; Varbla
et al., 2020b; Xu et al., 2016), remote sensing (satellite
altimetry, e.g., Archer et al., 2020; Gémez-Enri et al.,
2019; Vu et al,, 2018) and hydrodynamic models (e.g.,
Liu & Huang, 2020; Madsen et al., 2019; Slobbe et al.,
2013). Whilst most of these techniques represent SSH

Although airborne laser scanning (ALS) is conven-
tionally used for dry land topography mapping, it
has potentially similar capabilities to provide accurate
heights of liquid surfaces (e.g., Gruno et al., 2013;
Zlinszky et al., 2014). Unfortunately, ALS’ full abilities
for determining sea surface heights (SSH) and
dynamic topography (DT) have so far been under-
utilised and unexplored (except for a few studies,
e.g., Varbla et al., 2020a; Vrbancich et al., 2011). This
has been partly influenced by the capital-intensive cost
of performing ALS surveys (due to fully integrated
hardware and aircraft requirements, e.g., Brock et al,,
2002), as well as due to insufficient knowledge on the
marine geoid. The recent introduction of less costly
commercial portable ALS systems may complement
the increasing demand for accurate (as good as 5 cm)
and reliable SSH estimates from coastal and marine
applications (e.g., engineering, navigation, research,
climate change).

DT is defined as the SSH deviation from the marine
geoid (i.e., DT = SSH - geoid) and represents one of
the most useful parameters in terms of marine
dynamics. Thus, knowledge of the marine geoid (i.e.,
the shape of the ocean surface under the influence of
the gravity and rotation of the Earth alone) enables
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and DT adequately, they often suffer from temporal
and spatial resolution deficiencies, accuracy uncertain-
ties and most importantly — undisclosed and over-
looked variations in their vertical reference datums.
For instance, satellite altimetry has coarse spatial and
low temporal resolution (orbital cycles of satellite mis-
sions vary between 10-35 days). On approaching
coastal areas, the satellite altimetry accuracy deterio-
rates due to approximations in atmospheric, sea state
and geophysical corrections, as well as waveform dis-
tortions caused by coastal inhomogeneities (e.g.,
Cipollini et al., 2017; Vignudelli et al., 2019). Whilst
modern tide gauges provide good (centimetre-level)
accuracy with high temporal resolution (up to sec-
onds), they are restricted spatially to the land bounded
coastal locations. Contrarily, hydrodynamic models
(HDMs) can derive DT with high spatial and temporal
resolution. A major flaw of HDMs, however, is their
unknown accuracy due to modelling set-up and asso-
ciated errors (e.g., boundary conditions, forcings,
parameterisations, etc.) and more so due to their arbi-
trary vertical reference datums (e.g., Jahanmard et al.,
2021; Slobbe et al., 2013; Varbla et al., 2020a).

Instead, ALS systems are capable of high spatial
resolution SSH monitoring for large areas within
a short time frame. Accuracy of an aircraft mounted
LiDAR (light detection and ranging) device that emits
laser pulses and registers reflections from a land sur-
face is usually estimated to be 5-15 cm (e.g., Huising &
Gomes Pereira, 1998; Van der Sande et al., 2010). Less
reflective liquid surfaces (e.g., Hofle et al., 2009; Huang
et al,, 2012) are registered with a similar accuracy
(Cocard et al.,, 2002; Gruno et al,, 2013; Julge et al,
2014; Zlinszky et al., 2014) within near-nadir data
corridor. The resulting vertical ranges are used to
generate along-route 3D point clouds as opposed to
SSH profiles provided by other methods (e.g., ship-
borne GNSS or satellite altimetry).

The ALS-measured instantaneous SSH can be used
indirectly to derive many other datasets. For instance,
geoid heights can be reckoned from SSH if DT is
known from other sources. Such information is
invaluable for the validation of marine geoid models,
as conventional precise GNSS-levelling control points
cannot be established offshore. This is especially
important considering that accurate geoid models are
needed to improve coastal mean DT estimates
(Huang, 2017) and detect significant mean DT signals
on smaller spatial scales that cannot be identified by
utilising, e.g., global geopotential models (IdZzanovi¢
et al., 2017).

Exploiting the advantages of different aforemen-
tioned techniques, this study demonstrates a method
that combines oceanographic and geodetic approach
to determine DT. The tide gauge derived DT is used to
validate the HDM embedded DT and estimate the
dynamic bias between the HDM and a vertical
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datum (see also Jahanmard et al., 2021; Varbla et al,,
2020a, 2020b). Thus, the employed methodology
allows not only the validation of geoid models, but
also the determination of accurate DT and deficiencies
in HDMs.

Besides the SSH low-frequency component (geoid
and DT), LiDAR also allows the detection of smaller
scale marine processes, e.g., surface waves. This has
previously been conducted using a fast Fourier trans-
form to obtain the wave number spectrum (e.g.,
Huang et al., 2012; Hwang et al., 2000) and by direct
mapping of the sea surface (Vrbancich et al., 2011).
Another direct method to determine sea surface geo-
metry was hinted by Varbla et al. (2020a). Given the
vast amount of 3D point cloud data a deeper explora-
tion in terms of methodology and re-analysis is now
performed. Such quantification of surface waves prop-
erties contributes vitally to the understanding of the
coastal processes (e.g., erosion and sediment trans-
port), sea state and extreme events, as well as for the
validation of wave models. Currently, many coastal
and marine applications still rely on wave data from
discrete locations (e.g., wave gauges) that do not reflect
the extensive wave dynamics (e.g., waves refraction,
coupling, breaking). Thus, a practical case study is
conducted to illustrate applicability of the developed
method and the obtainable wavefield properties.

This paper thus examines some of the under-
utilised and unexplored applications of using portable
ALS systems: (i) accurate determination of the low-
frequency component of instantaneous SSH that can
be used for the validation of geoid models and exam-
ination of deficiencies in HDMs, and (ii) investigation
of the high-frequency component to quantify the
properties of surface waves.

ALS measurements and synergy with
hydrodynamic and geoid models

Background theory

The ALS measured SSH (SSHays) plays a crucial role
in the geoid modelling result verifications, as well as in
the HDM derived DT (DTypy) evaluation with
respect to a geoid model. The resulting discrepancies
provide useful clues on the performance of HDMs and
geoid signals/models in both spatial (for identifying
problematic locations) and temporal (not dealt within
the scope of this study) contexts. The HDMs, however,
may possess a bias relative to a geodetic reference
system (Jahanmard et al.,, 2021; Varbla et al., 2020a,
2020b). This dynamic bias has a low-frequency com-
ponent that changes temporally and spatially
(Lagemaa et al., 2011). The dynamic bias values

DB(9/,A) = DTupw (9, 1)
— DTr6(9!%,A[¢) 1)

1
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Figure 1. Derivation of the ALS-based geoidal height Ny;s. Notice that the depicted dynamic bias is negative (cf. Equation 1).

can be estimated at the locations of tide gauge stations
with coordinates ((piTG, )t,.T ), where DTy denotes tide
gauge obtained DT and i time-instance of an ALS

measurement. Due to its low-frequency nature, the
dynamic bias at other locations (¢;, A;) can be assumed
equal (within limited spatial domain) to the one at tide
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Figure 2. 10.05.2018 ALS campaign (numbers 1-7 signify the sequence of flight routes). Dotted isolines depict the NKG2015 geoid
model (units in meters), whereby the bottom colour bar shows its discrepancies with respect to the ALS-based geoidal heights
(see also Figure 3(f); the used HDM is HBM-EST). Coloured background shows uncorrected HBM-EST embedded DT (see the top
colour bar) at 09:00 UTC. Red circles denote the employed tide gauges. The black and red arrows depict waves (height 0.7 m) and
wind (speed 10.7 m/s) directions according to Suomenlahti aaltopoiju wave station and Kalbadagrund meteorological station,
respectively (during the 6™ profile measurements at 09:30 UTC). Dashed lines depict the country borders.



gauge or estimated using, e.g., linear interpolation.
The bias (DB) eliminated DT estimates combined
with the SSHyys provide then the marine geoid heights
(Nags; cf. Figure 1) as

Nars(9, 1) = SSHars(9;, A1)
— [DTupm (9, Ai) — DB(9;,4)]. (2)
An intercomparison between Ny4ys and geoid mod-
els (Nppder) can now reveal abnormalities that may
occur due to underestimated hydrodynamical pro-

cesses in HDMs and/or geoid model errors as

D(g, 1)

where D is the discrepancy. As the marine geoid is
usually only roughly known compared to on land
(where precise GNSS-levelling control points are
available and used for fitting gravimetric geoid models

= Niytodet(9, 1) — Nars(9, A), (3)
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to the national vertical datum), the method allows
identification of areas where further exploration may
be required.

ALS survey and data processing

A marine ALS survey was performed on 10.05.2018 in
the Gulf of Finland (at the eastern section of the Baltic
Sea located in the Northern Europe; Figure 2) within
the frames of routine mapping of offshore islands. The
Estonian Land Board’s survey plane Cessna Grand
Caravan 208B mounted RIEGL VQ-1560i LiDAR
Scanning System (operating at wavelength 1064 nm
and pulse repetition rate 1 MHz) was employed. An
operational flight altitude of around 1200 m yielded
the width of the SSH data corridor ca 1000-1200 m
and LiDAR footprint diameter 0.3 m, which is smaller
than in most previous studies (e.g., Hwang et al,
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Figure 3. Profile comparisons between (a) raw (uncorrected) HDM embedded DTupm(¢;,A;) and the estimated bias values

DB(;, ), (b)

corrected HDM data (Equation 2, the term within the square brackets), (c, d) EST-GEOID2017 and (e, f) NKG2015

validation results (Equation 3), whereas legends show the correspondingly applied DT corrections (no correction means that
Nais = SSHas in Equation 3). All comparisons consider 2875 data points; time is in UTC on 10.05.2018 (horizontal axes). Average
and standard deviations of discrepancies are denoted by u and g, respectively.
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2000). The ALS measurements were acquired with
a total flight time of approximately 1.2 hours that
comprised of seven separate profiles (Figure 2).

The airborne GNSS and inertial measurement unit
datasets were utilised for flight trajectory calculations
with respect to the nearby Estonian national GNSS
reference stations (Metsar et al., 2018). The RIEGL
RiProcess software and standard workflow (e.g.,
Gruno et al., 2013) were used to compute 3D coordi-
nated point clouds that depict instantaneous SSH
(with respect to the reference ellipsoid GRS-80). This
massive point cloud dataset was further processed to
obtain the low- and high-frequency (see Section “ALS-
derived properties of surface waves”) SSH compo-
nents. Although data quality is generally uniform,
a systematic upward curve in data corridor edges
(effect subsides generally inwards 300-400 m from
an edge) was detected (Varbla, 2019). A likely cause
is the scanner scale error (e.g., Kumari et al., 2011). To
avoid error propagation to the results only the mid-
corridor ALS data (50 m across-track from the nadir
position to each side) was considered in the low-
frequency SSH signal determination computations.

To determine the low-frequency component of the
ALS-based SSH a 2D moving average low-pass filter
was employed (method denoted as M1). The
1116 x 100 m (along- and across-track directions,
respectively) filtering window length was defined to
match the regional geoid models’ spatial resolution
(0.01 x 0.02 arc-deg), whereby the filtering step (i.e.,
the distance between filtering windows centres; the
windows overlap) was set 62 m (corresponding to
aircraft’s average speed m/s). Filter windows are
centred at the plane’s nadir and oriented along the
trajectory. The processing resulted in 62 m resolution
along-nadir height profiles (SSHas), as well as stan-
dard deviation values and point cloud densities within
the filter windows (the total length of profiles is
184.4 km). The corresponding average point cloud
density is 6.2 p/m” (for the centre 100 m of the SSH
data corridor, i.e., near-nadir point cloud density). If
the 1000 m wide SSH data corridor is examined
instead, the average point cloud density decreases to
2.9 p/m’. This suggests that the pulse energy is
reflected away from the LiDAR sensor more often at
the SSH data corridor edges. Contrastingly, the
expected point cloud density over dry land with the
used scanning system is 9.0 p/m” when using the same
survey parameters.

Dynamic topography data

The utilisation of a HDM plays an imperative role in
determining and comparing the offshore DT during
the ALS survey. Two regional HDM models, HBM-
EST (Estonian implementation of the HIROMB-
BOOS model; http://emis.msi.ttu.ee/download/) and

assimilated NEMO-Nordic, were employed. Both con-
tain hourly DT data, whereby their spatial resolutions
are 0.5 and 1.0 nautical miles, respectively (for details
see Hordoir et al., 2019; Lagemaa, 2012). Three nearby
Estonian and two Finnish tide gauges (cf. Figure 2)
were used to validate the HDMs and estimate dynamic
bias between these and the EVRS (European Vertical
Reference System) based Estonian national vertical
datum EH2000. The Estonian tide gauges are pressure
sensor equipped (Liibusk et al., 2013) and rigorously
connected into recently renovated national high-
precise levelling network, whereby their zero values
coincide with the geoid surface (Kollo & Ellmann,
2019). The tide gauge-derived DT is thus also referred
to the geoid model. To make the Finnish tide gauge
readings compatible a height conversion has been
applied similarly to Kollo and Ellmann (2019).

Linear interpolation was used to grid (retaining
the original HDM resolution) the dynamic bias esti-
mates (Equation 1) over the study area (results are
shown in Figure 3(a)). ALS-determined geometric
marine geoid heights Ny;g were then derived by
combining the dynamic bias eliminated DT estimates
(cf. Figure 3(b)) with the SSHurs (Equation 2). The
derived Nyrs profiles were compared to the ship-
borne GNSS determined geometric geoid heights
profiles presented in Varbla et al. (2020b). Note
that DT for both ALS and shipborne GNSS based
geoid heights profiles was estimated by using the
HBM-EST HDM. The comparisons at 13 intersec-
tions yielded a standard deviation estimate of 3.3 cm
and an average difference of 1.2 cm (the ALS profiles
being higher than the shipborne GNSS-based ones),
hence indicating good agreement and reinforcing
thus the validity of the ALS data quality (and vice
versa).

Comparisons with geoid models

Two regional high-resolution (both 0.01 x 0.02 arc-
deg, i.e., approximately 0.6 nautical miles) quasi-
geoid models EST-GEOID2017 (Ellmann et al,
2020) and NKG2015 (Agren et al., 2016) were vali-
dated and used to examine the HDM-derived DT by
employing the ALS-determined marine geoid
heights (Equation 3; note that over the marine
areas the quasigeoid coincides with the geoid). The
EST-GEOID2017 is widely used by the Estonian
surveying industry as the official national geoid
model for converting the GNSS derived ellipsoidal
heights into normal heights, whereas NKG2015 is
used in the North-Europe countries.
A comprehensive review of the models and compar-
isons between their surfaces are presented in Varbla
et al. (2020b). The ALS-based validations (by con-
sidering 2875 data points altogether) are shown in



Figure 3 sub-plots (¢, d) and (e, f) for EST-
GEOID2017 and NKG2015 (see also Figure 2),
respectively.

The applied methodology revealed several aspects
with respect to the different sources of data, with the
ALS results providing the only “true” in-situ source in
the offshore domain. Firstly, the validation accuracies
(in terms of standard deviation) are 1.7-1.8 cm and
3.9-4.1 cm for EST-GEOID2017 and NKG2015,
respectively (Figure 3 sub-plots d and f). This suggests
that an accuracy better than 5 cm can be achieved
from the developed method. The significantly better
performance of EST-GEOID2017 (by a factor of 2) is
largely due to the inclusion of new shipborne marine
gravity data in the southern half of the Gulf of Finland
(acquired during a marine gravity campaign in
July 2017) that are not considered in the NKG2015
computation (Varbla et al, 2020b). Roughly 1 dm
geoid modelling improvement can be detected (com-
pare Figure 3 sub-plots d and f at 08:50 UTC) in the
profile 2 region (cf. Figure 2) where a gravity data void
existed previously, thus emphasizing possibilities for
better marine geoid modelling. Such ALS analysis can
thus reveal poor performance areas of geoid models.

Secondly, the discrepancy comparisons of both
quasigeoid models reveal similar negative gradients
for profiles 1 and 3 towards shore and in the eastern
half of profile 4 (cf. Figure 2, 3(d,f)). EST-GEOID2017
assessment with GNSS-levelling control points by
Ellmann et al. (2020, Figure 8) supports this revelation
(a control point close to the beginning of profile 1
reveals a —0.8 cm discrepancy). This suggests aggravat-
ing impact of gravity data voids, as well as possible
errors in the near coast gravity data and that geoid
modelling can be further improved in the area.
However, note that besides geoid modelling errors,
such similar discrepancies between assessments may
also indicate problematic areas in the HDMs. Hence,
by utilising various geoid models more confident eva-
luations can be conducted.

Thirdly, the conducted assessments reveal the deficien-
cies of HDM. It is obvious from the dynamic bias differ-
ences (see Figure 3(a)) that different reference datums are
used for the HDMs’ compilation. The 3 dm dynamic bias
of NEMO is significantly larger than the one of HBM-EST.
Such a bias in offshore must be determined and removed
for practical applications. On the contrary, the dynamic
bias of NEMO appears to be less varying (significant
variations over such a relatively small study area suggest
HDM deficiencies) during the survey compared to HBM-
EST. The ALS-based validation standard deviation
improvements (e.g., 3.4 cm to 3.0 and 2.6 cm for HBM-
EST and NEMO, respectively) by considering raw HDM
data compared to no correction (i.e., Nars = SSHars in
Equation 3) could suggest that NEMO is capable of deriv-
ing sea surface dynamics more accurately (cf. Figure 3 sub-
plots c and e). However, a likely cause may also be in the
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models’ set-up differences. After bias removal (Figure 3(b))
the results are similar (Figure 3 sub-plots d and f). Whilst
some identified discrepancies could be due to the geoid
modelling, it would also be possible to identify HDM-
caused discrepancies with a repeat ALS survey. The dis-
crepancy variations between surveys could then reveal
problematic areas that may need a closer look in compila-
tion of future HDMs.

ALS-derived properties of surface waves

From the high-frequency component of raw ALS
point cloud data the sea surface waves can be identi-
fied. Quantification of their properties has been per-
formed using a 2D fast Fourier transform procedure
(e.g., Huang et al, 2012; Hwang et al., 2000) or
directly (Vrbancich et al., 2011). In this study
a new direct method was developed (denoted as
M2) to derive spatial distribution of surface waves
properties, which were validated with in-situ wave
gauge data (Figure 2). This method first involved
a reconstruction of the raw instantaneous SSH as
1 x 1 m resolution grids using an inverse distance
weighted interpolation (a procedure that also
reduces potential data noise). Secondly, wavelengths
defined as horizontal distances between wave crests
(defined as local maxima) were determined and con-
structed into 1 m resolution along-nadir profiles.
Thirdly, wave heights were estimated as differences
between along-nadir moving maximum and mini-
mum filters with a 1 m step. The filters’ length (&)
was defined as

5(?,’7&') = 2A((Pia/1i) +1+ ZA((P,'ML')’ (4)

where A denotes the wavelength of the surface
waves. The algorithm checks along-nadir SSH in
a forward and backward direction two wavelengths
each, but also considers that the wave crest or trough
may occur to be at the current location with coordi-
nates (¢, A) - this is denoted by the 1. The ¢ was
defined to be longer than the detected wavelengths
(determined in step two) to avoid unrealistically low
wave height estimates due to occasional overlapping
waves, which resulted in shorter wavelength esti-
mates as multiple wave crests were detected on
a single wave (i.e., if { was defined shorter, on such
occasions the determination of actual wave crests
and troughs may have been unattainable). Although
this also means that in other times multiple waves
are considered simultaneously (i.e., when wave-
lengths are estimated correctly), it is assumed that
there is no difference between the wave heights
within such a short distance (note that the approach
determines the highest wave within the filters’
length).
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Figure 4. ALS-derived (a) wavelengths and (b) heights of the surface waves. The scaled grey vectors depict (a) HBM-EST and (b)
NEMO HDMs embedded wind data (on 10.05.2018 at 09:00 UTC), whereas the scaled red arrows denote the actually measured
wind data. The offshore black arrows (non-scaled) show ALS-estimated surface wind waves directions. Dashed black line depicts

the Estonian marine border.

Finally, a moving average low-pass filter was
applied to generalise the results (e.g., to filter out the
estimated shorter wavelengths due to occasional over-
lapping waves). After removing outliers, a discrete
sum of absolute differences function between filtered
and reconstructed (step three) signals was first com-
piled for each profile separately. Maximum test filter
length was always set to 2000 m (arbitrary estimate
that was determined suitable during the compilation
of the filter). Based on the sum of absolute differences
function a new function was next compiled by using
a three-point centred moving standard deviation. The
final filter length was then defined as a value where the
new function values reached first time 1/3 of its mean
standard deviation. Such filtering resulted in reason-
ably smoothed wavelength and height profiles without
changing the general trends (filter lengths were gen-
erally within 150-250 m). The computed wavelengths
and heights are shown in Figure 4. High correlation
(r = 0.948) between M1-derived standard deviation

values and M2-derived wave heights reinforces the
assumption of properly reconstructed instanta-
neous SSH.

During the ALS survey the majority of sea wave-
lengths varied between 5.9-10.2 m and heights 0.14-
0.55 m (Figure 4), whereby higher waves were
observed mostly in the NW section of the study area
(profiles 5-7; cf. Figure 2). The general trend of these
higher wave heights agrees well with the wave buoy
(Suomenlahti aaltopoiju) data of 0.7 m (cf. Figure 2).
The 1 x 1 m data grids allowed also to estimate surface
wind waves directions (not obtainable from wave
gauges). Good agreement with the HDMs-embedded
wind directions can be seen in Figure 4, whereas slight
differences are expected due to the narrow shape of the
Gulf of Finland (Pettersson et al., 2010). Notice that
the HBM-EST-embedded wind data (Figure 4(a))
agrees better with both the meteorological stations
measured wind and ALS-estimated waves directions
than the NEMO model data (Figure 4(b)). As
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Figure 5. A 1 X 1 m resolution instantaneous SSH grid (centre section of profile 1, cf. Figure 2) and profiles of surface wind waves
and swells (ALS measured signal is the spectral and directional sum of these). Note the two dominating cardinal directions: SE-NW
for the swells and E-W for the higher frequency surface wind waves.

expected, Figure 4 also shows waves magnitude depen-
dency on wind speed. Correlation coefficients between
ALS-derived wave heights and HDM-embedded wind
speeds from HBM-EST and NEMO are 0.846 and
0.795, respectively. Wavelengths, however, are not so
well correlated with the HDMs-embedded wind
speeds. The respective correlation coeflicients are
0.647 and 0.584.

In addition to the wind-generated surface waves the
ALS measurements also detected lower frequency
swells on the background (Figure 5). A standard
MATLAB signal processing low-pass filter was
employed to extract the swells features from the ALS-
measured sea surface (surface wind waves in Figure 5
were derived by subtracting the determined swell sig-
nal from the ALS measured combined signal). The
filter’s sampling frequency of 62 Hz was defined
according to the average speed of the aircraft (62 m/
s) and the resolution of the used grids (1 x 1 m). As the
ALS measurements result essentially in a snapshot of
the sea surface, it is assumed that the used sampling

frequency is constant in every direction with respect to
the trajectory of the aircraft (i.e., the angle between the
trajectory and the examined sea surface profile). It was
then determined that a passband frequency of 0.5 Hz
allows estimation of realistic swells features (this value
roughly corresponds also to the estimated average
wavelength of swells divided by the average speed of
the aircraft). The derived wavelengths of swells agree
well (within a few metres) with those measured
directly from the computed grids. Also, notice good
countability of swell crests (along the profile) from
both the 3D sea surface model and the 2D graph in
Figure 5. Wavelengths of the detected swells are gen-
erally 30-40 m with wave heights of 0.05-0.12 m.
The ALS measurements indicate a rather calm
sea, whereby the sea surface was notably smooth in
the eastern study area with wave heights mostly
around or below 2 dm (Figure 4(b)). Earlier studies
(Huang et al., 2012; Julge et al, 2014; Magalhaes
et al.,, 2013; Zlinszky et al, 2014) indicate that such
a smooth sea surface degrades the acquired ALS data
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in comparison to marine measurements with a more
disturbed sea surface and causes significant amount
of laser pulses to reflect away from the LiDAR
sensor even in the near-nadir zone. According to
Julge et al. (2014) sea surface with waves lower
than 3-4 dm may already cause significant drop in
the ALS data quality and density. The current
experiment, however, demonstrates no such relation
between the sea state and backscattering (i.e., corre-
lation coefficient between MI-derived near-nadir
point cloud densities and M2-derived wave heights
is 0.256). Interestingly, the average near-nadir point
cloud density with wave heights below 2 dm is 6.4
p/m?, which is slightly more than the overall average
of 6.2 p/m* for the whole experiment. Hence, high
quality data were acquired even with smooth sea
surface. Note that Julge et al. (2014), Magalhaes
et al. (2013), and Zlinszky et al. (2014) used the
previous generation Leica ALS50-II scanning sys-
tems. It is thus possible that the specific ALS system
used in the previous studies may have been the
reason for data quality degradation in smooth sea
surface conditions.

Discussion and summary

ALS offers a significant capability for instantaneous
and accurate SSH measurements especially in the oft-
shore domain, which introduces new possibilities for
interdisciplinary research. Validation of different mar-
ine models (e.g., geoid and hydrodynamic models)
and dynamics to identify problematic locations, as
well as high-resolution mapping of the wavefield prop-
erties can be conducted. For instance, accurate spatio-
temporal measurements of the wavefield (e.g., by com-
bining geometry information and wave periods) could
be used for the calibration of the wave radars and
buoys, sea state parameters and for the calibration
and validation of wave models. Given the climate
change effects on coastal areas (e.g., extreme events,
flooding, coastal erosion) the contribution of ALS is
expected to provide new insight and solutions. In
addition, simultaneous satellite-derived and ALS-
measured SSH and waves properties would allow to
assess the satellite data quality.

Remember also that the developed method of this
study has potential to reveal problematic areas and
naturally occurring phenomena that are poorly
described by the used HDM (i.e., discrepancies
between the actual and modelled DT manifest as
errors in the HDM-based DT). This can be done by
conducting repeat ALS surveys, which would reveal
both the reoccurring and time-variable discrepancies.
Note that the geoid is a comparatively static surface,
meaning that the reoccurring discrepancies likely
describe the geoid model errors. The DT, on the
other hand, varies in time. This suggests that the time-

variable discrepancies could be caused by errors in the
HDM that is used to describe the DT during the ALS
survey. As certain HDM processes can be over-/
under-estimated due to a particular model set-up,
the method provides means to identify and quantify
such problems. Hence, deeper examination is needed
for ALS’ utilisation for many other purposes besides
determining accurate SSH and surface waves.

Although ALS technology is still relatively expen-
sive compared to some alternative sensors, national
authorities are beginning to exploit ALS’ capabilities
more frequently. A beneficial practice for the research
community would hence be the distribution of ALS
data over marine areas. Yet currently ALS data is
discarded, or the ALS system is turned off entirely
over marine areas. The current study is a proof of
concept that the research value SSH data can be
acquired not only by specially designed ALS equip-
ment but also by using standard ALS mapping rou-
tines and portable equipment. For instance, a portable
ALS system could be mounted on aircrafts that are
used for environmental and marine monitoring, e.g.,
for oil spills detection that are nowadays conducted
regularly by various agencies. Potential future direc-
tion (e.g., for coastal monitoring) could also be
unmanned aerial vehicle mounted LiDAR devices
resulting in cheaper operational costs.
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Abstract: Tide gauge (TG) time series and GNSS measurements have become standard datasets for
various scientific and practical applications. However, the TG and geodetic networks in the Baltic Sea
region are deforming due to vertical land motion (VLM), the primary cause of which is the glacial
isostatic adjustment. Consequently, a correction for VLM, either obtained from a suitable VLM model
or by utilizing space-geodetic techniques, must be applied to ensure compatibility of various data
sources. It is common to consider the VLM rate relative to an arbitrary reference epoch, but this also
yields that the resulting datasets may not be directly comparable. The common height reference,
Baltic Sea Chart Datum 2000 (BSCD2000), has been initiated to facilitate the effective use of GNSS
methods for accurate navigation and offshore surveying. The BSCD2000 agrees with the current
national height realizations of the Baltic Sea countries. As TGs managed by national authorities
are rigorously connected to the national height systems, the TG data can also be used in a common
system. Hence, this contribution aims to review the treatment of TG time series for VLM and outline
potential error sources for utilizing TG data relative to a common reference. Similar consideration
is given for marine GNSS measurements that likewise require VLM correction for some marine
applications (such as validating marine geoid models). The described principles are illustrated by
analyzing and discussing numerical examples. These include investigations of TG time series and
validation of shipborne GNSS determined sea surface heights. The latter employs a high-resolution
geoid model and hydrodynamic model-based dynamic topography, which is linked to the height
reference using VLM corrected TG data. Validation of the presented VLM corrected marine GNSS
measurements yields a 1.7 cm standard deviation and —2.7 cm mean residual. The estimates are
1.9 cm and —10.2 cm, respectively, by neglecting VLM correction. The inclusion of VLM correction
thus demonstrates significant improvement toward data consistency. Although the focus is on the
Baltic Sea region, the principles described here are also applicable elsewhere.

Keywords: Baltic Sea; BSCD2000; geoid; glacial isostatic adjustment; GNSS; tide gauge; sea level;

vertical land motion

1. Introduction

Tide gauge (TG) time series has become a standard dataset for various scientific and
practical applications, whereby the sea level records refer to local solid Earth. The TG
records may thus contain both sea level (such as global sea level trend) and solid Earth (such
as vertical land motion—VLM) processes. Depending on the application, an independent
data source could be required to disentangle these processes in the TG time series. As one of
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the primary (scientific) applications of TG data is to study sea level and its variations [1-4],
a common approach is to estimate the VLM rate at a TG station, which is then removed
from a TG time series before further data utilization. It is essential to acknowledge here
that VLM can be separated into non-linear and linear motions.

Causes for non-linear VLM include, for example, earthquakes generated by plate
tectonics [5,6], groundwater pumping [7], and natural resources extraction [8]. These non-
linear motions typically have relatively short spatial scales, making them difficult to model
and consider. It would be impossible to obtain sufficient data without complementary
space-geodetic techniques. For instance, non-linear VLM can be estimated from global
navigation satellite system (GNSS) station time series [9-11] and interferometric synthetic
aperture radar (InSAR) analysis [7,12,13]. Due to the non-linearity of the VLM, however,
observed motions cannot be extrapolated to the past or future. In addition, while GNSS
stations generally provide reliable and high-accuracy data, it may be difficult to separate
the signal of non-linear VLM from data noise (e.g., caused by antenna-related errors or
site-dependent effects, such as snow on the antenna radome). There is also currently a
partial lack of direct co-location between GNSS and TG stations, which may prevent the
utilization of GNSS velocities [9,14]. The impact of non-linear VLM on TG time series may
therefore remain unnoticed and is usually neglected.

Glacial isostatic adjustment (GIA) induced VLM is commonly expressed as a spatially
dependent linear trend (i.e., constant in time considering the proportionately short time
extent of TG time series) due to the long-lasting viscoelastic response of the Earth [15,16]. It
is also the primary cause of linear VLM. In addition to the aforementioned space-geodetic
techniques, linear VLM can also be estimated by combining TG data with satellite altimetry
records [9,17,18]. However, it is necessary to consider that the reliability of altimetry-
based results may degrade on approaching coastal areas because of waveform distortions
and approximations in atmospheric, sea state, and geophysical corrections [19,20]. Al-
ternatively, VLM rates may be obtained from GIA models [21,22] that generally provide
longer-wavelength information instead of localized VLM. Due to the flexural rigidity of the
lithosphere, the GIA process results mainly in a smooth deformation. The temporal long-
wavelength linear changes of the geoid [23] can also be derived from GIA modeling [16,22].
For applications that require TG-based sea dynamic topography (DT) determined relative
to the geoid [3,24,25], the geoid change may need to be removed from the geocentric VLM
estimates (e.g., determined by a space-geodetic technique).

The Fennoscandian Shield (including the whole Baltic Sea region) in Northern Europe
is an area of a relatively low temporal VLM variability [11]. The primary cause for VLM is
GIA [16,26,27], whereas the contribution from seasonal and nonseasonal velocity variability
to VLM is typically modest [11]. Furthermore, the estimated current GIA deceleration of
0.002 mm/ y2 can be considered negligible [28]. Several recent studies conducted in the
Baltic Sea region [29-32] have relatedly approximated VLM to be linear and employed only
the NKG2016LU model [22]. Similarly, non-linear VLM is neglected in this study, although
local non-linear VLM, such as subsidence, has been revealed at some TG stations [33].
NKG2016LU is a semi-empirical VLM model that combines geophysical GIA modeling
with geodetic observations, implying that the model may also describe other geophysical
processes. Tide gauge data have not been included in the model development, thus allowing
the use of the model as an independent source of VLM correction for the TG time series.

Although GNSS time series are often used to estimate VLM, for some applications,
the GNSS data itself may require consideration for VLM, too. It is a standard approach
that the coordinates of continuously operating reference stations (CORS) are fixed to a
defining epoch (t() of a national or global reference frame, which is usually in the middle of
a GNSS campaign used for a frame establishment or some round time-epoch (e.g., 2000.0).
The actual positions of the CORS at a different observation time () may differ from the
positions at the defining epoch (e.g., in elevation due to VLM). As a result, VLM-generated
coordinate differences will be introduced to a GNSS measurement at epoch t because a
determined height difference dh(t) (between measurement station and GNSS-CORS) is
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Altimetry determined sea
surface at t and f,

referred to a reference epoch fy. Such an approach facilitates consistency between height
reference and results of GNSS measurements. However, this only works for measurements
conducted on land. For GNSS-based measurements at sea [24,25], such a standard approach
may result in discrepancies because the sea level trends do not follow VLM directly (but
they do contain the GIA-induced geoid change). Consequently, an offset is introduced to
the marine GNSS measurements relative to a reference (Figure 1). Thus, offshore GNSS
measurements may require consideration for VLM occurring at land located GNSS-CORS
(and strictly also for the smaller geoid change at sea).

Nominal orbit for satellite altimetry at ¢ and ¢,

GNSS-CORS

Tide gauge

VLM(t—t,)

GNSS determined actual sea surface at t and f, BSCD2000

Erratically determined sea surface by neglecting VLM

Ellipsoid

Figure 1. Simplified (assuming that DT and geoid change are negligible) interrelations between VLM
(VLM is the uplift rate, as depicted) affected reference surfaces and stations. The solid lines denote
geometry at a reference epoch fy, whereas the dashed lines are geometry at a time of observation .
Note that BSCD2000 (brown line) coincides with the TG zero and geoid surface (also with sea surface
heights in the figure since DT is assumed negligible). Notice that the figure depicts satellite altimetry
unaffected by VLM, but in reality, altimetry records do contain GIA-induced geoid change (also refer
to Sections 3 and 4).

The common height reference, Baltic Sea Chart Datum 2000 (BSCD2000), has been
initiated to facilitate the effective use of GNSS methods for accurate navigation and offshore
surveying [34]. Tide gauges of the Baltic Sea region are rigorously connected to the national
height systems [33,35] that agree with BSCD2000, which implies that TG readings too,
refer to the BSCD2000 (i.e., the zeros of TGs coincide with the BSCD2000 at the reference
epoch, neglecting measurement errors in the leveling connections to the height network).
Due to the convention, the TG readings at epoch t are initially not transferred for VLM
to the epochs of the corresponding height systems (i.e., f). Therefore, this contribution
aims to review the treatment of the TG time series for VLM. Similarly, the necessity of
VLM correction application on marine GNSS measurements is discussed. The underlying
principles that allow consistent comparisons between various datasets relative to a common
reference and time-epoch (i.e., BSCD2000) are examined, and potential error sources are
described. Numerical examples are studied to illustrate the presented principles.

The outline of this paper is as follows. Considering the importance of VLM correction
for various TG-related applications, the treatment of TG data in the northern part of the
Baltic Sea region is reviewed in Section 2. Specifically, VLM affects the Estonian, Finnish,
and Swedish TGs most. The relation between TGs and the BSCD2000 is introduced. The
occasional necessity of VLM correction for marine GNSS measurements is explained next,
in Section 3. The paper continues with a discussion in Section 4 and ends with a summary
in Section 5.
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2. Treatment of Tide Gauge Time Series for Vertical Land Motion

Tide gauge stations measure sea level heights relative to the TG zero, which is usu-
ally connected to a nearby geodetic benchmark by geodetic precise leveling. These local
benchmarks are connected to the national height systems, sometimes as a part of the height
reference network, sometimes only with a sloppy connection [35,36]. Besides poor con-
nections, TG records may contain vertical datum shifts also due to, for example, natural
disasters, human errors, or insufficient maintenance and documentation [6,37]. Historically,
national height systems have been based on one or more TG determined mean sea level es-
timate(s). The mean sea level is not an equipotential surface due to semi-persistent external
forces that affect the mean DT variability (in both temporal and spatial domains). There
may thus be discrepancies also between various contemporary national height systems
due to different selections of TG stations and epochs for height system realizations [36,38].
For the same reason, there is also a possibility of a national height system distortion [39,40].
These reasons make it difficult to use (historic) TG data in a unified height system (i.e., rela-
tive to a common equipotential reference surface), especially over larger areas. A common
geodetic height system of high quality is required.

The corrections to a fixed vertical datum are often neglected. For instance, when TG
time series is used in oceanographic research, the focus is typically on trends and correla-
tions. Assuming that the VLM trend is linear, such a simplification allows determination of
the absolute sea level (ASL) relative to an arbitrary vertical datum:

ASL(@, A, t) = RSL(¢p, A, t,t9) + VLM(@, A)-(t — to), (1)

where RSL is the relative sea level measured by a TG and VLM represents the VLM
rate (estimated by a suitable method, cf. Introduction) at a TG location with geodetic
coordinates (¢, A). Note that f represents a TG observation epoch (decimal years) referring
to an arbitrary reference epoch fy. Depending on the application, VLM in Equation (1)
can be expressed relative to different reference surfaces: reference ellipsoid (geocentric
or absolute VLM—V LM_geocentric), geoid (leveled VLM—V LMjgy7), or mean sea level
(apparent VLM—V LMgpparent). These quantities can be related to each other as:

) = VLMieperea(@, 1) + GC(@, A) = VLMapparent((P//\) +GC(g,A) + SLT (¢, A) (2)

where GC represents geoid change (i.e., geoid rise in the Baltic Sea region) and SLT sea
level trend. Figure 2 visualizes the rate of V LMj,j.4 and geoid rise in the Baltic Sea region,
according to the NKG2016LU model [22].

2.1. Baltic Sea Chart Datum 2000

In the Baltic Sea region, European Vertical Reference System (EVRS) based national
height systems have been adopted, where heights are referred to the Normaal Amsterdams
Peil (NAP). In Estonia, Finland, and Sweden, the realizations are named as EH2000 [33,35],
N2000 [41] and RH 2000 [42,43], respectively (Table 1). Due to the strong influence of GIA,
all these realizations have employed the NKG2005LU VLM model [43,44] to reduce leveling
observations to the common reference epoch 2000.0 (refer to Figure 3a).

Table 1. National height systems, corresponding f; and the number of active TG stations (in 2021)
managed by national TG authorities (cf. Figure 2).

Country Height System ty Number of TG Stations Managing Authority

Estonia EH2000 2000.0 15 Estonian Environment Agency (EEA)

Finland N2000 2000.0 14 Finnish Meteorological Institute (FMI)

Sweden RH 2000 2000.0 54 Swedish Meteorological and Hydrological Institute (SMHI)
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Figure 2. Rate [unit: mm/year] of VLMjq in the Baltic Sea region according to the NKG2016LU
model [22]. The accompanying geoid rise (about an order of magnitude smaller than VLM) is shown
with dashed blue isolines. Blue circles denote active Estonian, Finnish, and Swedish TG stations
(in 2021) managed by national TG authorities. Magenta triangles show the locations of national
GNSS-CORS that also belong to the EUREF Permanent GNSS Network (in 2021). The three green
triangles denote Estonian GNSS-CORS employed for the marine GNSS profile computations.
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(a)

BSCD2000

RH 2000 N2000 EH2000

epoch 2000.0

Absolute sea level trend

—

BSCD2000

epoch 2000.0

TG measurements
in 2021

Figure 3. Simplified schematics of (a) reductions of leveling observations to a common uplift refer-
ence epoch 2000.0 (the three tilted lines symbolize different VLM rates at different locations) and
(b) application of VLM correction to the TG time series (for simplicity, the DT is assumed zero at
the time-epoch 2000.0). Note that the separation between BSCD2000 and absolute sea level trend
in (b) represents rising sea levels. The dashed lines and arrows denote historical data since the
beginning of measurements.

Consequently, these national height systems refer approximately to the same reference
level. The difference between N2000 and RH 2000 is a few millimeters [41,45], and the EH2000
reference level appears to be approximately 1 cm higher than those (according to offsets of
national height systems relative to EVRF2019 [46]; see also [35]). Such discrepancies can be
identified from the common pan-continental adjustment of national leveling networks [47].
However, as all height systems are affected by leveling errors over longer distances, also
EVRF2019, it is difficult to say how accurate these system difference estimates are.

Another convincing evidence for accurate knowledge about the national height sys-
tems is, for example, the NKG2015 quasigeoid model [48] (over marine areas, the geoid co-
incides with the quasigeoid, henceforth the shorter term will be used). From a 1-parameter
fit (i.e., by removing a vertical offset) to the GNSS-leveling points of the Northern Europe
countries, a standard deviation estimate of 2.85 cm was achieved for the model. It is also
important to note that the aforementioned height systems are considered static. No further
corrections are introduced post-realizations, even though the networks deform due to VLM.
The reference epoch for VLM is here 2000.0.

A similar effort has been initiated to adopt BSCD2000, a common NAP referred height
reference system with reference epoch 2000.0, for the Baltic Sea hydrographic surveying
and engineering, nautical charts and water level information [34,49]. Offshore, BSCD2000
will be realized through GNSS and high-resolution (0.01 x 0.02 arc-deg) geoid modeling,
while onshore, BSCD2000 will be compatible with the national height system realizations
of the Baltic Sea countries (e.g., EH2000, N2000, and RH 2000) and will coincide with
national geoid models to allow seamless height transitions (this will be achieved through
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the blending of the models, developed by different geoid computation centers [50]). For
this purpose, the Baltic Sea is being densely covered by ship- and airborne marine gravity
data [24,51-55] to allow high-accuracy marine geoid modeling. Note that since the provided
discussion is limited to the Estonian, Finnish, and Swedish height system realizations, an
interested reader is encouraged to read additional details concerning BSCD2000 and the
other Baltic Sea countries from [34,49,50].

Importantly, the described EVRS-based national height systems (EH2000, N2000, and
RH 2000), EVRS itself, and BSCD2000 use the zero-tide permanent tide concept [56]. How-
ever, the zero-tide concept is not preferred for oceanographic applications as it introduces a
latitude-dependent tilt to the sea level. The (normal) heights relative to BSCD2000 should
be thus converted to the mean-tide concept instead. According to the EVRS conventions
(cf. Section 5 of [57]), the correction for normal heights is:

Hypean—tide(9) = Hzero—tige(¢) — 0.09940 + 0.29541sin¢ + 0.00042sin @, 3)

where heights are given in meters, and ¢ is the geodetic latitude of a point of interest
(e.g., a TG station). Since BSCD2000 refers to the NAP level, it would be preferred that the
conversion is conducted relative to NAP, which is then kept fixed independently of the
permanent tide concept. This implies that the following correction should be used instead:

Hm(’ﬂﬂ*tidﬂ((p) = HzeroftidE((P) +0.29541 (SinZ(p - Sinz(PNAP) +0.00042 <5in4¢ - Sin4§0NAP)r (4)

where ¢y ap is the geodetic latitude of NAP (52°22/53” [58] in the European Terrestrial
Reference System 1989).

2.2. Tide Gauge Time Series in Relation to the Baltic Sea Chart Datum 2000

A principal component is that the TG stations are rigorously connected to the corre-
sponding national height systems EH2000, N2000, and RH 2000 via precise leveling [33,35].
In addition, regular re-leveling is conducted to verify the stability of TG stations. The deter-
mined discrepancies (e.g., due to localized subsidence) are documented and accounted for
in the TG time series. Similarly, the TGs are checked for zero drift. The data are adjusted
accordingly if TG zero has drifted from its initial position. Such an approach means that the
zero values of TGs should approximately coincide with the same equipotential reference
surface (i.e., the geoid) at the reference epoch of a height system (e.g., epoch 2000.0 for the
Baltic Sea region). This permits the expression of the contemporary TG readings directly
as DT relative to the geoid at the system reference epoch, which is primarily needed for
studying specific oceanographic processes. The TG determined sea levels are thus referred
to the national geoid models, as well as to the BSCD2000. However, it is essential to note
that for rigorous applications, these TG data should be checked for datum consistency (i.e.,
jumps in the data) by the data user, since the data provided by managing authorities may
not always be completely reliable.

Considering the above and assuming the VLM trend to be linear allows Equation (1)
to be modified as (note that the general formula of Equation (1) is still valid):

DTas (¢, A t) = DTrsL(@, At to) + VL Mieperea(@, A)-(t — to), ©®)

where DTgg is relative DT compiled by the VLM corrupted TG readings, whereas DT g1,
is the estimated absolute DT that reflects the actual sea level heights. Since the geoid at
the reference epoch ty is now chosen as a reference surface, VLM correction should also
be referred to the geoid (i.e., VLMjyye1eq is to be used). The geoid change should thus
not be included within the VLM correction for DT. Instead of an arbitrary epoch, the
system reference epoch ty is now used for calculating the VLM correction. On epoch t,
the VLM correction is zero (refer to Figure 3b). Table 1 lists ty for Estonian, Finnish, and
Swedish TG time series (i.e., 2000.0), whereby the accordingly reduced observations by
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Equation (5) (i.e., absolute DT) can be used consistently with the other Baltic Sea region
geodetic infrastructure.

Note that the relative DT time series can also be transformed to any arbitrary reference
epoch t4:

DTrsi(@, At ta) = DTrsp(@, At to) + VLMieperea(@, A)-(t4 — to), (6)

whereby the following modified Equation (5):

DTasp(¢, A t) = DTrsL(@, At ta) + VL Migperea (@, A)-(t —ta), @)

results in the same absolute DT as the initial Equation (5). Derived Equation (7) implies
no correct choice for a reference epoch as long as the VLM correction is applied consis-
tently. Such a consistent reference epoch allows practical use of the estimated absolute
DT. For example, if the objective is to study mean DT around the Baltic Sea, the result-
ing absolute mean DT estimates refer to the geoid, thus providing a basis to study and
quantify the occurring oceanographic processes (note that Equation (4) should also be
considered). Conversely, inconsistent use of reference epoch (e.g., terms DTrsy (¢, A, £, t)
and VLM,perea(@, A)-(t — t4) are employed together) would produce absolute mean DT
estimates that do not refer to the same equipotential reference surface, potentially ensuing
in misinterpretation of the results. In case a common reference epoch does not exist, it
should be established, but similar use of TG data in a common system also requires that
zero values of TGs refer to the same equipotential surface at an established reference epoch
(e.g., see [59] for a potential method to connect TG stations to a common system). On the
other hand, if the objective is to study sea level trends, adopting a common system may
not be beneficial (i.e., consistent use of reference epoch is not mandatory).

2.3. Numerical Examples

The hourly open access TG data from SMHI [60] and FMI [61] (cf. Table 1) are used
for presenting the TG time series from 1928 to 2021 for Ratan (Sweden) and Pietarsaari
and Hamina (Finland), respectively (refer to Figure 2 for the TG locations). Since FMI
currently provides open access TG data only from 1971, the Finnish TG time series are
complemented with monthly mean sea level data from the Permanent Service for Mean
Sea Level (PSMSL) [62,63] for the period 1928-1970 to examine the most extended common
period for all three TGs. Note that the Finnish PSMSL sea level data is also initially sourced
from FMI. These monthly mean sea levels were first converted to the N2000 height system
(i.e., to relative DT) from the initial PSMSL revised local reference (RLR) system:

DTgrsp(¢, At t0) = RLR(@, A, t) — Cpspsr + Hpm, ®)

where Cpgpysy is a PSMSL conversion factor associated with the selected TG station
(11.025 m and 7.800 m for Pietarsaari and Hamina, respectively) and Hpgy; represents
a local benchmark height in N2000 (correspondingly 4.487 m and 1.076 m).

For the sake of compatibility, the hourly SMHI, and FMI TG datasets were also
averaged to monthly means. The FMI-based and PSMSL-based relative DT for 1971-2019
(the PSMSL datasets end with 2019) were then compared for validation, yielding —0.3 mm
and 0.2 mm average discrepancies for Pietarsaari and Hamina TG time series, respectively.
Such minor discrepancies indicate a good datum consistency between the two datasets,
which are thus suitable for use together. The corresponding estimated standard deviation
values of differences are 3.7 mm and 4.2 mm due to a few outliers that appear as random
and would therefore not affect sea level trend estimations. Generally, the differences are
within £1 mm. Although the datums appear consistent in these examples, it is usually
recommended to use metric PSMSL data instead of revised local reference data, since the
latter may not always be reliably reduced to a common datum. The metric data is entered
into the PSMSL data repository precisely as obtained from the managing authorities. Thus,
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the user should check these data themselves for inconsistencies (i.e., jumps in the data)
before further data utilization.

The derived monthly averaged DT estimates (SMHI, FMI, and PSMSL obtained data)
were next converted from the zero-tide to the mean-tide concept according to Equation (4).
A linear trend was then fitted to the monthly averaged TG time series (FMI and PSMSL
data are considered together for Finnish TG stations) in the least-squares sense (similarly
to [32]) to approximate relative and absolute sea level trends. Importantly, the residuals of
monthly averaged DT estimates (after de-trending) are not representing a pure white noise
process due to the presence of time-correlated sea level variability (e.g., due to atmospheric
and geophysical signals [64]; the residuals are also not normally distributed). Moreover,
the sea level rise appears not to be a constant [28,31] (in this study;, it is simplified by a
linear trend). A more rigorous approach could hence be needed for a more reliable trend
estimation (e.g., see [65]). However, the primary aim here is to demonstrate the application
of VLM correction, which is a linear process.

The monthly averaged relative sea level (i.e., DTggy) time series for Ratan TG are pre-
sented in Figure 4a. As Ratan is near the epicenter of the Fennoscandian post-glacial uplift
(cf. Figure 2; VLMjepeleq = 9-5 mm/y and oy = 0.18 mm/y according to NKG2016LU),
a strong negative trend of —7.5 mm/y dominates. The absolute sea level (i.e., DTsg1)
was estimated by Equation (5), revealing an expected rising sea level trend of 2.0 mm/y
(Figure 4b). This estimate represents an average annual sea level rise over the examined
94 years. Due to sea level rise acceleration, the current rate estimate is higher (see also [32]).
From 1993 to the present, the absolute sea level trend rate was estimated at 4.4 mm/y
(Figure 4b), which is more than twice as fast. Yet, due to the shorter period (29 years), this
estimate may also contain interdecadal sea level variability (e.g., it has been suggested that
the length of TG time series should be at least 60 years for reliable evaluations [1,66]).

Note that all the sea level estimates are given in the Swedish height system RH 2000,
which coincides with the BSCD2000 (both using the mean-tide concept). Additionally,
notice that at the epoch 2000.0 (i.e., tp) the relative and absolute sea level estimates (0.264 m
according to the trend in Figure 4 sub-plots a and b) coincide. This coinciding value can
be considered a mean DT estimate at the Ratan TG in mean-tide BSCD2000 (epoch 2000.0)
over the period in question (from 1928 to 2021). However, the mean DT may also include
shorter-term (e.g., seasonal or annual) variations (depending on the temporal estimation
extent) that are excluded from the presented linear sea level trend. For instance, this is
indicated by the variation of monthly averaged DT in Figure 4.

An additional test was conducted where deliberate errors were introduced to the
results. The mistakes include (i) use of VLMgeocentric (10.2 mm/y at the Ratan TG station;
oyrm = 0.18 mm/y) instead of VLM],y1eq to estimate absolute sea levels from the monthly
averaged relative sea level time series and (ii) use of an arbitrarily selected epoch 1980.0
instead of epoch 2000.0 as a reference for the VLM correction. The (erroneous) results of
this test are shown in Figure 4c. First, it can be noticed that the estimated rising sea level
trend of 2.0 mm/y (Figure 4b) increases to 2.7 mm/y (over the examined 94 years) since
a significant geoid change signal is now included (notice in Figure 2 that Ratan is near
the epicenter of the geoid rise maximum). Such a trend overestimation resulting from the
wrong reference surface for the VLM correction (reference ellipsoid instead of geoid) can
lead to a severe misinterpretation of the climate-related sea level trend signal. The geoid
change signal prominent in the Baltic Sea region is primarily a result of GIA. Secondly,
due to the wrong choice of reference epoch, the mean DT estimate at epoch 2000.0 nearly
doubles from 0.264 m to 0.467 m. Such a significant increase in the estimate can result in a
misconception concerning the occurring oceanographic processes.

Similar to the Ratan TG, the Pietarsaari TG relative sea level time series presents a
strong negative trend (Figure 5a). On the other hand, notice how the estimated trend
for Hamina, which is the Finnish TG furthest from the uplift epicenter (cf. Figure 2;
VLMiepeled = 3.0 mm/y and oy = 0.18 mm/y), is —0.8 mm/y (Figure 6a). This suggests
that the sea level and solid Earth processes approximately compensate each other over
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the examined period. The absolute sea levels for Pietarsaari (VLM]yye1eq = 8.9 mm/y and
oyrm = 0.17 mm/y) and Hamina TGs were estimated similarly to Ratan TG. It can be no-
ticed that the resulting absolute sea level trends of 2.2 mm/y for both (Figures 5b and 6b)
are slightly larger than the Ratan estimate of 2.0 mm/y. Errors in the used VLM model
could cause such differences, but also note that the sea level rise in the Baltic Sea is not
uniform [30]. The estimated standard uncertainties of NKG2016LU are 0.17 to 0.18 mm/y in
these locations [22]. Additionally, deliberate errors were also introduced to the Pietarsaari
(VLMgeocentric =9.6 mm/y and oy y = 0.17 mm/y) and Hamina (VLMgmenmC =34mm/y
and oy = 0.18 mm/y) TG data processing, results of which are shown in Figures 5c and 6c,
respectively. A similar trend overestimation can be noticed at these two TG stations, as was
the case at the Ratan TG station. The overestimation is slightly smaller at the Hamina TG
station due to the reduced impact of geoid change (cf. Figure 2).

The comparison between Figures 4b and 6b reveals a slight difference (approximately
one centimeter) in the estimated absolute sea level (according to the trend) relative to
the mean-tide BSCD2000. For instance, at the epoch 2000.0, the estimates are 0.264 m
and 0.272 m for Ratan and Hamina TGs, respectively. Such a small difference may be
due to the estimation uncertainty, but spatial variations in the mean DT can also cause
the discrepancy. Although the mean DT difference is slight between the examined TG
station locations, the mean DT variations in the Baltic Sea exceed a decimeter (e.g., see
the example provided in [49]). This illustrates how there can be discrepancies between
used height systems if different TGs are employed for different height systems realizations,
as was discussed in Section 2. In the present case, however, all the results refer to the
same equipotential reference surface and are compatible (i.e., using the mean-tide concept,
the monthly averaged absolute sea level estimates of Ratan, Pietarsaari, and Hamina
TGs are directly comparable). The monthly averaged absolute sea level estimates are
also highly correlated, with the correlation coefficient being 0.994 between the Ratan and
Pietarsaari TGs time series. Although Hamina is in a separate basin of the sea (cf. Figure 2),
the resulting correlation coefficients are 0.960 and 0.965 when data from Hamina TG are
compared to data from Ratan and Pietarsaari TGs, respectively. Note that, according to [64],
the sea level oscillates almost synchronously in the Baltic Sea.

On the other hand, by using an arbitrarily selected epoch 1980.0 as a reference for the
VLM correction, the mean DT (according to the trend) estimates are 0.467 m (Figure 4c) and
0.341 m (Figure 6¢) for Ratan and Hamina TGs, respectively (the estimates are similar even
with the correct use of VLM eyeq instead of the currently used V LMgeocentric)- Essentially,
the wrong choice of the reference epoch has resulted in a significant mean DT tilt since the
obtained estimates do not refer to the same equipotential surface. An attempt to interpret
such mean DT estimates can lead to results that do not represent the actual oceanographic
processes. This example illustrates well why employing the correct reference epoch has
utmost importance (as indicated in Section 2.2).

Theoretical Mean Sea Level for Finnish Tide Gauge Data

Notice that in Figures 5a and 6a, a so-called theoretical mean sea level is presented [67].
These are annual estimates (approximated by the Finnish Meteorological Institute) for the
long-term expected values of relative sea levels at the Finnish TG stations. In estimating
the theoretical mean sea level, the VLM, global sea level trend, and changes in the Baltic
Sea water balance are considered according to the most recent knowledge. It appears
from Figures 5a and 6a that in 1993 (notice a difference in the trends before and after
1993) the estimation of theoretical mean sea level was improved to keep the estimates
synchronized with the true sea level. The trends of theoretical mean sea levels of Pietarsaari
and Hamina TGs since 1993 (to present) are correspondingly —4.6 mm/y and 1.4 mm/y
and seem to approximately follow the relative sea level trends estimated (as described in
Section 2.3) from actual TG data, which are respectively —4.7 mm/y and 1.5 mm/y for the
same period (Figures 5a and 6a). The corresponding absolute sea level trends are 4.2 mm/y
and 4.5 mm/y (Figures 5b and 6b).
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Figure 4. Monthly averaged (a) relative and (b) absolute DT of Ratan TG (cf. Figure 2 for its location)
and the estimated sea level trends. In (c) are presented absolute DT and the estimated sea level trends
containing purposefully induced errors (i.e., VLMgeocentric and an arbitrary reference epoch 1980.0
are used).
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Figure 5. Monthly averaged (a) relative and (b) absolute DT of Pietarsaari TG (cf. Figure 2 for its

location) and the estimated sea level trends. In (c) are presented absolute DT and the estimated sea
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Figure 6. Monthly averaged (a) relative and (b) absolute DT of Hamina TG (cf. Figure 2 for its

location) and the estimated sea level trends. In (c) are presented absolute DT and the estimated sea
level trends containing purposefully induced errors (i.e., VLMgeocentric and an arbitrary reference
epoch 1980.0 are used).



Remote Sens. 2022, 14, 920

14 of 24

Initially, the Finnish TG data shown in Figures 5a and 6a are not given relative to
the N2000 height system but to the described theoretical mean sea level estimates instead.
Note that such estimates are provided not only for the N2000 but also for older Finnish
height systems (e.g., N60). Thus, the TG readings can be transformed into a suitable height
system using respective height system associated theoretical mean sea level estimates
(Figures 5a and 6a show N2000 associated values [67]).

3. Treatment of Marine GNSS Measurements for Vertical Land Motion

Over the past few decades, a relatively dense network of GNSS-CORS has been
established in Northern Europe to monitor deformations in geodetic networks and provide
reliable real-time network service for GNSS measurements. For Estonia, Finland, and
Sweden, the national GNSS-CORS networks are named ESTPOS [68,69], FinnRef [70,71]
and SWEPOS [45,72], respectively (Table 2). Figure 2 shows national GNSS-CORS belonging
to the EUREF Permanent GNSS Network [73].

Table 2. National GNSS networks, corresponding ¢y and the number of active GNSS-CORS (in 2021)
managed by national surveying authorities (Figure 2 shows GNSS-CORS that also belong to the
EUREF Permanent GNSS Network).

Country GNSS-CORS Network to! Number of GNSS Stations Managing Authority

Estonia

ESTPOS 1997.56 29 Estonian Land Board (ELB)

Finland

FinnRef 1997.0 47

National Land Survey of
Finland (NLS)

Sweden

SWEPOS 1999.5 68 + 406 2 Lantmiteriet

1 Mean epochs of GNSS measurements for realizing national reference frames. The epochs apply for vertical
components only since horizontal coordinates were transferred to the epoch 1989.0 for national implementations
of the European Terrestrial Reference System 1989. This implies that the epochs for intraplate deformations are fo
and for plate tectonics 1989.0. 2 Class A + Class B accuracy (1 cm at any given time and at the epoch of reference
observations, respectively) national GNSS stations.

As was mentioned in the introduction, the GNSS stations are often used to estimate
GNSS velocities, for example, to remove VLM from the relative TG-based sea level time
series. The GNSS-CORS that belong to the national networks have relatedly been included
in relevant research to estimate GNSS velocities and compile VLM models [22,74-76].
However, as further discussed in the introduction, the GNSS records/measurements may
similarly require consideration for VLM in marine applications since the measurements
are forced to the reference epoch tj (i.e., the coordinates of CORS are fixed to the defining
epoch). Although sea level trends contain the GIA-induced geoid change, the general trend
of VLM does not influence the sea level (e.g., compare the VLM rate to geoid change in
Figure 2). Thus, discrepancies may be introduced by referring GNSS measurements to a
reference epoch.

To utilize marine GNSS data, for instance, to validate satellite altimetry determined sea
surface heights, the effect of VLM can be included by estimating new CORS coordinates at
an observation epoch (considering only the impact of VLM) or by correcting measurements
retrospectively for VLM occurring at the CORS. In the latter case, the determination of
GNSS-based heights can be expressed in a simplified (assuming ellipsoidal heights and
that a single reference station is used) manner as:

hi(@, A t) = ho(@rs, Ars, to) + dh(t) + VLMgeocentric(9rs, Ars)-(t — to), )

where h is an ellipsoidal height of a reference station at a reference epoch tg (Table 2 lists
to for Estonian, Finnish, and Swedish GNSS-CORS), dh represents an estimated height
difference between a reference station and measurement at observation epoch ¢t and VLM
denotes the VLM rate at a reference station (also refer to Figure 1). Since satellite altimetry
determined sea surface heights and GNSS measurements are given relative to the reference
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ellipsoid, VLMgeocentric 1 used. Both satellite altimetry results and GNSS-based ellipsoidal
heights 11 hence, contain the geoid change.

However, ellipsoidal heights /11 are incompatible with the national height systems and
BSCD2000. By following the definition of GNSS reference frames, the VLM correction is:

hao(@, At to) = ho(@rs, Ars, to) + dh(t) + [VLMgeocentriC((PRS/ )\RS) - VLMgeocentric((Pf/\)] '(t — to) (10)

where ellipsoidal heights 1, follow VLM changes of the sea bottom. Equation (10) represents
the standard approach where the measurements are forced to the reference epoch t.
Therefore, ellipsoidal heights h; contain an offset relative to the actual ellipsoidal sea
surface heights (cf. dashed blue line in Figure 1) but are useful for navigational purposes.
Since depths are given relative to BSCD2000, Equation (10) ensures safe navigation through
accurate GNSS-based surveillance of the vessels” under keel clearance (i.e., although sea
level trends do not follow VLM directly, sea bottom does).

By subtracting compatible geoid model heights from /1, relative DT is obtained, which
can be converted to absolute DT by Equation (5). This consideration allows the following
modification of Equation (10):

hS((PI At tO) = hO(‘PRSr/\RSr tO) + dh(t) + [VLMgeocentric((PRSr/\RS) - GC((P' )‘)} '(t - tO) (11)

where GC represents geoid change. The resulting ellipsoidal heights 13 represent approxi-
mately (i.e., geoid change subtracted) the actual sea surface heights and are consistent with
the national height systems and BSCD2000 (cf. solid blue line in Figure 1). By subtracting
compatible geoid model heights from /3, absolute DT is obtained. Such sea surface heights
are suitable for validating marine geoid models following the approaches of [24,25] (a
similar approach is also presented in the following numerical example, but sea surface
heights are validated instead). Note that similar to the tide gauge data treatment, the
correctness of resulting marine GNSS measurements depends too on careful choice of the
vertical land motion reference surface and the reference epoch (recall the examples that
deliberately introduced errors to the TG data in Section 2.3; cf. Figures 4c, 5¢ and 6c).

3.1. A Numerical Example

In September 2021, a shipborne GNSS campaign (length of 98 km, cf. Figure 2) was
conducted. The first data processing results are now examined to provide a numerical
example of marine GNSS surveys. The example presents the derivation and validation
of GNSS determined sea surface heights. As the main focus here is on applying the VLM
correction, the GNSS data processing and analysis are only described in general terms.

The collected 1/30 Hz shipborne GNSS data was post-processed relative to three EST-
POS reference stations (MUS2, KUSA, and VERG, cf. [68] and Figure 2) by employing the
commercial Trimble Business Centre software (version 5.52). The standard data processing
scheme was utilized, meaning that GNSS-CORS coordinates that refer to the reference
epoch (1997.56 for the vertical component, cf. Table 2) were used. Similarly, to [24,51], the
closest GNSS-CORS was always employed for a GNSS data point computation (Trimble
Business Centre allows only one base station at a time for kinematic data post-processing).
Precise GNSS ephemerides were incorporated into post-processing. The resulting data
accuracy of such CORS-based post-processing depends heavily on the baseline length (be-
tween a GNSS measurement and CORS), which for this campaign remained relatively short,
being 20.1 km by average and 29.4 km at most. To an extent, the a priori accuracy estimates
for the resulting ellipsoidal heights output by the software can be considered an accuracy
indicator. For these ellipsoidal heights, the a priori accuracy was estimated at 2.9 cm by
average with a standard deviation of 0.4 cm, indicating relatively stable post-processing
performance (high standard deviation can suggest unwanted erratic behavior).

A total station survey was conducted to coordinate the used GNSS antennas (four
in total) in the vessel’s local system (i.e., locations of GNSS antennas relative to the ves-
sel’s railing on both sides). Due to the swaying of the vessel, each point was measured
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carefully six times. The standard deviation estimates (based on six measurements) gen-
erally remained within a centimeter of the vertical coordinate components. Averages of
six measurements were used as the final coordinates. Tape measurements were then used
to determine heights from the sea surface to the vessel’s railing (from multiple measuring
points). Since the sea surface is ever-changing and the vessel swayed during measure-
ments, but the tape measurements are also subjective (surveyor must assess the optimal
measure from moving sea surface), these measures likely contain a relatively large error
component. The accuracy of tape measurements is expected to remain within 5 cm. Using
these total station and tape measurements, the post-processed GNSS antennas’ ellipsoidal
heights were reduced into instantaneous sea surface heights, which remained relative to
the reference ellipsoid.

Note that such shipborne determined instantaneous sea surface heights are rather
noisy due to marine conditions (i.e., waves) and vessel’s high-frequency attitude changes
(e.g., pitch and roll motions). The latter can be estimated and removed from data using three
or more GNSS antennas [24,77,78]. Here, the method developed by [24] was employed—the
sea surface heights from three antennas were computed jointly to the location of the vessel’s
stable mass center. Such an approach allows to eliminate (or at the very least significantly
reduce) the vessel’s high-frequency attitude changes from the joint sea surface height
solution. Since 4 antennas were available, a total of 4 different solutions could be computed.
As a solution required three antennas (i.e., three points define a plane), the unused fourth
one could be used for validation purposes. Based on three used antennas, it was possible
to estimate heights (at each GNSS observation epoch t) for the unused fourth antenna
(i.e., using the defined plane). The resulting estimates were then compared to the actual
measurements of the fourth antenna. Such comparisons resulted in discrepancies that
represent height determination accuracy. The 4 (one for each solution) standard deviation
estimates of these discrepancies are 2.8, 2.6, 2.9, and 3.1 cm, indicating a good performance
of height determination (also notice that these estimates agree well with the mean a priori
estimate of 2.9 cm). The average discrepancies for these 4 solutions are 0.7, —0.6, 0.7, and
—0.7 cm, suggesting a successful reduction of post-processed ellipsoidal heights to the sea
surface by total station and tape measurements (i.e., all 4 antennas are approximately on
the same plane after the reduction). The final instantaneous sea surface heights were then
estimated as an average of the 4 solutions at each GNSS observation epoch t.

The obtained instantaneous sea surface heights are presented in Figure 7b as red dots.
Notice, however, that the results still contain some noise and require additional corrections
(e.g., see the jump in the profile between GPS time 5.59 to 5.64 x 10° s). Furthermore,
the validation of the results demands consideration for the ever-changing DT and needs
geoidal heights from an independent source (e.g., a suitable geoid model).

3.1.1. Derivation of Offshore Dynamic Topography

Although TGs in the Baltic Sea are modern and capable of high measurement accuracy,
they are generally sparsely distributed and restricted spatially to land-bound coastal
locations (cf. Figure 2). Hydrodynamic models that can provide high spatial and temporal
(hourly) resolution for DT are thus appealing alternative data sources. These models,
however, usually refer to arbitrary vertical datums (due to free surface assumption), which
may result in a bias relative to the used height systems [3,25,30,79,80]. Furthermore, such a
dynamic bias changes temporally and spatially, whereby the bias has a long-wavelength
nature [3,81]. Due to this, the dynamic bias cannot be eliminated by a simple constant value
but must be estimated in both the temporal and spatial domains instead. As the Baltic Sea
region TGs are rigorously connected to a unified height system (cf. Section 2.2), they can be
used to estimate the dynamic bias contained within a hydrodynamic model.
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Figure 7. The (a) corrections applied to the GNSS profile and (b) residuals (r¢) of the GNSS profile
(after removing geoidal heights and DT, as well as applying the vessel-related corrections), where
average and standard deviation of residuals are denoted by AVG and SD, respectively. The red dots
in (b) represent instantaneous ellipsoidal sea surface heights.

Thus, the method developed by [3,25] was employed for estimating the dynamic bias
of the NEMO-Nordic hydrodynamic model [82,83] that was used for deriving offshore DT
(Figure 7a) during the examined shipborne GNSS campaign. Hourly readings from all the
Estonian and Finnish TG stations in the Gulf of Finland (cf. Figure 2) were utilized, whereby
the 1 cm discrepancy between EH2000 and N2000 (cf. Section 2.1) was subtracted from the
readings of Finnish TGs (since all other datasets refer to EH2000). After correcting the TG
readings for VLM according to Equation (5) (note that the TG data remains in zero-tide
concept), the bias values were estimated at the TG locations for each hour. The difference
with the method in [3,25] is that instead of an exact interpolator, the least-squares collocation
was used to grid the hourly bias values with the hydrodynamic model resolution. The
resulting dynamic bias estimates are shown in Figure 7a.

3.1.2. Determination of Residuals

Since the determined sea surface heights still contain noise (Section 3.1) due to heave
motion caused by waves, a low-pass filter needs to be applied. This study employed
a low-pass filter that combines moving median and average [51]. The filter window of
51 measurements appraised suitable (i.e., filtered data has a similar signal frequency to
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the geoid) by [24] was adopted. However, instead of filtering sea surface heights (SSH)
directly, the GNSS determined sea surface heights were first reduced by the derived DT
from the NEMO-Nordic hydrodynamic model (in Section 3.1.1) and by geoidal heights (N):

ruc(¢, A t) = SSH(@, A,t) — [DT(g, A, t) — DB(g, A, )] = N(¢, A), (12)

where DT denotes NEMO-based DT and DB is the estimated dynamic bias. Then, the
resulting residuals (ry;c) were filtered instead. The benefit of such an approach is that
the geoid slope (and DT slope) does not contaminate the filtering results (depending on
data temporal resolution, the filtering window may be several kilometers long). Here, the
Estonian national high-resolution geoid model EST-GEOID2017 [84] was used (Figure 7a).
Finally, vessel-related squat and static draft corrections are needed. For this study,
both were estimated empirically from multiple shipborne GNSS campaigns (conducted
with the same vessel). The squat effect causes the vessel to sail deeper. In deeper open
waters, the squat is a function of the vessel’s velocity and dimensions (in shallow waters,
the water depth also has an impact) [85]. During some of the GNSS campaigns, the vessel
occasionally stopped, which allowed relating the vessel’s velocity to the height changes
between a stationary and moving vessel (by utilizing filtered residuals (r{;c) over distances
of up to 3 km). Since squat is approximately a quadratic function of velocity [85,86] (the
vessel’s dimensions are constants, and the surveys were generally conducted in deep waters
at speed around 9 knots), it was estimated as least-squares fit of a second-order polynomial
to the empirical data. The squat correction as a function of the vessel’s velocity [squat(v)]
is shown in Figure 7a.
Due to fuel consumption, the static draft causes the vessel to float upwards gradually.
The lowest/highest estimates of the static draft are correspondingly at the time of harbor
departure/arrival. It was thus estimated from differences in tape measurements that were
conducted before and after shipborne GNSS campaigns. Since tape measurements may
contain errors in the range of static draft itself, all the empirical data was considered
altogether. The static draft was then estimated as a distance-related linear trend. The
static draft correction as a function of distance [static draft(s)] is shown in Figure 7a.
After estimating the vessel-related corrections, the final corrected residuals (rc) were
calculated as:
re(@, A t) = ruc(e, A, t) — squat(v) — static draft(s). (13)

3.1.3. Correction for Vertical Land Motion

In the land uplift regions, the neglected VLM correction may yield lower than actual
sea surface heights (the sea surface heights are artificially suppressed downwards by
utilizing CORS coordinates of the reference epoch). It can relatedly be noticed that the
final corrected residuals (rc) contain a —10.2 cm average discrepancy (see the dashed
line in Figure 7b). The results were thus corrected for VLM occurring at the ESTPOS
reference stations (according to Equation (11)), employed for GNSS post-processing, using
the NKG2016LU model. Note that VLM correction is added to GNSS-based heights right
after post-processing, and then the afore-described steps are repeated. As a result, the
average discrepancy improves to —2.7 cm (see the solid line in Figure 7b). In addition, the
standard deviation estimate improves from 1.9 cm to 1.7 cm due to the removal of the VLM-
induced slope. Note that at MUS2 (westernmost used ESTPOS station), the VLM rate is
3.2mm/y (cyrym = 0.16 mm/y) and at VERG (easternmost used ESTPOS station) 2.9 mm/y
(oyLm = 0.28 mm/y), which results in an approximately 6.0 mm west-east directional slope
(since epoch 1997.56 to the time of the campaign) in the initial GNSS profile (i.e., the profile
without VLM correction).

After correcting for VLM, the remaining residuals shown in Figure 7b originate from
several sources. These are errors in the total station, tape, GNSS, and TG measurements,
estimated corrections, and deficiencies in the used VLM, hydrodynamic and geoid models.
Considering the large variety of different datasets involved, the obtained results (1.7 cm
standard deviation and —2.7 cm mean residual) indicate an excellent performance of
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the shipborne GNSS measurements. Finally, the geoid and DT signals can be restored
on the derived (and VLM corrected) residuals r¢, resulting in sea surface heights that
approximately represent the actual sea surface (excluding geoid change) at the time of the
shipborne GNSS campaign.

4, Discussion

In the Baltic Sea region, a strong GIA-induced VLM signal deforms the TG and
geodetic networks, the effect of which also appears in the TG and GNSS records. Thus, to
obtain research appropriate datasets and provide required consistency between them, it
is necessary to account for the occurring VLM by utilizing either a suitable VLM model
or employing space-geodetic techniques. The current paper has described in Section 2 the
use of VLM correction on the TG time series with relevance to the BSCD2000. Additionally,
Section 3 explained how marine GNSS measurements might similarly require consideration
for VLM. The described principles were illustrated with numerical examples that, among
expected results, also presented deliberately erroneous outcomes to demonstrate how
mistakes (or neglect in the marine GNSS case) in applying the VLM correction may lead to
data misinterpretation.

From the previous discussions and numerical examples, it is evident that, besides
introducing significant errors to TG or GNSS datasets through the improper handling of
VLM correction, these errors can also propagate to further data applications. Some potential
error sources are, for example, the wrong choice of reference surface or epoch for VLM
correction. Take, for instance, the TG corrected (i.e., geoid referred) hydrodynamic model-
based DT described in Section 3.1.1 (the term within square brackets in Equation (12)),
which can be used to study offshore DT. Since DT is defined as a separation between sea
surface heights and the geoid, geoid rise in the Baltic Sea region needs to be considered
(i.e., VLMjppe1eq must be used for correcting TG data, cf. Equation (5)). Although geoid rise
according to NKG2016LU is only in the range of 0.16 mm/y to 0.66 mm/y for the Estonian,
Finnish, and Swedish TGs (Figure 2), the changes add up in time. For 2021, the geoid rise
would be in the range of 0.3 to 1.4 cm relative to the reference epoch 2000.0. Note, however,
that even larger errors could be introduced through inconsistent use of the reference epoch
for correcting TG data for VLM (recall the TG data examples in Section 2.3). These errors
in the TG data will then propagate similarly to the derived offshore DT. Although the
geoid referred hydrodynamic model-based DT can reveal, for instance, mean DT patterns
that are not evident by considering the initial hydrodynamic model-based DT [3], the
described error sources may lead to a misinterpretation of the results. Importantly, the
oceanographic applications also require TG data conversion from the initial zero-tide
concept to the mean-tide (cf. Equation (4)) because the zero-tide concept generates a tilt in
the DT estimates.

Furthermore, the afore-described geoid referred DT can be used for other applications
besides studying the patterns of mean DT. Since conventional precise GNSS-leveling
control points cannot be established offshore, the derived DT combined with marine GNSS
measurements can be used to validate marine geoid models [24,52,55]. Note that satellite
altimetry [87] or airborne laser scanning [25] measurements of sea surface heights can be
used similarly. Alternatively, the same datasets may reveal deficiencies in the estimated
DT [88]. Such a validation principle is also presented in Section 3.1’s numerical example.
Yet, in these cases, multiple data sources are used that require consideration for VLM (e.g.,
by comparing Tables 1 and 2 notice that f( can differ for TG and GNSS data). The potential
sources of errors are thus twofold.

It should be mentioned, however, that satellite altimetry is an exception. Although the
determined sea surface heights contain the GIA-induced geoid change, the general VLM
trends do not contaminate these data (cf. Figure 1; also see Figure 2 for a comparison be-
tween VLM and geoid change rates). The GIA-induced geoid change can be obtained from
a suitable geoid change model that usually accompanies a GIA model (for the Baltic Sea
region, the NKG2016LU VLM model provides geoid change). Concerning the current study,
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also bear in mind that GNSS-based techniques are a common approach for validating and
calibrating satellite altimetry results [89-91]. Hence, consideration of the VLM occurring
at the GNSS reference stations is necessary for consistent comparisons (cf. Equation (9)).
The validation may otherwise result in a misinterpretation due to neglected VLM that
can contaminate the GNSS-based sea surface heights reference data (cf. Section 3.1.3). On
the other hand, geoid change corrected satellite altimetry records can also be used for
independent validations and inter-comparisons. For instance, to assess TG-based absolute
sea level trends (i.e., VLM corrected TG trends, e.g., by GNSS time series). The synergy
between various datasets can therefore reveal patterns (e.g., in VLM) that may otherwise
remain unnoticed.

5. Conclusions

Implementation of the BSCD2000, a common height reference for the Baltic Sea re-
gion, has been initiated to effectively use GNSS methods for accurate navigation and
real-time offshore surveying. Offshore, BSCD2000 will be realized through GNSS and
geoid modeling, while onshore, BSCD2000 will be compatible with the national height
system realizations of the Baltic Sea countries (e.g., EH2000, N2000, and RH 2000) and
will coincide with national geoid models to allow seamless height transitions. Another
principal component of BSCD2000 is that the TG stations are rigorously connected to the
national height systems via precise leveling. Since the zero values of TGs coincide with
the BSCD2000, the contemporary TG readings can be expressed directly as DT relative to
the geoid at the system reference epoch. Such a common system around the Baltic Sea can
provide new geodetic and oceanographic research opportunities. However, it is crucial to
consider that the TG and geodetic networks in the Baltic Sea region are deforming due to
VLM, the effect of which also appears in the TG and GNSS records.

Thus, this contribution has reviewed the treatment of TG time series for VLM and
outlined potential error sources for utilizing TG data relative to a common reference
(e.g., BSCD2000 in this study). The described principles were illustrated with numerical
examples that, among expected results, also simulated deliberately erroneous outcomes. It
was shown that the wrong choice of reference surface for VLM correction (i.e., reference
ellipsoid instead of geoid) could lead to a severe misinterpretation of the climate-related
sea level trend signal. For instance, instead of the expected sea level rise trend of 2.0 mm/y
(an average annual sea level rise over the examined 94 years) at the Ratan TG station (cf.
Figure 4b), a trend of 2.7 mm/y (cf. Figure 4c) was obtained instead due to the inclusion of
GIA-induced geoid change. Alternatively, by wrongly correcting the TG data relative to
an arbitrary reference epoch 1980.0 (instead of 2000.0), the obtained mean DT estimate (at
epoch 2000.0 according to the fitted linear trend) at the Pietarsaari TG station was 0.461 m
instead of 0.269 m (Figure 5). At the same time, an estimate of 0.341 m was obtained at
the Hamina TG instead of the expected 0.272 m (Figure 6). These results demonstrated
how inconsistent use of the reference epoch could lead to significant errors in estimating
absolute mean DT.

Similar consideration was given to marine GNSS measurements that likewise require
VLM correction for some marine applications. A numerical example describing the vali-
dation of shipborne GNSS determined sea surface heights was provided to illustrate the
described principles. It was shown that the application of VLM correction improves the
average residual from —10.2 cm to —2.7 cm (Figure 7). In addition, the standard deviation
estimate improved from 1.9 cm to 1.7 cm due to the removal of the VLM-induced slope.
Hence, in the VLM-affected regions, the described principles are essential for facilitating
consistency between various data sources (e.g., TG, GNSS, and satellite altimetry) and
reference surfaces (e.g., BSCD2000).
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Abstract: For determining precise sea surface heights, six
marine GNSS (global navigation satellite system) survey
campaigns were performed in the eastern Baltic Sea in
2021. Four GNSS antennas were installed on the vessel, the
coordinates of which were computed relative to GNSS—CORS
(continuously operating reference stations). The GNSS—
CORS results are compared to the PPP (precise point posi-
tioning)-based results. Better accuracy is associated with
the GNSS-CORS postprocessed points; however, the PPP
approach provided more accurate results for longer than
40 km baselines. For instance, the a priori vertical accu-
racy of the PPP solution is, on average, 0.050 + 0.006 m
and more stable along the entire vessel’s survey route.
Conversely, the accuracy of CORS-based solutions decreases
significantly when the distances from the GNSS-CORS
exceed 40 km, whereas the standard deviation between
the CORS and PPP-based solutions is up to 0.075m in
these sections. Note that in the harbor (about 4 km from
the nearest GNSS—CORS), the standard deviation of ver-
tical differences between the two solutions remains between
0.013 and 0.024 m. In addition, the GNSS antennas situated
in different positions on the vessel indicated different mea-
surement accuracies. It is suggested for further studies that
at least one GNSS antenna should be mounted above the
mass center of the vessel to reduce the effects of the dom-
inating pitch motion during the surveys.
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1 Introduction

Sea surface height (SSH) is a key parameter used for
understanding the marine environment and is also needed
for marine geoid determination, navigation and shipping
applications, and climate change research. SSH can be
measured or derived from various in situ data sources
(e.g., tide gauges [TGs] and global navigation satellite
system [GNSS]), satellite altimetry (SA), and hydrody-
namic models (HDMs) (Madsen et al., 2015). Although SA
provides reasonable quantification of SSH, the method is
often limited by spatial and temporal resolution character-
istics and reliability that tend to diminish on approaching
coastal areas due to land contamination, coastal process,
etc. (Passaro et al., 2014; Mostafavi et al., 2021). Contrarily,
HDMs are efficient in deriving SSH at appropriate spatial
and temporal resolutions. However, HDMs are based on
mathematical models and approximations that influence
their accuracy. Most critically, the vertical reference data
of HDMs are often undisclosed (Jahanmard et al., 2021;
Varbla et al., 2021), which makes it challenging to combine
HDMs with other sources of sea-level information.

As aresult, in situ measurements provide an alternate
solution that links and verifies SSH and HDM data. TGs
have been most commonly and reliably utilized to vali-
date other data sources (Cipollini et al., 2017; Hunter
et al., 2017). However, TGs are often land bound and
only representative of sea level within a particular domain
around their location. Hence, there is a need for more
in situ SSH measurements in the coastal and offshore areas.
Thus, the GNSS technology has become favored for SSH data
acquisition (Xu et al., 2016; Penna et al., 2018). The GNSS
measurements can be performed at almost any marine loca-
tion of interest (for instance, complex coastal areas) at a
very high spatial and temporal resolution (Tranchant et al.,
2021). Shipborne GNSS measurements especially are invalu-
able for numerous applications, such as the calibration and
validation of remote sensing data (Liibusk et al., 2020;
Crétaux et al., 2011), bathymetry mapping (Guo et al.,
2016; Foster et al., 2009), validation of sea-level forecast
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models (Liibusk et al., 2020), and marine geoid models
(Varbla et al., 2020; Saari et al., 2021; Jiirgenson et al.,
2008; Nordman et al., 2018). The accuracy of shipborne-
derived SSH generally remains within 5 cm (Saari et al.,
2021; Varbla et al., 2020). Although SSH with an accuracy
of only a few centimeters can be determined by airborne
laser scanning (Varbla et al., 2021), shipborne GNSS mea-
surements allow significantly lower equipment and opera-
tional costs. Conversely, the accuracy of the shipborne
GNSS method exceeds roughly twice that of SA (Liibusk
et al., 2020; Mostafavi et al., 2021).

Due to the necessity and urgency for connecting the
vertical references of the different sea level sources, the
validation of marine geoid models especially is an essen-
tial contribution to the connection of height systems,
specifically for obtaining a unified chart datum and for
more precise GNSS-based navigation and hydrographic
surveying in the future. For example, the nine countries
surrounding the Baltic Sea have agreed on a unified chart
datum BSCD2000 (Baltic Sea Chart Datum 2000) that is based
on the definitions of the European Vertical Reference System
(EVRS) (BSHC 2021). The zero level of the BSCD2000 is referred
to the Normaal Amsterdams Peil (NAP), whereby the height
reference surface of BSCD2000 is the equipotential surface of
the Earth’s gravity field, i.e., a marine geoid model (Schwabe
et al., 2020). Thus, the BSCD2000 significantly contributes to the
consistency and accuracy of the Baltic Sea hydrographic sur-
veying, marine engineering, and nautical chart publications.

Previous studies have presented the use of shipborne
GNSS as a reliable and accurate technique for determining
SSH (Saari et al., 2021; Varbla et al., 2020). This contribution
now takes a more realistic approach to describing and
explaining the different techniques and approaches that
can be implemented when performing shipborne GNSS sur-
veys in the dynamically varying sea conditions. The primary
focus is on utilizing the local continuously operating refer-
ence stations (CORSs) versus global precise point positioning
(PPP)-based GNSS postprocessing approaches. However, the
location and the type of a GNSS antenna and the distance of
the antenna’s reference point (ARP) from the instantaneous
sea surface also have crucial roles in the accurate SSH deter-
mination. Therefore, these aspects are also covered in more
detail. Note that the article concentrates solely on height
determination, and the discussion on the horizontal coordi-
nate components has been neglected here. Since marine
conditions and geoid slope do not vary significantly over
short distances, a coordinate determination accuracy of a
few meters would be acceptable.

The study was conducted in the complex coastal area
of the Eastern Baltic Sea during the spring and summer
months of 2021. The research expeditions required
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collaboration between the Estonian and Latvian authori-
ties and scientists from various institutes and backgrounds
(geodesy, oceanography, hydrography, and environmental
studies). Such campaigns are usually time consuming. Thus,
it is valuable to implement autonomous monitoring/sur-
veying systems that can record environmental data indepen-
dently (Liblik et al., 2016; Toming et al., 2017). A similar
approach was adopted in the current study, where GNSS-
based SSH measurements were conducted as a by-product
of various research expeditions.

This article first presents a brief overview of the inter-
disciplinary marine campaigns in the Baltic Sea. Next, a more
detailed description of the shipborne GNSS measurements
and kinematic GNSS data postprocessing is provided. In
addition, the problems that may occur with such mea-
surements and data postprocessing are emphasized. The
article ends with a short discussion and conclusions.

2 Study area

The Baltic Sea is a shallow, semi-enclosed estuarine water
body in northern Europe with nine countries surrounding it
(see inset in Figure 1). The primary source of freshwater
originates from the continental rivers, and salty water infil-
trates from the North Sea via the narrow Danish Straits. In
addition, the sea level dynamics in various spatial and tem-
poral scales in the Baltic Sea are influenced by a number of
processes: large-scale atmospheric circulation, meteorological
conditions, North Atlantic mean sea-level changes, storm
surges, seiches, etc. (Weisse et al., 2021). The average water
depth of the Baltic Sea is approximately 52 m. The dominant
wind direction in the Baltic Sea is southwest. The winter and
autumn seasons tend to have the strongest winds and highest
waves (Jakimavicius et al., 2018). Hence, the summer months
are the most favorable for conducting shipborne GNSS surveys.

The Baltic Sea is divided into several subsections that
vary in geomorphology and depth. The expeditions were
conducted in the subbasins of the eastern Baltic Sea:
Gulf of Riga (including Vainameri), Gulf of Finland, and
Eastern Baltic Proper (cf. Figure 1). Most of the GNSS
survey campaigns were performed in the southern half
of the Gulf of Finland. The mean water depth in the Gulf of
Finland is around 37 m (the maximum depth is 123 m). The
short-term sea-level dynamics (e.g., yearly, seasonal, daily)
in the Gulf of Finland are affected by changes in the water
balance that are mostly driven by atmospheric conditions
(e.g., wind forcing), river runoff, and the presence of sea ice
(Post and Kouts, 2014; Lagemaa et al., 2011; Soosaar et al.,
2016). Localized events (storm surges, coastal upwellings,
etc.; see, e.g., Delpeche-Ellmann and Soomere, 2017)
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Figure 1: Six marine expeditions conducted in the Baltic Sea in spring and summer 2021, supervised by the Marine Systems Institute from
the Tallinn University of Technology. Note that the dots in ship routes denote stops for conducting various marine experiments. The
bathymetry data are from the Baltic Sea Bathymetry Database (data.bshc.pro).

also affect the short-term and seasonal variability. Due
to the prevailing southwest wind direction, storminess,
and river discharge (including the Neva River), a higher
mean sea level and extreme water levels tend to occur
on the eastern coasts of the Baltic Sea.

The Baltic Proper, located in the central section of the
Baltic Sea, has an average depth of 62 m. It connects the Baltic
Sea western sections with its northern and eastern sections
(cf. Figure 1). The Gulf of Riga and Vainameri (between the
West Estonian Archipelago and the Estonian mainland) are
semi-enclosed water bodies with an area of around 140 km x
150 km and 50 km x 50 km, respectively. The average water
depth is 23 m in the Gulf of Riga and 4.7 m in the Vdinameri.
The water bodies are connected to each other and to the Baltic
Proper by four narrow straits. Therefore, the sea-level varia-
tions in the Gulf of Riga and Vainameri are affected by local
wind and sea-level events in the Baltic Proper.

The Baltic Sea is also extraordinary compared to other sea
areas as it is strongly affected by vertical land motion due to
the postglacial isostatic adjustment, where the land uplift
increases from near zero in the southem section of the
Baltic Sea to about 10 mm/year in the northern part (Vestgl
et al., 2019). Understanding sea-level variations in the Baltic

Sea is vital due to their impact on the region’s human activ-
ities, economy, and coastal safety. The Baltic Sea region is
fortunate since it hosts an extensive long-term multinational
network of TGs and high-quality geodetic infrastructure. The
most prolonged continuous sea-level observations have been
conducted in Stockholm, starting in 1774 (Ekman, 2009). The
region also has a high-resolution and accurate quasigeoid
model NKG2015 (Agren et al., 2016). Such conditions around
one sea are unique worldwide since it also consists of many
archipelagos and dynamic ocean processes that make it chal-
lenging to capture accurate sea level data from the various
data sources (e.g., SA and HDMs). Thus, the Baltic Sea makes
an ideal test site to conduct shipborne GNSS studies.

3 Materials and methods

3.1 Research surveying vessel Salme as a
platform for sea-level measurements

The multifunctional research surveying vessel R/V Salme
(Figure 2) was used for the expeditions. In general, the
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Figure 2: Research surveying vessel Salme and installed GNSS antennas (A1, A2, A3, and A4) on the board. Water measurements were
conducted relative to the benchmarks on the vessel’s railing (points B1, B2, and LB; note that B1is behind the loader). The red lines in the

scheme denote the vessel’s principal axes.

vessel is unusually small (length 31.3m and breadth
7.2m; see Table 1 for more details), considering the
variety of challenging oceanographic conditions. The
vessel’s small size also affects its stability (and thus
also SSH measurements), especially during strong winds
and high waves. It is impractical to use this vessel for
marine surveys with wind speeds and wave heights more
than 15 m/s and 2 m, respectively. However, in the case of
a moderate sea state, the vessel is feasible for various
research campaigns and for performing national marine
environmental monitoring programs in Estonia and Latvia.
The R/V Salme usually conducts oceanographic surveys
(e.g., vertical profiling of marine physical parameters, marine
biology, chemistry, geology). In addition, the vessel can be

Table 1: Technical parameters of the research surveying vessel R/V
Salme

Parameter Value
Displacement tonnage 249t

Length 31.3m
Breadth 7.2m

Ship draft 3.2m

Gross tonnage 223t
Summer deadweight tonnage 262t

Fuel tank(s) 1m®+14m?
Freshwater tank(s) 12m?+5m’
Wastewater tank 13m?
Maximum speed 9 knots
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used as a platform for offshore GNSS-based SSH measure-
ments, which is the focus of the current study.

There are two engines on the R/V Salme. The main
engine is located almost at the vessel’s center, whereas
the auxiliary engine is a bit closer to the starboard. This
causes the vessel to tilt slightly to the right. Note that the
influence of engine vibrations on the SSH measurement
results was not detected due to the relatively low (sub-Hz)
GNSS data sampling frequency. In addition, there are two
freshwater tanks on the vessel — one (12m°) in the center at
the bow and the second (5 m’) in the port at the stern. The
wastewater tank (13m°) is located in front of the fresh-
water tank at the bow. Thus, freshwater and wastewater
do not significantly influence the vessel’s tilt during the
GNSS campaigns.

3.2 Survey campaigns

Six offshore survey campaigns were conducted in the
Eastern Baltic Sea in spring and summer 2021 (Figure 1).
Relevant to this study, some of the stops (from 15 to
150 min) on the ship routes for various marine experiments
are partly overlapping, thus allowing the repeatability
analysis of the GNSS-based SSH that can enable adequate
quality assurance of the results. Note that the bold dots
in the tracks of campaigns C1-C3 in Figure 1 indicate the
stations where the vessel stopped for collecting water
samples (e.g., chlorophyll, turbidity, nutrients, phyto-
plankton) and measuring the vertical profiles of water
properties (e.g., temperature, salinity, oxygen, light
attenuation).

Each cruise had a primary objective related to dif-
ferent projects carried out by the Tallinn University of
Technology (TalTech). The times and purposes of the
campaigns are listed in Table 2. During the campaigns,
the GNSS receivers were deployed in an autonomous pig-
gyback mode (thus not using specially designated GNSS
profile routes). Note that the total length of the GNSS
profiles reached almost 5,000 km.

3.3 On-board locations of GNSS instruments
and parameters for data recording

Concurrently with all the other experiments described ear-
lier (Table 2), the shipborne GNSS measurements were
also conducted to determine SSH. At least three GNSS
antennas need to be used for estimating and removing
the vessel’s high-frequency attitude changes (pitch and roll
motions, as well as heave) from the measurement data

Table 2: Marine survey campaigns in the coastal waters of Estonia and Latvia in 2021

Shipborne GNSS acquisition of sea surface heights

Purpose of the campaign

Maximum wind
speed (m/s)

Length of the
route (km)

Date

Campaign

TalTech basic research —to map the extent of oxygen deficiency in the bottom layer of the

Baltic Sea

544 18

06.04.2021-08.04.2021

1

Estonian marine monitoring program — to collect data for assessing the ecological status of the sea
Latvian marine monitoring program — to assess the ecological impact of different anthropogenic

and natural factors on the Latvian marine environment on the long-term basis

12
12

1,439
1,874

26.07.2021-30.07.2021

Cc2

01.08.2021-07.08.2021

c3

Estonian marine monitoring program (Eastern Gulf of Finland) - to collect data for assessing the
ecological status of the sea

13

515

24.08.2021-26.08.2021

C4

TalTech basic research — coastal monitoring in the southern coast of the Gulf of Finland

TalTech basic research — servicing the monitoring station in the Baltic Proper

12
13

510*

09.09.2021-11.09.2021

c5

454

15.09.2021-17.09.2021

cé6

*GNSS profiles were measured over a 98 km (cf. C5 in Figure 1).

— 5
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(Roggenbuck and Reinking, 2019; Varbla et al., 2020).
Consideration of the vessel’s attitude allows increasing
the reliability of the determined SSH. This study used
four multifrequency GNSS receivers on the R/V Salme to
guarantee GNSS data from at least three receivers. Such
an approach would leave one spare receiver, data of
which could be employed if something unfortunate hap-
pened (e.g., gaps in data records or loss of power for one
of the receivers). Two GNSS antennas were mounted to
the vessel’s bow (A1 and A2 installed to the port and
starboard, respectively) and the other two on top of
the wheelhouse (A3 and A4 installed to the starboard
and port, respectively; Figure 2). A detailed overview
of the used GNSS instruments and their technical para-
meters are listed in Tables 3 and 4, respectively.

Note in Table 4 that the internal memory of three
GNSS receivers is relatively small (~55 MB). The first cam-
paign (C1) data logging interval was set to 15s for all the
receivers (Table 3) since a trained crew member could
download observation data during the campaign. This
was not possible for subsequent expeditions. Thus, for
subsequent campaigns, the logging interval was increased
to 30 s for the Trimble NetR5 receivers (Al and A2; note in
Table 3 that the Trimble R4 Model 2 was replaced with a
Trimble NetR5 receiver) and to 60s for the Trimble R8s
system (A3). This allowed for conducting several cam-
paigns without the risk of running out of internal memory
storage. The Trimble NetR9 receiver (A4) was continued to
be operated with a data logging interval of 15s (Table 3).
All receivers created a new file every 12h, which is the
optimal file size for postprocessing of data later on.

It was possible to use Trimble GA830 antennas (Al and
A2) in connection with Trimble NetR9 and Trimble NetR5
(Table 3) during the first campaign (C1). These antennas
have been specifically designed for marine applications
and are convenient to use on the vessel due to their smaller
dimensions (14.9 cm diameter x 9.9 cm height). For subse-
quent campaigns, the bow-mounted GNSS antennas were
replaced with Trimble Zephyr Geodetic antennas (34.3 cm
diameter x 7.6 cm height). Both types of antennas have
been designed to support centimeter-level accuracy and
support GNSS signals, including GPS L2C and L5, GLO-
NASS, and even Galileo.

3.4 Height determination of GNSS antennas
relative to the sea surface

One of the primary tasks in shipborne GNSS measure-
ments is determining the heights of GNSS ARPs relative

Table 3: Instruments used during the R/V Salme GNSS campaigns in 2021: A1, A2, A3, and A4 denote the GNSS antennas on the board of R/V Salme (cf. Figure 2)

A4 (at the port on top of the wheelhouse)

A3 (at the starboard on top of the

wheelhouse)

A2 (at the starboard bow)

A1 (at the port bow)

Campaign

Trimble R8s GNSS system Trimble R4-2 GNSS system

Trimble NetR5 receiver + Trimble GA830

antenna
15

Trimble NetR9 receiver + Trimble

GA830 antenna

15

C1

15

15

Data logging [s]

C2-Cé6

Trimble NetR9 receiver + Trimble Zephyr

Geodetic Model 2 antenna

15

Trimble R8s GNSS system

Trimble NetR5 receiver + Trimble Zephyr

Geodetic Model 2 antenna

30

Trimble NetR5 receiver + Trimble

Zephyr Geodetic antenna

30

60

Data logging [s]

DE GRUYTER
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Table 4: Technical parameters of the used instruments

Trimble NetR9 Trimble NetR5 Trimble R8s Trimble R4-2

Receiver

GNSS supported  GPS, GLONASS, Galileo GPS, GONASS GPS, GONASS, Galileo, GPS, GLONASS

BeiDou
GNSS accuracy H: £8 mm + 1 ppm H: £10 mm + 1ppm H: +8 mm + 1ppm H: £8 mm + 1ppm
V: +15mm + 1ppm V: 20 mm + 1ppm V: +15mm + 1ppm V: 15 mm + 1ppm
Internal memory 4 GB 55 MB 56 MB 57 MB
(Hours showed (~5,000 h) of raw data (~500 h) of raw data (~960 h) of raw data (~450 h) of raw data
based on the observables based on observables based on observables based on observables based on
measurements’)  recording data from 242 recording data from 157 recording data from recording data from
satellites at 15 s epoch satellites at 15 s epoch 15 satellites at 15 s epoch 15 satellites at 15 s epoch
intervals intervals intervals intervals

INote that the observation time for different receivers varies and could be caused by the used software version (varies between receivers).
Trimble data saving format *.t02 was used during all campaigns.

“Different number of average satellites is caused by the number of supported satellite systems. Trimble NetR9 logged GPS, GLONASS, and
Galileo data. Only GPS and GLONASS data were logged by other receivers.

to the instantaneous sea surface to achieve accurate SSH.  (Figure 3). Due to the slight movements of the vessel, six
Therefore, all ARPs and selected locations (i.e., bench- measurements were carefully made for determining the
marks) on the railing (B1, B2, and LB) were coordinated by  coordinates of every point. The measurements were then
total station measurements before the first campaign (C1) averaged (the averaged coordinates are presented in Table 5).

Figure 3: Total station survey for coordinating the ARPs (A2) and benchmarks on the vessel’s railing (B1, B2, and LB; note that B1 is behind
the car).
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Table 5: Local (in an arbitrary reference frame) coordinates of the vessel’s center of mass (CoM), GNSS ARPs (A1, A2, A3, and A4), and
benchmarks (B1, B2, and LB) on the vessel’s railing, as well as heights of these points above sea surface before the campaigns

Point X Y z Height from sea surface before a campaign

1 Cc2 c C4 c5 cé
B1 -8.626 -1.490 -1.402 2.297 2.360 NA 2.400 2.340 2.360
B2 -13.411 -6.424 -1.014 2.673 2.590 2.580 2.590 2.660 2.620
LB -7.191 -3.048 -1.192 2.497 2.570 2.520 2.540 2.560 2.560
Al —5.484 -13.679 1.635 5.326 5.344 5.288 5.348 5.358 5.351
A2 -2.100 -10.582 1.549 5.240 5.258 5.202 5.262 5.272 5.265
A3 -13.072 2.342 3.441 7.132 7.150 7.094 7.153 7.163 7.157
A4 -17.708 -0.033 3.562 7.254 7.271 7.215 7.275 7.285 7.278
CoM -12.735 -2.053 NA NA NA NA NA NA NA

Units are in meters.

Statistics of these six measurements are shown in Figure 4.
Relevantly to height determination, it can be noted that
the variability (in terms of standard deviation) of the ver-
tical coordinate components is generally around 1cm,
thus suggesting good height determination accuracy.
Note that the approximate location of the vessel’s mass
center was also measured during the survey (cf. Figure 2
and Table 5), which can help estimate the vessel’s attitude
from the GNSS measurement data (the vessel swings
around its mass center axis). Also, the total station was
set up on the pier during the survey. Such an approach is
recommended only during calm weather in sheltered har-
bors, which was the case in this study. Otherwise, the total
station should be set up on board the vessel to eliminate
problems caused by the vessel’s movements during the
survey (Stepien et al., 2019).

In addition, all benchmark heights were referred to the
instantaneous sea surface. The heights between the sea

surface and points B1, LB (starboard side), and B2 (port
side) were determined by conducting tape measurements
(a solid rod was used to determine the distance, which was
then measured) in the harbor every time before the sail off
for each campaign (cf. Table 5). Since the sea surface is
ever changing and the vessel sways during such measure-
ments, but the measurements are also subjective (the sur-
veyor must assess the optimal measure from the moving
sea surface), these distance measures likely contain a rela-
tively large error component. It is estimated that the accu-
racy of these distance measurements is within 5 cm.
During the first campaign (C1), tape measurements
were also conducted randomly during the survey at sea
(at stops). These measurements indicated that the gen-
eral attitude of the vessel does not change significantly
and that the vessel is always slightly tilted to the right
(i.e., starboard side — notice that point B1 is always lower
than point B2) due to the position of the auxiliary engine

Statistic [m]

X | | | e
x I |
..x I !
| X | x !
x| ! I x.

Horizontal component
———\/ertical component

T T T T
A4 B1 B2 LB

Point identifier

Figure 4: Statistical properties (with respect to mean values) of the total station measured coordinate components. The colored bars denote
standard deviation estimates, whereby minimum and maximum coordinate component differences are shown with crosses.
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(see the survey vessel characteristics mentioned earlier).
In addition, the tape measurements were also conducted
after the campaigns (Table 6). The difference (compare
values in Table 5 to those in Table 6) in railing’s height
before and after a campaign can later help estimate the
vessel’s total static draft (due to fuel consumption).

The heights of the ARPs above the sea surface (Hagp)
were estimated as follows:

_ TS TS Tape
Hare = Hyrp — Hraiting + Hailing’ M

where Hizp and Hysy,, denote total station measured
heights of ARP and benchmarks on the vessel’s railing,
respectively, and Hy:f: . are the corresponding tape mea-
surements (cf. Table 5). Each ARP was determined rela-
tive to each benchmark on the railing. For instance, the
antenna Al associated values for the C1 campaign are
5.334 m (using benchmark B1), 5.322 m (using benchmark
B2), and 5.324m (using benchmark LB). These values
indicate that the distances between sea surface and
benchmarks on the railing have been determined accu-
rately. The final ARP height was then estimated as an
average of those (for each antenna and campaign sepa-
rately). The final ARP heights above the sea surface are
presented in Table 5 for all the campaigns.

By examining the heights of points B1, B2, and LB in
Table 5, it can be noted that after the first campaign (C1),
a slight change in the vessel’s general attitude occurs —
the starboard points Bl and LB rise, whereas the port
point B2 decreases. For subsequent campaigns (C2-C6),
however, no further significant change occurs. Note that
after the first campaign (C1), the vessel had to be main-
tained due to engine failure, which may have caused
the change in the vessel’s general attitude. Ideally, total
station measurements should thus have been repeated
before the second campaign (C2). Yet, Table 5 also reveals
that the differences between the four ARPs above sea sur-
face remain relatively unchanged despite the change in

Shipborne GNSS acquisition of sea surface heights =— 9

vessel’s attitude, which is due to considering all points on
the railing during the estimation of ARPs (the averaging
more or less eliminates the attitude change).

3.5 Configuration of GNSS receivers

GNSS measurements were configured to work autono-
mously. The GNSS receivers were turned on a few hours
before the vessel left the harbor (or even a day before the
departure). The receivers logged data during the cam-
paigns, and the data were downloaded upon arrival at
the harbor. Due to technical problems caused by the data
logging of Trimble R8s (the automatic compression of
files was unsuccessful due to software error), this routine
was not followed during the C1 campaign, and Trimble
R8s data were downloaded every 12 h into the field com-
puter. For the subsequent campaigns, the technical pro-
blem was eliminated, which enabled data logging into
the receiver’s internal memory, similar to other instru-
ments. Note that there were also problems (due to loss
of power) with antenna A1 during the first half of the C2
campaign and antennas A3 and A4 during the C4 cam-
paign. These power-related issues caused a loss of data as
the instruments were not logging during the campaigns.

Trimble NetR5 and NetR9 are designed for base sta-
tions, and therefore, it is easy to configure these receivers
through Ethernet cable. Conversely, Trimble Configuration
Toolbox had to be used to set up Trimble R8s for the cam-
paigns. This software enables to configure the interval of
logging and the duration of every compiled file. Due to the
configuration, the GNSS receiver starts to log data auto-
matically when it is turned on. This is advantageous since
after restoring power following a sudden power failure, the
GNSS receiver continues its operation (although during the
C4 campaign, power failure of Trimble R8s and NetR9 was
unfortunately permanent).

Table 6: Dynamic topography (DT) measured at the harbor and at the Pirita automatic TG station (roughly 5 km away), as well as heights of
benchmarks (B1, B2, and LB) above sea surface after the GNSS campaigns

Point 1 Cc2

(o] C4 (o) Cé

DT before/after a GNSS campaign

Measured DT at the port with respect to geoid 0.408/NA 0.154/0.324 0.424/0.174 0.525/0.355 0.235/NA NA/0.045

DT at the Pirita TG 0.391/0.689 0.242/0.401 0.502/0.222 0.526/0.367 0.244/0.136 0.149/0.059
Height from the instantaneous sea surface after a GNSS campaign

B1 2.340 NA NA 2.390 NA 2.330

B2 2.700 2.640 2.720 2.600 NA 2.640

LB 2.550 2.610 2.660 2.600 NA 2.530

Units are in meters.

DT was measured before and after a campaign from the benchmark on the pier.
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3.6 The used GNSS-CORS networks

Estonian and Latvian GNSS—CORS were used as the refer-
ence for kinematic data postprocessing. The stations
belong to Estonian and Latvian national GNSS—CORS net-
works named ESTPOS (managed by Estonian Land Board)
and LATPOS (managed by Latvian Geospatial Information
Agency), respectively. Four Estonian and two Latvian
CORS are also incorporated into the EUREF Permanent
GNSS Network (EPN). The primary goal for EPN is to imple-
ment the European Terrestrial Reference System ETRS89
across the continent. In addition, GNSS—CORS have impor-
tance for monitoring the national geodetic reference sys-
tems and their components. Nowadays, GNSS—-CORS are
widely used for different types of kinematic applications as
well, for instance, to determine not only airborne and
mobile laser scanning trajectories but also shipborne tra-
jectories, and for real-time network (RTN) measurements
by surveyors. Currently, 29 GNSS-CORS equipped with
Leica GR25 receivers and Leica AR25 Choke Ring antennas
are working in ESTPOS (Metsar et al., 2018). Raw data
(GPS, GLONASS, and Galileo) with logging intervals of
1s in RINEX ver 3.02 format are available on the ESTPOS
system Spider Business Center (gnss-rtk.maaamet.ee).

In total, 27 GNSS-CORS are working in LATPOS in
2021, mainly equipped with Leica GR30 and LEIAR20
LEIM Choke Ring Antennas (Maciuk et al., 2020). Raw
data (GPS, GLONASS, Galileo, and BeiDou) in RINEX
ver 3.04 format (including BeiDou data) are available
on the LATPOS system Spider Business Center (latpos.l-
gia.gov.lv). The locations of coastal GNSS—CORS used for
the GNSS postprocessing are shown in Figure 1.

4 Data processing

4.1 GNSS data postprocessing

All the collected GNSS kinematic data were postpro-
cessed using the commercial Trimble Business Center
(TBC) software ver 5.52. Precise ephemerides (final orbits)
by IGS (International GNSS Service) were incorporated
into all GNSS data postprocessing. GPS and GLONASS
data with an elevation mask of 10° were used. These two
GNSS were incorporated into data postprocessing because
two onboard receivers (A2 and A4) supported only GPS
and GLONASS. Data from Estonian and Latvian national
GNSS-CORS networks were used as base stations, whereby

DE GRUYTER

the closest GNSS—-CORS was always chosen for postprocessing
of a route portion (cf. Figure 1; note that TBC allows only
selecting one base station at a time for kinematic data post-
processing). All used GNSS-CORS coordinates were corrected
for vertical land motion using the NKG2016LU model (Vestgl
et al., 2019) to obtain the actual SSHs at the contemporary
measurement epochs (not the artificial BSCD2000 at epoch
2000.0).

For most survey routes, the baselines between the
measured points and the GNSS—-CORS generally remained
under 40 km, the exception being route C2 with longer
baselines. The change from one GNSS-CORS to another
caused changes in the baseline lengths (e.g., from 40 to
15km), but no significant jumps in the resulting heights
were detected. By overlapping profiles postprocessed rela-
tive to the two GNSS—CORS, the mean height differences
(representing jumps) generally remained around 2cm,
decreasing with shorter baselines. Note that for the C2
expedition (mainly in the Baltic Proper), the baselines
from the GNSS-CORS to the measured points reached up
to 120 km. Since TBC does not allow estimation of atmo-
spheric parameters for kinematic postprocessing, such
lengthy baselines may result in unreliable postprocessing
results. Previous studies (Varbla et al., 2017; Shih et al.,
2021) have shown that the Canadian Spatial Reference
System Precise Point Positioning (CSRS-PPP) online ser-
vice (webapp.geod.nrcan.gc.ca) can provide reliable post-
processing results for shipborne GNSS measurements far
from shore. Thus, due to the long baselines for the C2
expedition, the remote data postprocessing utilizing the
CSRS-PPP solution was employed. Note that only fixed
TBC and CSRS-PPP solutions for every baseline are con-
sidered valid data for further analysis. A detailed overview
of the online PPP technique can be found in the studies by
Mireault et al. (2008) and Banville et al. (2021).

As the data files postprocessed by using CSRS-PPP
online service contain no GPS seconds, the GPS seconds
were first calculated by using the available decimal day of
the year data. It then became evident (due to the mis-
match of coordinates and height variations between sub-
sequent measurements) that the timestamps given by
CSRS-PPP have a +30s offset for antennas Al, A2, and
A4 and a +60 s offset for antenna A3 with respect to the
timestamps given by TBC (likely due to GPS “leap sec-
onds”). Thus, the following time corrections were intro-
duced to the CSRS-PPP-based GPS seconds: -30s for
antennas Al, A2, and A4 and -60s for antenna A3. To
compare the results of the two software, all the TBC and
CSRS-PPP results were then matched by using the GPS
seconds.
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4.2 Comparisons between the GNSS
postprocessing height solutions

Figure 5b shows that the TBC postprocessed data degrade
significantly westward from 22°E meridian (antennas A2
and A4 show similar tendencies in data quality degrada-
tion, whereby the performance, in general, is slightly
better than the one of antenna A3 presented in Figure 5b),
whereas CSRS-PPP appears to provide more or less consis-
tent results along the whole route (Figure 5a and b; also
compare the presented standard deviation estimates of TBC
and CSRS-PPP a priori vertical accuracies). Note also in
Figure 6 how the discrepancies between CSRS-PPP and
TBC solutions become significantly larger from GPS time
45-70h, which roughly corresponds to data westward
from 22°E meridian (largest differences can be seen for
antenna A3). These data are the measurements furthest
from the used coastal GNSS—-CORS.

The differences in Figure 6 were further plotted in
relation to the TBC solution-associated baseline lengths
(Figure 7a; note that antenna A1l was excluded since there
are no data associated with extensive baselines — refer to
Figure 5a). It appears that the differences between CSRS-
PPP and TBC solutions remain relatively similar up to
CORS reckoned baseline lengths around 40-50 km. After
that threshold, however, the scattering of differences
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increases. To further examine the performance of these
differences, functions of standard deviation estimates
were compiled for each antenna (except antenna Al).
The differences between CSRS-PPP and TBC solutions
were divided into sets according to the TBC solution-asso-
ciated baseline lengths. Each set represents an increase of
1km in the baseline length (for instance, a set representing
baselines from 23 to 24 km). A standard deviation estimate
was then calculated for each set. The results presented in
Figure 7b confirm the previous assumption — the differ-
ences between the two solutions become noisier with
TBC solution baseline lengths more than 40-50 km.

An additional independent test was also conducted
by using the GNSS time series of CORS. Data from five
Estonian CORS (SUR4, KOSI, KUSA, MRJA, and PYRK; cf.
Figure 1) were postprocessed in the kinematic mode
(postprocessing parameters remained as described ear-
lier) using both TBC and CSRS-PPP. The used time series
was 24 h long with a logging interval of 15 s (i.e., 5,761 data
samples were examined). The Estonian CORS denoted as
MUS2 was chosen as the base station for TBC-based post-
processing. The resulting TBC and CSRS-PPP height solu-
tions were then compared to the official heights. Statistics
of these comparisons are presented in Figure 8a. It appears
that the TBC-associated statistics remain relatively similar
up to baseline lengths of 41 km. With a baseline length of
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Figure 5: A priori vertical accuracies of the bow-mounted antenna A1 (a) and the top-mounted A3 (b) during the C2 campaign, estimated by

TBC (top) and CSRS-PPP (bottom).
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Figure 6: Differences between the CSRS-PPP and TBC SSH solutions for the whole C2 campaign.

61km, a 2cm bias appears, and with a baseline length of
81km, the bias increases further, as does the standard
deviation estimate. Note that such biases can also appear
in TBC marine data solutions when changing from one
GNSS-CORS to another. Conversely, the CSRS-PPP-asso-
ciated statistics remain relatively similar at all times.
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Figure 8b shows statistics of these postprocessing
solutions’ formal accuracies. Compared to the deter-
mined errors in Figure 8a, the a priori estimates appear
overestimated, especially for the CSRS-PPP solutions (dif-
ferent software use different algorithms). Although TBC-
related a priori estimates (generally around 3cm) are
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Figure 7: Differences between the CSRS-PPP and TBC SSH solutions (cf. Figure 6) in relation to TBC-associated baseline lengths (a) and

differences as a function of standard deviation (b).
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Figure 8: Statistical properties of (a) height differences between the official CORS heights and the CSRS-PPP and TBC height solutions
postprocessed in the kinematic mode, and (b) the a priori accuracies of these postprocessing solutions. The black lines are mean values,
and colored bars denote standard deviation estimates. Crosses denote minimum and maximum values.

more similar to the actual errors, the actual data quality
degradation with the increased baseline lengths is not as
apparent. According to Figure 8b, the best formal accu-
racy is obtained for the shortest baseline, whereas the
estimates remain similar for the other four tests. Thus,
the a priori estimates output by the software may not be
reliable in estimating the absolute data errors (but could
be helpful in relative comparisons as discussed at the
beginning of Section 4.2). The comparisons and tests
described earlier suggest that the maximum baselines should
be kept under 40 km in CORS-based postprocessing. Since
the TBC postprocessed data performance degrades westward
22°E, which also represents longer baselines, these data
should be replaced by more reliable CSRS-PPP results.
Besides erratic behavior between TBC and CSRS-PPP
height solution differences at longer TBC-associated base-
lines, it appears from Figure 6 that the differences may also
contain a systematic component. Therefore, the differ-
ences were further investigated in five separate cases for
all four antennas. Statistics of these investigations are

presented in Figure 9 (note that antenna A1 has data avail-
able for only one of these cases). Although all the antenna
types and ARPs were defined in the raw data before GNSS
postprocessing using TBC and CSRS-PPP, the comparisons
show that the systematic component differs slightly between
the antennas (Figures 6 and 9). For instance, the systematic
difference (considering all data) for antennas A2 and A4 is
around —2 cm, but for antenna A3, it is around 4 cm. It can
also be noted that the systematic component is not a con-
stant during the whole campaign and tends to change a few
centimeters (notice variability in Figure 6). However, note
that according to Figure 8a, a bias may appear in TBC-based
solutions with longer baselines. The mean differences repre-
senting data westward from 22°E may therefore not be sui-
table for use since these represent primarily long baselines.
Thus, the offsets (i.e., the systematic components under dis-
cussion) computed by considering all data (mean differences
associated with blue bars in Figure 9) were applied to the
CSRS-PPP postprocessed data (it appears that the variability
of the systematic component in Figure 6 is random). It is
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Figure 9: Statistical properties of differences between CSRS-PPP and TBC height solutions in five cases (see the legend). The black lines are
mean differences, and colored bars denote standard deviation estimates. The total number of data points considered in comparisons can be

found in square brackets.

assumed that the residual differences in all the investigated
cases act as random errors (i.e., the presented standard
deviation estimates in Figure 9 are not considered while
choosing the suitable offsets). A meridian of 22°E was next
chosen as a cut-off limit (according to the previous discus-
sion), meaning that all TBC postprocessed data westward
the limit were replaced by CSRS-PPP postprocessed data
(with the applied offsets). No data were replaced for
antenna Al since the CSRS-PPP data do not extend west-
ward from 22°E (Figure 5a).

Figure 9 also shows relatively good consistency (in
terms of standard deviation) between the TBC and CSRS-
PPP height solutions: 0.013-0.024 m when the vessel was
static at the harbor (TBC-associated baselines are around
4km) and 0.036-0.052m for the whole dataset. Slightly
larger estimates of 0.044-0.075m (in terms of standard
deviation) by considering only the replaced route sections
could be due to the poorer performance of the TBC post-
processed data, as the performance of CSRS-PPP appears to
be more or less consistent along the whole route of the
vessel (see the bottom subpanels of Figure 5). These results
suggest that CSRS-PPP data are suitable to complement
the TBC postprocessed data in the poorer performing
areas (e.g., at distant locations from GNSS-CORS).

Figure 10 presents a priori vertical accuracies for all
the antennas during all the GNSS campaigns. It appears
from these figures that antenna A3 (Figure 10c) shows the
worst performance, whereas antenna A4 (Figure 10d)
seems to perform the best (compare the mean and stan-
dard deviation estimates presented in figures). However,
the statistical properties of antenna A3 with respect to the
other antennas are at the millimeter level, which can be

considered negligible considering the application. There-
fore, both the external Trimble Zephyr Geodetic antennas
and Trimble R8s receiver with an internal GNSS antenna
are suitable for shipborne GNSS measurements. The choice
depends more on the ease of use for such expeditions.

4.3 Determination of SSHs

After GNSS postprocessing, the computed ellipsoidal heights
(hagp) of the ARPs can be reduced into SSH by subtracting
the previously determined ARPs above the sea surface (Hagp;
cf. equation (1) and Table 5):

SSH = hsgp — Hagp. ()]

An example of the determined SSH during the second
campaign (C2) is presented in Figure 11. First, it can be
seen how the SSH follows roughly the height of the
NKG2015 quasigeoid model (Agren et al., 2016) but con-
tains a significant amount of noise (primarily due to the
heave motion of the vessel caused by the waves). It
appears that the noise is more prominent during the
last portion of the campaign, suggesting slightly rougher
sea conditions in comparison to the beginning of the
campaign. However, the determined SSH should ideally
follow a similar line to the geoid, meaning that a low-pass
filter needs to be applied to the data (see, e.g., Varbla
et al., 2017). Also, note that at the beginning of the cam-
paign, the NKG2015 model appears higher than the deter-
mined SSH, but the opposite is true at the end of the
campaign. This could be due to ever-changing dynamic
topography (DT), travel distance-dependent linear static
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draft, or both (cf. Tables 5 and 6). For instance, if the aim
is to validate the NKG2015 quasigeoid model, DT and
static draft corrections must be added to the determined
SSH (see, e.g., Varbla et al., 2020). According to Jahanmard
et al. (2021), the study area mean DT in the summer season
(during which most of the campaigns were conducted)
ranges from 0.10 to 0.35m, suggesting the expected DT.
However, it is essential to emphasize that instantaneous
DT can vary significantly. For example, in the study by
Varbla et al. (2021), the DT was only a few centimeters,
whereas in the study by Varbla et al. (2020), the maximum
DT reached almost 0.6 m (both studies were conducted in
the same area as this one). Importantly, since the Baltic Sea
is connected to the Atlantic Ocean via narrow Danish straits,
the tides are minimal, remaining within a few centimeters.
Considering geoid modeling, DT estimation, and height
determination accuracies, the influence of tides in the study
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area can be regarded as negligible. Thus, these are not
considered.

Figure 11 also suggests that the SSH of antenna A2 (at
the vessel’s bow) is more scattered than the one of
antenna A4 (on top of the wheelhouse). This becomes
evident if the measured SSH is compared to the NKG2015
model, which yields standard deviation estimates of 0.224
and 0.162m for antennas A2 and A4, respectively. The
more significant differences for antenna A2 are due to
dominating pitch motion of the vessel, which is more pro-
minent at the bow of the vessel compared to the wheel-
house, which is near its more stable center (cf. Figure 2).
These results indicate that the high-frequency attitude
changes of the vessel need to be considered as well, for
instance, by determining SSH at the more or less stable
mass center of the vessel by combining data from at least
three GNSS antennas (see, e.g., Varbla et al., 2020).
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Figure 10: A priori vertical accuracies of antenna A1 (a), A2 (b), A3 (c), and A4 (d) during all the campaigns. Note that the estimates westward

22°E meridian of C2 campaign (cf. Figure 1) represent the CSRS-PPP.
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Figure 11: SSH determined by antennas A2 and A4 during the second campaign (C2). No static draft nor DT corrections are included at this
stage of analysis. The black line represents the heights of the NKG2015 quasigeoid model. Note that the time span of 10 h corresponds

roughly to 160 km (~90 nautical miles).

To further assess the performance of the determined
SSH, the SSH of the same or different campaigns can be
compared at intersections. However, Figure 11 suggests
that the data scattering may dominate such a compar-
ison. Thus, a low-pass filter (a combination of moving
median and average) developed by Varbla et al. (2017)
and successfully employed by Varbla et al. (2020) was
used to filter SSH (i.e., to reduce the impact of the vessel’s
attitude and waves on comparisons). The filter window
was set to 51 measurements, as was appraised suitable by
Varbla et al. (2020). Two criteria were then defined to
search intersections between filtered SSH of different
campaigns: (i) distance between points less than 250 m
and (ii) time between intersections (also consecutive
points) more than 30 min. The resulting statistical prop-
erties are presented in Figure 12. It can be noted that the
results differ slightly, for example, if campaign C2 is com-
pared to C4 and vice versa. Since the algorithm searches
intersections by moving along the validated campaign,
the two tests may yield different points for comparisons
(i.e., the algorithm moves along different routes for the
two validation cases).

The statistics presented in Figure 12 show relatively
good agreement, especially considering that the com-
pared SSH contains ever-changing DT and is not corrected
for the static draft. For instance, the mean differences sug-
gest that DT was highest during the C1 campaign and
lowest during the C6 campaign. The DT measurements in

Table 6 seem to confirm this result. Table 6 also shows that
up to 30 cm change in DT can be expected during a
campaign. Such a large variability can contribute sig-
nificantly to the standard deviation estimates. There-
fore, the estimates in Figure 12, which mainly vary
between 5 and 15 cm, indicate high accuracy of the deter-
mined SSH. Also, note that the antenna A4 (Figure 12b)-
associated standard deviation estimates are generally lower
than those of antenna A2 (Figure 12a), demonstrating again
a better performance of the near mass center-mounted
antenna.

Since DT appears to affect the intersection assessments
between various campaigns, the two criteria described ear-
lier were employed to also search for campaign-internal
intersections. It is assumed that the DT change may have
a reduced effect on the assessment results during a single
campaign. Statistics of the detected campaign-internal inter-
sections are presented in Figure 13.

Indeed, the standard deviation estimates are reduced
compared to the results shown in Figure 12. The highest
estimate of around 11 cm is associated with the A2 antenna
during the C2 campaign (Figure 13a). Note also how the
larger estimates are associated with longer campaigns (cf.
Table 2). This result again indicates the impact of DT and
also static draft (since fuel consumption increases with
travel distance). In addition, the mean differences are
less biased, being generally within 5cm. It can also be
seen that antenna A4 results (Figure 13b) indicate slightly



DE GRUYTER Shipborne GNSS acquisition of sea surface heights =— 17

(a)
[ T [T
c1 c4 |
c2 cs|
c3 c6
[ - B — I
3 -
_ . B Fd] =
£ x [ } %
O — - : = 4 —
R4 EiE b3 |
B = —
: E | i
n |
1} i ==
[ % x| I .
x 1 ! *x
: 1
| | ] ] | | ] I |
I . [ ] [ | ] ® .
_08 T T T T T T K T T T T T T T
N3388 Tax8xs onad388 oxn388 53338 G8338
O ERET SIS o o
Campaign identifier
(b)
0.8 1 [ ]
07 i C1 cal-
44 | 1| I €2 Cs |
0.6_ x 1 I C3 C6
0.5 )t’ ! T
0.4 x :
i %
0.3
— 027%
E 01 |
Qo T *— -
k7] 0.0_ T T T
T
& 0.1 - : X
-0.2 - : =
‘ ! [ %
=037 - - ¥ ! ] - [
—0.4 ! | | +—1 { |- % x
-05 } i i
-0.6 x | :
074 . ] | [ - [
_08 T T T T i T T T T T T : T T T
= < 1 © g -0 © - N MW © TN M T © - N M S W0
YOOOO FROOg OYOOVO 0OVOO0 VOVOO 0OOOO

Campaign identifier

Figure 12: Statistical properties of differences between low-pass filtered SSH of antennas A2 (a) and A4 (b) at intersections between
campaigns. The black lines are mean differences, and colored bars denote standard deviation estimates of differences. Crosses denote
minimum and maximum differences. Note that color shows the validated campaign and the X-axis validation dataset. In square brackets are
the total number of detected intersections for each comparison.
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Figure 13: Statistical properties of differences between low-pass filtered SSH of antennas A2 (a) and A4 (b) at campaign-internal inter-
sections. The black lines are mean differences, and colored bars denote standard deviation estimates of differences. Crosses denote

minimum and maximum differences.

superior performance in comparison to antenna A2 (Figure
13a), which is consistent with the previous assessments.

5 Discussion

Results of six shipborne GNSS survey campaigns per-
formed in the Baltic Sea demonstrated that it is possible
to obtain reasonable quantification of SSHs in the coastal
and offshore areas. Such surveys, however, are often
challenged by other unexpected circumstances. For example,
during the campaigns, some of the main problems/chal-
lenges encountered were caused by: (i) the GNSS receiver’s
software error. The problem was not detected before the
campaign. Therefore, the Trimble R8s GNSS system could
not produce correctly compressed data files, and the
system’s internal memory became full at sea; (ii) the
hardware and logistical issues. Most of the GNSS equip-
ment were rented in this study, and the GNSS receivers
and antennas had to be changed between the C1 and C2
campaigns (cf. Table 3). This required meticulous checks
of GNSS receivers’ settings and the type of GNSS antennas;
(iii) the GNSS kinematic data postprocessing. Two different
data processing software were used due to the distance
of some of the GNSS measurements from the coast. The

GNSS-CORS-based (by using TBC) and CSRS-PPP-based
(for more distant GNSS profiles) results were combined
to achieve the best height accuracy for nearshore and off-
shore data points; (iv) the vessel’s high-frequency attitude
changes and marine conditions.

The derived SSH can be applied for various applica-
tions, such as the validation of geoid models, HDM fields,
and altimetry products. However, further data processing
needs to be conducted. For instance, the high-frequency
attitude changes must be eliminated from measurements
data, and vessel-related corrections must be implemented.
However, such data processing is out of the scope of the
current contribution that focuses on designing the marine
GNSS surveys and on potential problems (and solutions to
these) that may arise during these campaigns. Details of
further data processing are reported in Varbla et al. (2022).

The procedures used in this study for obtaining SSH
via shipborne GNSS can also be implemented for other
marine regions. However, it is essential to be aware that
(i) the position of GNSS antenna on the vessel affects the
results; (ii) reliable GNSS results can still be achieved with
long baselines (e.g., by using CSRS-PPP); (iii) mounting of
GNSS equipment should be carefully considered; and (iv)
unexpected events may occur during shipborne GNSS mea-
surements (e.g., unfavorable weather conditions, equip-
ment, and software malfunctioning).
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6 Concluding remarks

This article describes the technical procedures for acquiring
shipborne GNSS data, with the primary focus on equipping
the designated survey vessel and processing the GNSS data.
A case study was performed in the eastern section of the
Baltic Sea during the spring and summer of 2021. These
surveys consisted of six different campaigns (with a total
length of nearly 5,000 km), where the GNSS—CORS network
stations of Estonia and Latvia served as base stations for the
postprocessing of GNSS kinematic data.

It is expected that the distances from the GNSS—-CORS
vary during shipborne GNSS surveys. Thus, two different pro-
cessing methods were employed. These were GNSS—CORS-
based and CSRS-PPP-based kinematic postprocessing
approaches. Results demonstrate that for long baselines
(i.e., 40-120 km between a GNSS—-CORS and a measure-
ment), better results were obtained using the CSRS-PPP,
while for shorter baselines (i.e., 4-40 km), the GNSS—CORS-
based kinematic postprocessing is preferred. Therefore,
CSRS-PPP is the recommended method for offshore sur-
veys with significant distances from the coast (and thus
also from GNSS—-CORS).

Different GNSS antennas (cf. Table 3) were utilized in
this study, and a slight difference was observed in their
performance. The resulting accuracy is related to the
antenna’s location on the vessel (due to high-frequency
attitude changes) and to some technical aspects (external
antennas appear to have more accurate results). Also, to
obtain accurate SSH, the computed GNSS ellipsoidal
heights must be corrected for ARP. Once this was per-
formed, a comparison between computed SSH and the
NKG2015 geoid model yielded standard deviation esti-
mates of 0.224 and 0.162 m for the antenna at the vessel’s
bow and on top of the wheelhouse, respectively. This
emphasizes that the position choice of the GNSS antenna
influences the resulting SSH.

Performing shipborne GNSS surveys can be challen-
ging at sea due to potential equipment and software
failure, unpredictable weather conditions, vessel limita-
tions, etc. All these factors can affect the data quality and
results. For the results to be successful, careful consid-
eration needs to be given to the mounting of the GNSS
equipment, vessel’s parameters and appropriateness, and
processing methods of the GNSS data. Although shipborne
GNSS surveys can be expensive, they can be incorporated
with other expeditions (a piggyback approach). The resulting
SSH datasets can provide an alternate source of accurate sea
level data, especially in challenging coastal locations that are
not surveyed by other sensors (e.g., SA, TGs). Such SSH can
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also assist in improving marine geoid and hydrodynamic
modeling.
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Abstract: With an increasing demand for accurate and reliable estimates of sea surface heights (SSH)
from coastal and marine applications, approaches based on GNSS positioning have become favored,
to bridge the gap between tide gauge (TG) and altimetry measurements in the coastal zone, and
to complement offshore altimetry data. This study developed a complete methodology for jointly
deriving and validating shipborne GNSS-determined SSH, using a geoid model and realistic dynamic
topography estimates. An approach that combines the properties of hydrodynamic models and TG
data was developed to obtain the latter. Tide gauge data allow estimating the spatiotemporal bias of
a hydrodynamic model and, thus, linking it to the used vertical datums (e.g., a novel geoid-based
Baltic Sea Chart Datum 2000). However, TG data may be erroneous and represent different conditions
than offshore locations. The qualities of spatiotemporal bias are, hence, used to constrain TG data
errors. Furthermore, a rigid system of four GNSS antennas was used to ensure SSH accuracy. Besides
eliminating the vessel’s attitude effect on measurement data, the rigid system also provides a means
for internal validation, suggesting a 4.1 cm height determination accuracy in terms of standard
deviation. The methodology also involves eliminating the effect of sea state conditions via a low-pass
filter and empirical estimation of vessel sailing-related corrections, such as the squat effect. The
different data validation (e.g., examination of residual values and intersection analyses) results,
ranging from 1.8 cm to 5.5 cm in terms of standard deviation, indicate an SSH determination accuracy
of around 5 cm.

Keywords: Baltic Sea; BSCD2000; dynamic topography; geoid; GNSS; hydrodynamic model;
hydrogeodesy; sea surface height

1. Introduction

Sea surface height (SSH), an imperative parameter for understanding the marine envi-
ronment, sees an increasing demand for accurate and reliable estimates from coastal and
marine applications (e.g., engineering, navigation, research). Historically, tide gauge (TG)
stations, some as old as a few centuries, have provided continuous sea level information,
which is now essential, for instance, to climate studies [1-3]. Although modern TGs also
allow a high accuracy (centimeter-level) and sampling rate (up to seconds), the distribution
of TG stations is generally sparse and restricted to land-bound coastal locations. Since the
TG-determined sea level information represents only a limited spatial domain, complemen-
tary data from space geodetic techniques are invaluable. Satellite altimetry (SA) records
now span over three decades, densely covering most of the Earth’s marine areas with a
reasonable quantification of SSH [4-6]. However, the SA method is often limited by its
spatial and temporal resolution characteristics and reliability, which tend to diminish in the
coastal zone due to approximations in atmospheric, sea state, and geophysical corrections
and waveform distortions caused by coastal inhomogeneities [7-9].
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Approaches based on GNSS (global navigation satellite system) positioning have, thus,
become favored for bridging the gap between TG and SA measurements in the coastal zone
and complementing SA data offshore. These methods are also appropriate for the validation
and calibration of SA-based SSH, in addition to commonly used TG-based methods. It
has been demonstrated that relatively accurate SSH can be acquired by shipborne GNSS
measurements [10-12], airborne laser scanning surveys [13-15], and other alternatives,
such as GNSS-equipped buoys [16,17] and uncrewed sea vessels [18,19]. While airborne
laser scanning surveys currently require expensive equipment and a survey aircraft, and
buoys or uncrewed vessels may first demand watercraft development, the shipborne GNSS
approach appears most convenient. Some studies have used transit vessels (e.g., ferries)
and their routes for research purposes [20-22], demonstrating that dedicated survey vessels
and routes are not necessarily required either.

In the spring and summer of 2021, six marine survey campaigns were conducted with
the primary focus on marine condition monitoring of the Baltic Sea. Concurrently, four
GNSS devices installed on the research vessel collected SSH data autonomously. In [23]
are provided a comprehensive review of the six marine survey campaigns, discussions
concerning the problems occurring during autonomous data collection, and a description of
the GNSS data post-processing. Following lessons learned in our previous studies [11,24],
this paper presents improved data processing approaches and a complete exploration of the
methodology for deriving accurate SSH from initial post-processed GNSS measurements
(i.e., instantaneous SSH), which, unless further treated, are impractical for use in data
applications. Accurate derivation of shipborne GNSS-based SSH requires consideration
of a vessel’s high-frequency attitude changes (e.g., pitch and roll motions) [11] and sea
state conditions (i.e., waves) [24], which contaminate the instantaneous SSH, but also need
vessel sailing-related corrections [11]. These corrections account for the squat effect, which
causes a moving vessel to sail deeper than its nominal draft, and gradual changes in the
static draft (e.g., continuous fuel consumption causes a vessel to float higher).

Aside from deriving SSH, the developed methodology involves a joint validation of the
results, demanding comparable data from an independent source. It will be demonstrated
that such a joint approach can enhance data accuracy by processing residual values instead
of the instantaneous SSH. Thus, the emphasis of the study is also on the structuring of
validation datasets. Since SSH is the sum of geoidal height and dynamic topography (DT),
a suitable geoid model and DT estimates are required. In the current study, an essential
component of the latter is the recently initiated implementation of the Baltic Sea Chart
Datum 2000 (BSCD2000), a common height reference for the Baltic Sea region [25,26].
The BSCD2000 will be realized through GNSS and geoid modeling (i.e., BSCD2000 is
an equipotential surface) and is compatible with the EVRS (European Vertical Reference
System) associated national height system realizations of the Baltic Sea countries. As the
Baltic Sea TGs are rigorously connected to the national height systems [27,28], the TG
readings refer to the BSCD2000 at the reference epoch, implying that the contemporary TG
readings can be expressed directly as DT (cf. Figure 1).

However, because TG stations are generally distributed in sparse land-bound coastal
locations, hydrodynamic models (HDMs) providing high spatial and temporal (hourly)
resolution DT may appear an appealing offshore data source. Caution should be exer-
cised using these models, since they usually contain a long-wavelength nature [29,30]
spatiotemporal dynamic bias (DB) relative to the used height reference [15,30,31] (also
refer to Figure 1). Hence, it would be advantageous to employ the method developed
by [15,30]: the DB estimated at TG stations is gridded and then removed from an HDM;
therefore, linking the model with height references. In these studies, exact interpolators
were employed for gridding. Such an approach assumes that a DB estimate at a TG station
is errorless and represents all nearby offshore locations, which may not be necessarily true.
Utilizing the qualities of DB, an approach was developed for estimating DB uncertainties
used during offshore DB prediction by least-squares collocation (i.e., an inexact interpola-
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tor); thus, constraining TG data errors. By combining the properties of TG data and HDMs,
realistic DT can be derived for shipborne GNSS-determined SSH validation.

GNSS-CORS

Tide gauge

r«ﬂ\%\\d

Hydrodynamic :

model |

Erratically determined SSH
by neglecting VLM

BSCD2000

/ Ellipsoid

Figure 1. Interrelations between the used datasets. The solid lines denote geometry at a reference
epoch, whereby the dashed lines show the vertical land motion (VLM) affected geometry at a GNSS
observation epoch. Global sea level rise and geoid change trends are neglected for simplification
(i.e., the sea’s surface is assumed to be unchanged). Notice that the depicted dynamic bias (DB) is
negative, cf. Equation (3).

This contributions’ outline is as follows. Section 2 reviews the core theoretical prin-
ciples for deriving and validating shipborne GNSS-determined sea surface heights (note
that subsequent sections reveal additional details with data examples, since these reinforce
the developed principles). Section 3 provides an overview of the shipborne GNSS sur-
veys and used information. The derivation of offshore DT is examined next in Section 4;
whereas, Section 5 is dedicated to shipborne GNSS data processing and validation. The
paper continues with a discussion in Section 6 and concludes with a summary in Section 7.

2. Theoretical Principles

With the knowledge of the vertical range (R) between a reference point on a vessel
(e.g., GNSS antenna’s reference point) and the sea surface (e.g., determined by a total station
survey), instantaneous SSH can be calculated relative to a geodetic reference ellipsoid (e.g.,
GRS80), using GNSS measured ellipsoidal heights h:

iSSH(g,A,t) = h(g,A,t) — R, )

where ¢ and A are the measurement points’ geodetic latitude and longitude at a GNSS
observation epoch ¢, respectively. Instantaneous SSH is only an approximation of the actual
SSH, as it contains the vessel’s high-frequency attitude changes (e.g., pitch and roll motions)
and the impact of sea state (i.e., waves). In addition, vessel sailing-related squat and static
draft corrections must be applied, since these cause the vessel to sail with an offset relative
to the reference level at which R is usually determined. Accurate derivation of shipborne
GNSS-based SSH requires consideration of all these factors.

During GNSS data sampling, an inertial measurement unit can be deployed for speci-
fying the vessel’s attitude [12,32]. However, utilizing an inertial measurement unit may
be costly and require dedicated software for data processing. As an alternative, the ves-
sel’s high-frequency attitude changes can be estimated and eliminated from GNSS mea-
surements by using data from at least three GNSS antennas [11,33]. The elimination of
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the vessel’s high-frequency attitude changes, by computing a joint height solution from
multiple antennas to the vessel’s mass center, is further discussed in Section 5.1, with a
complementing data example.

Note that such a joint height solution from multiple antennas retains the impact of
waves, which manifests itself as heave motion (i.e., vertical movements of the vessel).
The required SSH data can be separated from these height estimates by applying a low-
pass filter [11,32]. The filtering window (spatial) length can be several kilometers long,
depending on the GNSS data sampling rate, implying that the filter may propagate errors
to the resulting SSH data; for instance, in steep geoid gradient areas. Therefore, the heights
should be reduced to residual values prior to low-pass filtering:

rHE (@, A, t) = iSSH(@, A, t) — DT(¢, A, t) — N(o,7), )

where r4F denotes unfiltered residual values. The term DT denotes the ever-changing DT
during a shipborne GNSS survey and N geoidal heights. The latter can be obtained from a
suitable geoid model, whereas DT must be estimated.

As already discussed in the Introduction, the combination of TG and HDM datasets
allows DT estimation [15,30]. First, the DB values of an HDM are determined at the
locations of TG stations:

DB((pTG,/\TC, t) - DTHDM(q)TG,ATC,t) — DTy ((pTC,ATG,t>, )

where DTyppy and DTrg are HDM- and TG-based DT, respectively (see also Figure 1).
With a suitable spatial interpolation method, the DB estimates are then gridded with HDM
resolution. These predicted offshore DB (DB) provide correction to the initial HDM:

ﬁT(¢HDM, AHDM t) _ DTHDM<(PHDM, AHDM t) _ DAB<(PHDM, AHDM t), @)

where DT denotes the corrected HDM-based DT. Dynamic topography at the GNSS mea-
surement locations can finally be estimated via bilinear interpolation. Derivation of offshore
DT is further discussed in Section 4, with accompanying data processing examples. Simi-
larly, Section 5.2 further examines the low-pass filtering of the residual values.

The above computations result in filtered residual values rf, which should be corrected
for vessel sailing-related effects, such as squat and static draft:

(g, A 1) =1 (@, A1) = C(t), ®)

where the term C denotes the vessel sailing-related corrections collectively. Section 5.3
presents an example of their empirical derivation. Ideally, the resulting filtered and cor-
rected residuals rf1C should be near-zero, but such results cannot be expected, due to
measurement errors and deficiencies in the used models. Thus, the residual values pro-
vide means for validation. Assuming that the estimated DT, geoid model, and vessel
sailing-related corrections are accurate, the residuals primarily represent errors of the
GNSS-determined SSH. Finally, the corrected SSH can be restored from the filtered and
corrected residuals:

SSH*C (g, A, 1) = T7C (@, A, t) + DT(¢, A, t) + N(g, ), (6)

whereby these results are now suitable for further SSH data applications.
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3. Shipborne GNSS Surveys, Data, and Other Used Information

Six marine survey campaigns were conducted in the Eastern Baltic Sea in the spring
and summer of 2021 (Table 1 and Figure 2). Each campaign had a primary objective related
to different Tallinn University of Technology marine condition monitoring projects. For
instance, some tasks involved collecting water samples (e.g., chlorophyll, turbidity, nutri-
ents, phytoplankton), measuring the vertical profiles of water properties (e.g., temperature,
salinity, oxygen, light attenuation), or servicing marine monitoring stations. Concurrently,
ellipsoidal heights were measured autonomously by four vessel-installed GNSS devices
(the used instrumentation is described in [23]). The multi-frequency GNSS receivers were
turned on before the vessel left the harbor, and the stored data were downloaded upon
returning. During the campaigns, no dedicated GNSS operator was on-board. The GNSS
sampling rates were 15 s for the first C1 campaign and 30 s for subsequent campaigns.

Table 1. General information about the conducted marine survey campaigns.

Number of

Number of
Campaign Month Duration of a Route Leng'th I_.IDM Computed Tempf)ral
cp . of a Campaign Grids/DT Resolution of
Identifier (GPS Week) Campaign (h) . SSH Data
(km) Computation . SSH (s)
. Points
Duration (h)
C1 April (2152) 52 544 120 11,908 15
C2 July (2168) 106 1439 168 12,253 30
C3 August (2169) 146 1874 192 16,222 30
C4 August (2172) 40 515 96 4390 30
C5 September (2174) 9 98 96 832 30
C6 September (2175) 40 454 120 4449 30

@)

(1)

@ @ML
Pepr [ o)

: (17)

Figure 2. Study area (see the red rectangle) and routes of marine survey campaigns. Numbered
circles denote the used TG stations, and red triangles continuously operating reference stations that
were employed for GNSS post-processing. Colored background and grey isolines (contour interval is
one meter) depict the NKG2015 quasigeoid model.
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h(g, At tg) =

The collected shipborne GNSS data were post-processed relative to the Estonian [34]
and Latvian [35] national GNSS continuously operating reference stations (CORS) with the
commercial Trimble Business Centre software (version 5.52; Trimble Inc., Sunnyvale, CA,
USA). Precise GNSS ephemerides (final orbits) from the International GNSS Service were
incorporated into post-processing. Since Trimble Business Centre allows only one base
station at a time for kinematic data post-processing, the closest GNSS-CORS (cf. Figure 2)
was always employed for a GNSS data point computation (similarly to [11,24]). The GNSS-
CORS coordinates were fixed to the reference epochs of the national reference frames
(i.e., the standard data processing scheme was used). However, the Baltic Sea region’s
geodetic networks are deforming, primarily due to glacial isostatic adjustment induced
vertical land motion (VLM). The VLM generates discrepancies between the reference
and observation epoch positions of a GNSS-CORS, consequently introducing an offset to
the marine GNSS measurements (cf. Figure 1), since sea level trends do not follow the
VLM directly (but do contain the glacial isostatic adjustment induced geoid change). The
neglected VLM correction may, thus, yield lower than actual SSH in the land uplift regions.
By employing the principles outlined in [26], the GNSS measurements were corrected
retrospectively for VLM occurring at the GNSS-CORS:

hO ((PRS: )‘Rsr tO) + dh(t) + [VLMgeucentric <§DRS'ARS) - GC(Q), /\)] '(t - tO)r (7)

where h is the ellipsoidal height of a reference station at a reference epoch t(, and dh
represents the estimated height difference between a reference station and remote GNSS
measurement at an observation epoch t. The term V LMgeocentric denotes the geocentric VLM
rate at a GNSS reference station, and GC is the geoid change rate at a GNSS measurement
location. The VLM and geoid change rates were obtained from the NKG2016LU VLM
model [36].

It became evident during GNSS post-processing that some of the vessel’s routes
were too distant from the GNSS-CORS (westernmost routes in the Baltic Proper shown
in Figure 2), resulting in reduced post-processed data quality. Previous
studies [24,37,38] have shown that the Canadian CSRS-PPP online global precise point
positioning service [39] can provide reliable post-processing for remote shipborne GNSS
measurements. In particular [37], demonstrated that CSRS-PPP is a viable option for post-
processing GNSS data, even in a transoceanic scenario for determining SSH. The results
in [23] indicate that CSRS-PPP-based data are consistent, regardless of the distance from
the coast and, thus, suitable for complementing poor-performing Trimble Business Centre
post-processed route sections. Therefore, the poor-performing sections were replaced by
CSRS-PPP solutions.

The results of a total station survey and tape measurements (in the harbor) allowed
reducing the post-processed and VLM corrected GNSS ellipsoidal heights to the sea surface.
The four GNSS antennas’ reference points and three benchmarks on the vessel’s railing were
assigned coordinates in an arbitrary local system, whereby tape measurements (conducted
separately for each campaign) determined the vertical distances between benchmarks and
the sea surface. The ellipsoidal heights / obtained using Equation (7) were transformed
into instantaneous SSH as (Equation (1) modification):

iSSH(@, A, t,t0) = h(@, A, t,tg) — HE&" + HE" — HEY, ®)

where H#RP and H I%QA denote the total station determined heights of an antenna’s reference
point and a benchmark on the railing, respectively, and HtBuIF\)/{, is a distance measured by
tape. Additional details about the total station survey and instantaneous SSH calculations
can be found in [23].

This contribution now aims to further process the instantaneous SSH data, so that these
are suitable for subsequent applications (e.g., validation of SA results, marine geoid models,
HDMs’ performance). However, Section 4 first examines the derivation of offshore DT,

since SSH computations were performed jointly with data validation, which also requires
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geoidal heights. The latter were obtained from the high-resolution (0.01 x 0.02 arc-deg,
i.e., approximately 0.6 nautical miles) NKG2015 quasigeoid (over marine areas, the geoid
coincides with the quasigeoid; henceforth, the shorter term will be used) model [40] (cf.
Figure 2). Note that NKG2015 represents a geoid model using the zero-tide permanent
tide concept, to which a correction from zero-tide to the tide-free concept has been applied
(see [41,42] for details about permanent tide concepts). The correction provides consistency
with GNSS measurements (using the tide-free concept). In other words, by subtracting
NKG2015 heights from the GNSS determined ellipsoidal heights, normal heights using the
zero-tide concept are obtained.

Hydrodynamic Model and Tide Gauge Data

Previous works [11,15,30,43] have evaluated the ability of the various HDMs available
for the Baltic Sea in deriving sea surface dynamics. Based on these assessments, all the
models contain a DB relative to the used height reference (i.e., BSCD2000), whereby the bias
varies between models. It also appears that, generally, the most accurate representation of
sea surface dynamics in the region can be obtained from the high-resolution (hourly data,
with a spatial resolution of approximately 1.0 nautical miles) NEMO-Nordic model [44,45],
which was, thus, also chosen for DT determination in this study. If TGs are connected
(e.g., by geodetic leveling) to the used height system(s), the DB in the NEMO-Nordic-based
DT can be estimated using TG readings. This study employed hourly data from 41 TG
stations: 15 Estonian, 7 Latvian [46], 11 Swedish [47], 7 Finnish [48], and one Russian [49]
(cf. Figure 2). Note that the NEMO-Nordic model and Russian TG data should be first
converted from mean-tide to the zero-tide permanent tide concept for compatibility with
the Estonian, Latvian, Swedish, and Finnish TG data [26] (and the normal heights discussed
at the end of the previous section). Moreover, the Latvian [50] and Finnish [26,51] TG
readings are initially given relative to alternative height reference levels. Hence, before
utilization, these data must be converted relative to the used height reference (i.e., national
height systems compatible with the BSCD2000).

Even though the Estonian, Latvian, Swedish, and Finnish height systems are all
EVRS-based and heights refer to the Normaal Amsterdams Peil (NAP), some minor dis-
crepancies exist (an additional discussion can be found in [26]). Thus, the pan-continental
EVRF2019 [52] solution-based height system discrepancies can improve TG data compat-
ibility further. Since GNSS post-processing was conducted relative to the Estonian and
Latvian GNSS-CORS, the respective height systems were considered the zero level. The
EVRF2019 solution yielded a —1 cm correction to the Swedish and Finnish TG readings.
On the other hand, the Russian TG data are given relative to the Baltic Height System of
1977 (BHS77), and a +21 cm offset had to be added.

Similarly to the geodetic networks, the Baltic Sea TG networks are also deforming due
to VLM. Even though the zeros of TGs approximately coincide with the reference level at
the (common) reference epoch of the national height systems, in the land uplift regions, the
zero separates from the reference, yielding lower than actual sea level readings (i.e., DT
relative to the nearby solid Earth; cf. Figure 1). The principles outlined in [26] were, hence,
employed to obtain absolute DT (i.e., relative to the height reference):

DTrg (@TG,ATG, tH) = DTgsy. (?TG/ATG, t, to) + VLMieveted (?TG,ATG) : (tH - fo), )

where DTr; and DTgg;, are the TG-based absolute and relative DT at an observation epoch
tH (hourly temporal resolution), respectively, and V LMjj.4 denotes leveled VLM rate at a
TG station (obtained from the NKG2016LU VLM model). The term tj denotes the reference
epoch of a height system to which the derived DTr¢ refers. These TG data, corrected for
datum offsets and VLM, were then used for linking the NEMO-Nordic HDM to the used
height references for offshore DT derivation.
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4. Derivation of Offshore Dynamic Topography

Dynamic topography, defined as the SSH and marine geoid separation, represents one
of the most valuable parameters, in terms of marine dynamics. Accurate knowledge of DT
can guarantee safe navigation at sea, help understand oceanographic processes, and be
combined with a suitable geoid model to validate various SSH measurements. With the
method developed by [15,30], TG data and an HDM can be combined using Equation (3) to
estimate the HDM-contained DB values at the locations of TG stations (at hourly temporal
resolution #). Both studies used exact interpolators for DB gridding, which inherently
assumes errorless TG data and TGs connections to the height system(s), as well as that the
estimated DB at a TG station is an expected value for all nearby offshore locations; although,
neither is necessarily true. Errors may always exist, due to instrument malfunctions, natural
disasters, human errors, or poor maintenance and documentation [53,54]. Such errors
propagate to the derived offshore DT when the gridded DB is used to correct the initial
HDM. Thus, a new approach utilizing DB qualities was developed for constraining TG
data errors in offshore DB prediction.

4.1. Estimation of Dynamic Bias Uncertainties at the Tide Gauge Locations

Although DB changes temporally, over short timeframes (e.g., daily), the DB should
remain relatively stable, as erratic behavior (such as sudden jumps, both spatially and
temporally) would suggest a lack of consistency in the HDM-based DT. However, such a
hypothesis first assumes a well-performing HDM (i.e., the HDM phases should match TG
data). Figure 3 shows correlation coefficients between the NEMO-Nordic HDM and TG
readings at the TG locations. It can be noticed that the (uncorrected) HDM-based DT is
well correlated with the TG data, with coefficients being generally above 0.95. The only
slight exception is TG3; (refer to Figure 2), with a correlation coefficient of 0.87, likely due
to its location in relatively confined waters. The NEMO-Nordic HDM phases, thus, appear
to adequately match TG readings (also see [30]).
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Figure 3. Correlation coefficients between TG and HDM data at the TG locations (based on all 792 h
of used data, cf. Table 1). For better readability, only the top of the vertical scale is shown.

High DB standard deviation of NEMO-Nordic HDM may, hence, reveal poorly-
performing TGs. For instance, notice in Figure 4b the high DB variability at TGg and
TGy (yellow dots; also refer to Figure 2) during the C1 campaign, whereas during the C2
(Figure 4d) and C6 (Figure 4f) campaigns, the DB remained relatively stable. Such behavior
may be associated with stormy conditions during the second half of the C1 campaign,
since the harbor of TG is relatively vulnerable to extreme weather, and TGy, is affected by
westerly winds that rapidly accumulate water during storms. Described variations in a
confined harbor may not represent the offshore conditions. Therefore, the first uncertainty
component (o) for DB was estimated as a moving standard deviation (centered at an
observation epoch t) in the DB temporal domain:
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(71(1? ): — [ DB(eTO AT, m) — y ~ DB(gT,ATS,m) |, (10)
m:tH—% m:tH—%

where T denotes the time extent considered at a certain time. A 25-h period was determined
suitable, whereby a minimum of 12 h of data was included in all DB (and DT) computations,
before and after the campaigns. This was done to avoid shorter than 25 h window sizes
during the campaigns, which would have introduced inconsistency to the temporal domain
uncertainty estimation.

Since DB has a long-wavelength nature, the mean DB estimates at neighboring TG
stations should ideally be similar in value. Therefore, discrepancies between mean DB
estimates may reveal, for example, errors in TGs connections to height system(s) or near-
shore processes. In the Gulf of Riga (cf. Figure 2), the mean DB estimates differ over
relatively short spatial scales (Figure 4a,c,e); whereby, the discrepancies appear similar
during all the campaigns. For instance, the mean DB at TG;7 always appears higher than at
TG16 and TG;g (refer to Figure 2). A higher mean DB estimate can similarly be observed at
TGyp. Such reoccurring discrepancies could indicate errors in the levelings that connect
TGs to height system(s).

Alternatively, the mean DB at TG4 (refer to Figure 2) was significantly higher (more
than usual) than at the neighboring TG stations during the C2 campaign (Figure 4c).
According to the nearby weather station, during the second half of the C2 campaign,
relatively strong winds (occasionally over 10 m/s) blew in the general direction of the exit
of the harbor in which TG4 resides. The receding water level in the harbor may, thus, have
been a cause for a high mean DB estimate. Such behavior, however, does not represent
offshore marine processes. Additionally [23], compared TG4 readings to DT determined at
the vessel’s harbor, roughly 5 km away. It was demonstrated that the DT could differ by up
to 8-9 cm between two nearby sheltered locations. According to the [15] and [30] approach,
TG, data would represent the DT at the harbor.

In predicting offshore DB, the described potential offsets should be considered. Hence,
the second uncertainty component (0,) was estimated by first comparing mean DB values
at neighboring TG stations. These comparisons yielded N discrepancy estimates dDB for
each mean DB value (i.e., mean discrepancies). The second uncertainty component was
then estimated in the DB spatial domain as:

2
N N
ﬁ Y |dDB(9TC,ATC) f% Y dDB,(9TC,ATC) |, (11)
m=1

m=1

0y =

It was determined that comparisons with mean DB estimates at the nearest three TG
stations (by also considering the distribution of TG stations) provided satisfactory results
(i.e., N = 3). Note that the second uncertainty component was calculated separately for
each campaign (e.g., for campaign C1, precisely the values shown in Figure 4a were used),
whereby the mean DB values were estimated over an extended period. For example, the 9-h
length of campaign C5 may not have been sufficient for calculations, which were therefore
performed over a 96-h period instead (cf. Table 1). In studies investigating extensive
periods, the second uncertainty component should also be estimated as a moving window
(as is done for the first component), because offsets caused by marine processes are not
likely to reoccur often (for instance, the TG4 example). Here, this is emulated by a separate
estimation for each campaign.
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Figure 4. The mean predicted DB (left) and standard deviation estimates of predicted DB (right) for
campaigns C1 (a,b), C2 (¢,d), and C6 (e,f). The colored circles show, correspondingly, the mean DB
values and standard deviation estimates of the DB values determined at the locations of TG stations.

It is assumed that the first (temporal domain) and second (spatial domain) uncertainty
components are (generally) independent variables. The final uncertainty estimates for DB

were, thus, calculated as:
HY _ H\12 2
oo (1) = Vo1 () + [, (12)

where tH denotes hourly temporal resolution. The resulting DB uncertainties for campaign
C1 are shown in Figure 5a. Notice how the estimates at TGy increase significantly during
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the second half of the campaign, which coincides with the period of strongest storm winds
(as discussed earlier). The uncertainty estimates are summarized for all campaigns in
Figure 5b by averaging. These (hourly resolution) results were next employed in predicting
offshore DB.
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Figure 5. Uncertainty estimates of DB (a) at each TG station (refer to Figure 2) during the C1 campaign
(i.e., opB (tH ) ; cf. Equation (12)) and (b) averaged for all campaigns.

4.2. Correction of Hydrodynamic Model Based Dynamic Topography

With the inclusion of determined uncertainties, the DB estimates were predicted
offshore (with the NEMO-Nordic spatial resolution) by employing least-squares colloca-
tion [55] with the second-order Markov model covariance function [56]. In Figure 4, the
mean predicted DB and standard deviation estimates of predicted DB for campaigns C1,
C2, and C6 are presented. The estimated surfaces smoothly follow the long-wavelength
DB trends determined at TG locations, but do not include the erratic behavior and offsets
described in Section 4.1. It appears that the primary variations of DB occur in the Gulf of
Finland and Gulf of Riga, while DB is more stable in the Baltic Proper (Figure 4b,d,f; refer
to Figure 2 for basin locations). Additionally, notice how the mean DB surfaces differ for
campaigns C1, C2, and C6 (Figure 4a,c,e). These results demonstrate the spatiotemporal
changes of the NEMO-Nordic contained DB well.

The predicted offshore DB was used to correct the initial HDM (at hourly temporal
resolution t/) by employing Equation (4). Notice that the comparisons between the cor-
rected NEMO-Nordic HDM and TG readings now yield improved correlation coefficients,
except for TG4, which shows a slightly reduced correlation (Figure 3). Since this study
aimed to derive and validate shipborne GNSS-based SSH, the DT estimates were finally
determined at the GNSS measurement locations via bilinear interpolation at observation
epochs f (interpolated linearly from the hourly resolution data). These values are shown
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Dynamic bias [m]

in Figure 6b and denoted as DT (¢, A, t). See also the predicted DB during marine survey
campaigns in Figure 6a.
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Figure 6. The (a) predicted DB and (b) corrected HDM-based DT during marine survey campaigns.
5. Derivation and Validation of Shipborne GNSS-Based Sea Surface Heights
5.1. Reducing the Effects of Vessel’s High-Frequency Attitude Changes
Determination of accurate SSH requires considering the vessel’s pitch and roll motions
(Figure 7), where the yaw motion can be neglected, as the focus is on heights. In this
study, the approach developed by [11] was improved using an additional GNSS antenna.
By computing instantaneous SSH from multiple antennas jointly to the vessel’s stable
mass center, the method eliminates (or, at the very least, significantly reduces) the vessel’s
high-frequency attitude changes from the joint SSH solution. The distances between GNSS
antennas relative to the vessel’s mass center (Figure 7) were derived from total station
measurements (see also [23]).
The GNSS determined instantaneous SSH (cf. Equation (8)) from three antennas were
first interpolated linearly to the location of the vessel’s center of mass in two steps:
iSSHxo (9, At to) = iSSHa, (@, A, to) + 1 [iSSHA(m)((p, At to) —iSSHa, (@, A, to)] (13)

ZSSHEOM((p, Aty t()) = ZSSHXa((P, At t()) + 02 [iSSHM{1,2,3l4},{,yl7+1,5})(90, At tO) - ISSHXoc((Pr At to)], (14)

where the index a denotes the number of an imaginary intersection point, the index -y
number of an antenna and ¢ solution numbered according to an excluded fourth antenna
(also refer to Figure 7 and Table 2). Coefficients c; and ¢, are determined from total
station measurement derived distances. The geodetic coordinates (¢, A) represent the
general location of the vessel (e.g., chosen according to the best performing antenna; in
this study, coordinates of the antenna A4 were consistently used), and t is an observation
epoch of a GNSS measurement. These calculations resulted in four iSSH(C:D  Solutions
(i.e., instantaneous SSH at the vessel’s mass center). Unfortunately, such calculations were
not possible for the C4 campaign, due to the malfunctioning of two instruments [23]. For the
C4 campaign, the instantaneous SSH of antennas A1l and A2 were averaged at observation
epochs t.
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BOW
Approximate location
of the center of mass
Figure 7. Pitch, roll, and yaw motions of a moving vessel and relative locations of the used GNSS
antennas (colored blue). The red lines are the principal axes of the vessel, whereas the black lines
denote total station measurement derived distances between antennas and imaginary (magenta
colored) intersection points. All points are shown in horizontal projection (i.e., as reduced to the
sea surface).
Table 2. The solutions’ (¢ ) associated indexes (v, B, and 7y ) and coefficient values (cy, ¢2, ¢3, and cy;
also see Figure 7).
. . Solution Solution Solution Solution
Index/Coefficient =1 =2 #=3 =4
L% 3 4 1 2
B 4 3 2 1
% 3 3 1 1
c 2.05 + 148 2.05 459 + 4.32 8.05
1 205 + 1.48 + 1.68 205 + 1.48 + 1.68 159 —159
c 445 408 14.92 17.41
2 445 + 13.63 08+ 1370 1497 4537 1711 + 441
c 2.05 2.05 + 1.48 8.05 459 + 4.3
3 205+ 148 £ 1.68 205 + 148 + 1.68 —459 159
c 4.08 + 13.70 445 +13.63 17.11 1 441 14924 537
4 408 115 17.11 1492

Since the four antennas form a rigid system, the instantaneous SSH at the vessel’s
mass center can be further used for validation purposes. Hence, the instantaneous SSH
estimates at the previously excluded fourth antenna location were interpolated similarly:
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iSSHxp(@, At to) = iSSHpy (9, A, o) + €3 [iSSH (1) (@ At to) — iSSHaq (9, A, £, 10) (15)

lngAé((P’ /\, t, to) = ZSSHX/g((p, )L, t, to) + Cy4 [ZSSHEOM((P’ )\, t, to) — ZSSHXI;((p, /\, t, to)], (16)

where the index  denotes the number of an imaginary intersection point, and coefficients
c3 and cy4 are determined from total station measurement derived distances (Figure 7 and
Table 2). The conducted calculations were validated by comparing the estimated (iS SH AZ)
and measured (iSSH 4¢) heights:

daz(@, A t) =iSSHaz (@, A t, tg) —iSSHaz (¢, A 1, to), (17)

where d 4z denotes discrepancies at the location of the initially excluded fourth antenna.
Statistics of discrepancies are summarized in Figure 8, indicating the expected GNSS height
determination accuracy. It can be noticed that, generally, the discrepancy mean values are
sub-centimeter, suggesting the successful reduction of ellipsoidal heights to the sea surface
using Equation (8) (i.e., all four antennas are approximately on the same plane). Note
that the weighted mean (according to campaign distances presented in Table 1) standard
deviation estimate (by averaging the values shown in Figure 8) of 4.1 cm showed a good
performance for height determination.

Ideally, all four iSSHg o Solutions should be free of vessel high-frequency attitude
changes and have matching results considering the successful reduction of ellipsoidal

heights. The performance of iSSHgO v Was evaluated as:

i 4 4 2
Tcom = }E{J %521 {iSSHEOM(qv, Aistg) — %;:’SSH&M(@, A, to)} } (18)
wherei =1, 2, ..., Iis the number of a GNSS observation. These evaluation results vary
between 0.4 cm (C5 campaign) and 1.1 cm (C1 campaign), indicating excellent agreement
between the four solutions for all campaigns. Even though the C2 campaign validation
suggests more significant (than usual) discrepancies at the antenna locations (Figure 8), the
solutions agree well at the vessel’s mass center (¢, is 0.8 cm). In practical applications
use of three GNSS antennas, thus, appears sufficient, and any of the four iS SHE o Solutions
would be equally suitable for further use. Due to data availability, the final instantaneous
SSH solution was calculated as:

. 4
iISSHE™ (A, 1, 19) = }I Y iSSHE pi(9, At to) 19)
i=1

and used in subsequent data filtering. The temporal resolutions of iSSHgé’}(}II were 15 s
for the first C1 campaign and 30 s for subsequent campaigns. Recall that the iS SHgé’;\‘}Il of
campaign C4 is a simple average of the A1l and A2 antenna heights.
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Figure 8. Statistical properties of discrepancies d 4z for antennas A1-A4. The black lines are mean
values, and colored bars denote standard deviation estimates. Crosses show 99th percentile minimum
and maximum discrepancies.

5.2. Reducing the Effects of Sea State Conditions

The computed instantaneous SSH, now with a substantially reduced impact from the
vessel’s high-frequency attitude changes (i.e., pitch and roll motions), still contains some
influence from sea state conditions (i.e., waves), which primarily manifest as the vessel’s
up—down direction heave motion. As a result, instantaneous SSH contains high-frequency
variations that should be eliminated from the expected SSH; for instance, by applying a
low-pass filter. This study used the approach developed by [24] and successfully employed
by [11]:

F-1
1 M+
our(i) = T ) Medianmz{Ile (i)

F-1
M=M=

F—-1 F—-1
ifTSmlsz}, (20)

where IN and OUT denote input and output data, respectively, and F is the filtering
window size (i.e., a certain number of measurements). As in Equation (18), i represents a
GNSS observation number.

Refs. [11,24] used the low-pass filter directly on SSH data. Recall the temporal data
resolution of 15 or 30 s, which at a vessel velocity of around 9 knots results in a filtering
window (spatial) length of several kilometers. With such lengthy window sizes, low-
pass filtering may contaminate results, due to the gradients of DT and geoid. Thus,
(unfiltered) residual estimates were first calculated from iSSHE™! using Equation (2)
(note that the residuals are not dependent on the reference epoch t, since this dependency
disappears using a compatible geoid model NKG2015). A sum of absolute differences
(between unfiltered and filtered signals) function was then compiled for each marine survey
campaign, by applying the Equation (20) low-pass filter on unfiltered residuals. Only odd
filtering window sizes were considered, and the optimal windows were estimated as sizes
where the functions became roughly linear. The results are summarized in Figure 9. For
comparability, the functions are normalized according to the maximum values.
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Figure 9. Sum of absolute difference (SoAD) functions for the marine survey campaigns. Optimal
filtering window sizes are shown with dashed vertical lines.

Notice that the functions are similar in shape, except for the C5 campaign, which is
much shorter than the others (i.e., containing fewer measurements; cf. Table 1). However,
the optimal filtering window sizes vary, likely due to approximations assumed during the
size determination. For consistency, the final filtering window size (used for all data filter-
ing) was estimated as a weighted mean (according to the campaign distances presented in
Table 1) of an individual campaigns’ optimal window sizes. The resulting 53 measurements
are almost the same as the window size (51 measurements, at which the filtered data had a
similar signal frequency to the geoid) suggested by [11].

Notably, such a filtering approach is independent of temporal data resolution (unless
the GNSS sampling rate is very high, i.e., sub-second), since sea state conditions cause
random data noise; hence, allowing investigation of the filtering window (spatial) length
dependency on the GNSS sampling rate and vessel velocity (Figure 10). Ideally, the filtering
window length should approximately match the spatial resolution of the employed model
datasets (i.e., geoid model and HDM)), to decrease error propagation. At a vessel velocity
of 9 knots, this implies a GNSS sampling rate of around 5 s. In this study, the sampling
rates were 15 or 30 s, and the filtering window lengths were, correspondingly, roughly
4 and 8 km. Future studies and marine survey campaigns should consider the results in
Figure 10.

T T T T T T T T T T T T T T T T T T T T 1
30 45 60 75 90 105 120
GNSS sampling rate [s]

Figure 10. Filtering window length dependency on GNSS sampling rate and vessel velocity, by
assuming an optimal filtering window size of 53 measurements.

Low-Pass Filtering Results

The Equation (20) low-pass filter, with the filtering window size of 53 measurements,
was applied on the unfiltered residuals, resulting in the filtered residuals denoted as
ré om (@, A, t) in the following. For comparison, the low-pass filter was also used on residuals
(also estimated using Equation (2)) determined directly from the instantaneous SSH of
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individual antennas (i.e., instantaneous SSH from Equation (8)). The results of the C2
campaign before and after data filtering are shown in Figure 11. Notice how the unfiltered
residuals of antennas Al and A2 (at the vessel’s bow) are more scattered than antennas
A3 and A4 (and the joint solution), suggesting a dominating pitch motion at the vessel’s
bow and that the vessel is more stable near its mass center (cf. Figure 7). Such a revelation
implies inferior results for the C4 campaign (recall that the center of mass solution could
not be computed).

50 60 70 80 90 100 110 120 130
GPS time [h]

A3 CoM

T T T T
50 60 70 80 90 100 110 120 130
GPS time [h]

Figure 11. Residuals of the C2 campaign for antennas A1-A4 and the mass center solution (denoted
CoM)), (a) before and (b) after low-pass filtering.

After filtering, significant discrepancies could be detected between the center of mass
and individual antenna solutions (Figure 11b). Residuals of the port side antennas generally
appeared lower than starboard antennas’ (a similar pattern can be observed for all other
campaigns). The likely cause is the change in the vessel’s general attitude. During total
station and tape measurements in the harbor, the vessel was always tilted slightly to the
right [23]. The vessel may correct its general attitude while in motion; thus, resulting in
lower and higher than actual heights for port and starboard side antennas, respectively.
Since the vessel rotates approximately around its mass center, the joint solution iSS Hg’o’}@f
should consider such a motion.

To further analyze the performance of conducted computations, the unfiltered and
filtered residuals were compared (i.e., filtered results were subtracted from unfiltered). The
statistics of their differences are summarized in Figure 12. The most significant differences
were consistently detected for antennas Al and A2, again suggesting dominating pitch
motion at the vessel’s bow. A reduced standard deviation was always (except for the
C4 campaign, which showed no improvement) produced for the mass center solution.
In contrast, the low-pass filter eliminated more noise from individual antenna solutions
(i.e., resulting in greater differences between unfiltered and filtered residuals). It, hence,
appears that the vessel’s high-frequency attitude changes were indeed eliminated (or at the
very least significantly reduced) in the iSSH&’}(}Il (cf. Section 5.1).
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Figure 12. Statistical properties of differences between unfiltered and filtered residuals (filtered
results were subtracted from unfiltered) for antennas A1-A4 and the mass center solution (denoted
CoM). The black lines are mean values, and colored bars denote standard deviation estimates. Crosses
show 99th percentile minimum and maximum differences.

The described outcomes demonstrate the importance of proper planning for such
marine GNSS surveys; the location of the antenna has a significant influence on data
accuracy. Before validating this study’s results, vessel sailing-related corrections must be
estimated and removed from the filtered residuals. The following section describes their
empirical derivation.

5.3. Vessel Sailing-Related Corrections

In Figure 11b, abnormal peaks can be detected in the C2 campaign mass center solution.
These coincide with the occasions of the vessel’s stopping; for example, to collect water
samples. This phenomenon occurs due to the disappearance of the squat effect that causes
a vessel to sail deeper than its nominal draft. The squat is a function of a vessel’s velocity
and dimensions, but is also influenced by depth in shallower, more confined waters [57].
Since the surveys were generally conducted in relatively deep and open marine areas, it
is assumed that depth has a negligible influence on the squat. The only slight exception
could be campaign C3, which also surveyed shallower regions of the Baltic Sea (notice the
near-shore routes in Figure 2).

Due to occasional stops, the velocity could be related to height changes between a
moving and static vessel, by utilizing filtered residuals over distances up to 3 km. These
estimates that represent squat values at various velocities are presented in Figure 13a
as black dots. Since the vessel’s dimensions are constant, the squat is approximately
a quadratic velocity function [37,57]. It was, thus, estimated as a least-squares fit of a
quadratic function to the empirical data. A linear squat approximation, also shown in
Figure 13a, is further discussed in Section 6.4.
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Figure 13. Empirically estimated (a) squat and (b) static draft corrections.

The second vessel sailing-related correction that must be considered is the static draft.
Due to fuel consumption, the vessel floats gradually higher. The lowest/highest estimates
of the static draft are, correspondingly, at the time of harbor departure/return. Thus, the
static draft was approximated from differences in tape measurements conducted before
and after marine survey campaigns. Since tape measurements may contain errors in the
range of static draft itself (e.g., notice the difference between the campaign C4 estimates
in Figure 13b), the empirical data were considered altogether, whereas all negative values
were excluded. The static draft was then estimated as a distance-related least-squares fit of
a linear trend (Figure 13b).

The empirically derived vessel sailing-related squat (a function of the vessel’s velocity
v) and static draft (a function of the total traveled distance s) corrections were subse-
quently applied to the filtered residuals (Equation (5) modification; also notice the functions
presented in Figure 13):

rgjl\%((p, M) =rE (@A 1) — {squat(v)} — {static draft(s)} 1)
2 -
= rE (@A) — {(70.0012)-[0(1‘)] } — {5.95.10%s(t)},
where the first set of curly braces denotes squat correction, and the second set, static draft
correction. The values of v and s are given at a GNSS observation epoch f. Note that the
vessel’s velocity is considered in knots, and the total traveled distance is in kilometers from
the beginning (i.e., home harbor) of the campaign. The term réjﬁ denotes filtered and
corrected residuals, which were validated as described in the following section.

5.4. Validation and Least-Squares Adjustment of the Results

Ideally, the filtered and corrected residuals should be near-zero. However, such
idealistic results cannot be expected, due to errors in the total station, tape, GNSS, and
TG measurements; estimated corrections’ inaccuracies; and deficiencies in the used VLM,
HDM, and geoid models. For instance, an examination of the residuals’ statistical properties
(Figure 14a) shows biases between the results of different campaigns (notice mean values).
A likely explanation is errors in tape measurements conducted in the harbor, for reducing
surveys’ GNSS results to the sea surface (cf. Equation (8)). Since such measurements are
subjective (the surveyor had to assess the optimal measure from the moving sea surface)
and the vessel swayed slightly during the measurements, the tape-determined values likely
induce the most significant errors.



Remote Sens. 2022, 14, 2368 20 of 30
@ 040, = ® 6101
| i x
0.05+ 0.054 x
J ——— ® 4 | ; ! 1
0.004 x == 0.00+ —_—
| [ e o f—— —_— !
'E -0.051 — - . T -0.05- x - %
L 1 — x 2 1 | |
$ ool — % ~o101
% 4 1 x g o 4 { ®
—0.151 X —0.151 —— Number of intersections = 19
k x T A T Number of intersections = 15
-0.20 -0.204 | mss Number of intersections = 47
] ] Number of intersections = 5
s Number of intersections = 1
—0.25+ -0.251 Number of intersections = 12
C1 C2 C3 C4 C5 C6 C1 C2 C3 C4 C5 Cé
Campaign identifier Campaign identifier

Figure 14. Statistical properties of (a) filtered and corrected residuals and (b) their differences at
campaign-internal intersections. The black lines are mean values, and colored bars denote standard
deviation estimates. With crosses are shown minimum and maximum residuals and their differences
at intersections in (a,b), respectively.

The residuals’ standard deviation estimates vary between 1.8 cm and 5.5 cm
(Figure 14a), demonstrating, in general, the satisfactory performance of the results, es-
pecially considering the variety of different datasets combined. The highest standard
deviation estimate describes the C4 campaign, which is expected, as only two GNSS an-
tennas (instead of four) could be used for the iSSHgé’}CI] solution (cf. Section 5.1). Thus,
the vessel’s high-frequency attitude changes likely contaminated the solution. On the
other hand, although the second half of campaign C1 was conducted in windy and wavy
conditions (due to a rising storm; recall the discussion in Section 4.1), the resulting standard
deviation estimate was only 2.8 cm, suggesting that the approach used could successfully
eliminate the vessel’s high-frequency attitude changes and marine conditions” influence on
GNSS measurements.

Another principal measure is the consistency of the residuals, which were, hence,
compared at the campaign-internal intersections, by defining two criteria: (i) distance
between points less than 250 m, and (ii) time between intersections (also consecutive points)
more than 30 min. The two criteria had to be true at the same time. According to the first
criterion, nearby parallel routes could also yield an intersection (geoidal heights and DT
remain relatively unchanged over short distances), to avoid a lack of detected intersections
when no actual route crossings existed. Moreover, if a vessel stopped for more than 30 min
(e.g., to collect water samples) and did not drift significantly (more than 250 m), the stopping
was counted as an intersection (the low-pass filtering influence disappears with 30 min:
53 measurements x 30 s = 26.5 min). The resulting statistics (Figure 14b) indicate a good
consistency, with generally near-zero mean differences, and standard deviation estimates
varying between 1.8 cm and 3.4 cm. Notably, the NKG2015 geoid model errors do not affect
these comparisons, since the model is static (i.e., not a time-dependent variable).

The defined criteria were further employed to compare residuals of different cam-
paigns at their intersections, following the principles described above. Notice in Figure 15
that the absolute values of mean differences (sign difference is due to the subtraction
order) and standard deviation estimates differ slightly, for example, if campaign C1 is
compared to C2 and vice-versa. Since the algorithm searches intersections by moving
along the validated campaign, the two tests may yield different points for comparisons,
due to the second intersection search criterion (i.e., the algorithm moves along different
routes, detecting different points based on the definitions). Generally, these assessments
show a good agreement between the residuals of different campaigns, in terms of standard
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deviation. The most significant residual differences were detected between campaigns C2
and C3, resulting in standard deviation estimates of 4.4 cm and 5.0 cm. The compared
intersections were primarily detected in the relatively shallow Vainameri (cf. Figure 2),
which could imply errors in squat estimation, but Vdinameri also has more than 300 islands
and islets, which may have influenced the HDM-embedded DT modeling.
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Figure 15. Statistical properties of filtered and corrected residuals’ differences at intersections between
campaigns. The black lines are mean values, and colored bars denote standard deviation estimates.
Crosses show minimum and maximum differences. Note that color shows the validated campaign
and the X-axis validation dataset. In square brackets are the total number of detected intersections for
each comparison.

Similarly to Figure 14a, Figure 15 suggests biases in the data (notice mean values).
As described earlier, errors in tape measurements likely contributed significantly to these
estimates. Hence, to increase the consistency of the residuals (and reduce the potential
influence of tape measurement errors), the bias differences between campaigns were
estimated by free network least-squares adjustment:

X::(ATPA)_lATPL, 22)

where vector L denotes the estimated residuals’ mean differences between campaigns at
intersections (i.e., the mean values shown in Figure 15) and design matrix A corresponding
comparisons. Thus, a system of [6!/(6 —2)!] —4 = 26 linear equations was compiled
(order matters, due to the second intersection search criterion, and for 4 comparisons, no
intersections were detected). Weights P were assigned according to the number of detected
intersections between campaigns (cf. Figure 15). The estimated bias corrections denoted by
vector X (consisting of 6 estimates, one for each campaign) were then subtracted from the
filtered and corrected residuals. This approach resulted in least-squares adjusted residuals,
denoted as 555 (¢, A, t) in the following.

Figure 16 presents the comparisons between the initial (filtered and corrected) and
least-squares adjusted residuals. Since free network adjustment was used, the average value
of the six mean residual estimates (i.e., the average of the 6 values shown in Figure 16a)
remained unchanged. It can be noticed that the mean residuals of campaigns agree better
after adjustment (Figure 16a) and that the results are more consistent (histograms in
Figure 16b combine residuals of all six campaigns). However, since some biases still
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exist (which cannot be detected due to lack of intersections), the combined data standard
deviation in Figure 16b exceeds that of most individual campaigns in Figure 14a.
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Figure 16. The (a) mean values of residuals (the initial ones coincide with those in Figure 14a) and
(b) histograms of residuals (all campaigns combined).

5.4.1. The Final Data Processing Results

The results in Figure 16b suggest that around a 5 cm accuracy can be achieved with the
presented methodology, but it is also evident that a data bias of 5.2 cm exists simultaneously.
According to Figure 17, the bias primarily originates from areas in the Gulf of Finland and
Viinameri (refer to Figure 2) and appears to possess a long-wavelength nature. The bias
could likely represent the NKG2015 geoid model errors to some extent. Similarly probable
is that there are errors in the estimated DT, since even after correcting the used HDM with
TG data, the determination of instantaneous DT with an accuracy of a few centimeters is a
difficult task. It could also be that the tape measurements were systematically conducted in
a way that resulted in lower than actual SSH. Unfortunately, these are all assumptions, and
the origin of the bias currently remains unknown.

0.1m
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58° 0
57
—0.1m
56°
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Figure 17. The final filtered, corrected, and least-squares adjusted residuals réj&*’q.
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However, recall that this study aimed to derive accurate SSH from shipborne GNSS
surveys. As a final step, the SSH was restored from filtered, corrected, and adjusted
residuals (Equation (6) modification):

SSHEFCT A (9, A 1) = rELGT A (9, A t) + DT (9, A, t) + [N(9, A, tg) + GC(9, A)-(t — to)], (23)

where DT and N are correspondingly the DT and NKG2015 geoidal heights initially used
to reduce SSH into residuals. The geoid change denoted as GC is restored to obtain the
actual SSH (recall that Equation (7) initially eliminated geoid change for data consistency).
Assuming minimal error propagation during data filtering, the derived SSH should be
mostly free of DT and geoid model errors. It is, thus, plausible that the expected accuracy
of the derived SSH exceeds that of the presented and discussed residual values. There-
fore, the derived SSH data are suitable for subsequent applications, such as validation
of various marine models and measurements (with a limiting factor that measurements
must be conducted at the same time as marine survey campaigns). Notably, the presented
methodology works under harsh weather conditions (recall that the second half of the C1
campaign was conducted in stormy conditions), which is often the case in real life when
marine campaigns are planned long in advance (i.e., the weather becomes unpredictable).

6. Discussion

This paper has described a methodology for deriving accurate SSH from the initial
untreated post-processed shipborne GNSS measurements (detailed in [23]). The results indi-
cate a 4.1 cm height determination accuracy, in terms of standard deviation (cf. Section 5.1),
for the unfiltered SSH data. Since sea state conditions should not influence this estimate
(i.e., the estimate represents a rigid system), it can also describe the final SSH accuracy,
assuming sufficiently well-estimated vessel sailing-related corrections (cf. Section 5.3). Note
that the application of the low-pass filter may have improved the accuracy by reducing
data noise. Further data validation demonstrated standard deviation estimates of 1.8 cm to
5.5 cm for the determined residual values of individual campaigns (cf. Figure 14a), whereby
the combination of all campaigns provided an estimate of 5.0 cm (cf. Figure 16b). The
standard deviation estimates of campaign-internal intersections varied between 1.8 cm
and 3.4 cm (cf. Figure 14b). By comparing the residuals of various campaigns to each other
at intersections, the standard deviation estimates also remained within 5 cm (cf. Figure 15).

These results suggest that the developed methodology can provide at least a 5 cm
accuracy for the SSH. For comparison, Baltic Sea region geoid validation studies (using
NKG2015 model) have indicated the following agreement (in terms of standard deviation)
with shipborne GNSS measurements: 3.4 cm [11], 3.8-6.8 cm [12], 4.2-12.0 cm [24], and
1.2-27.9 cm [32]. Other previous studies that investigated shipborne GNSS-determined
SSH demonstrated 5-15 cm [10], 4.0-5.3 cm [33], and 7.4-11.9 cm [38] accuracies, in terms
of standard deviation. The results of this study are, hence, in good agreement with the
previous results, or surpass them.

Another notable result is that all GNSS data collection was autonomous [23], implying
that GNSS devices can be installed on various vessels and for extended periods. Here,
CORS-based post-processing of GNSS data were primarily used, but distant offshore
locations may similarly be of interest for SSH measurements. It has been demonstrated in
earlier studies that, for instance, the CSRS-PPP approach can provide reasonable height
determination accuracy on such occasions, and even for transoceanic scenarios [24,37,38].
In future studies, it could be interesting to investigate the potential of the developed
method exactly in distant offshore locations (using, e.g., CSRS-PPP instead of relying on
CORS-based post-processing). This could provide essential SSH datasets with satisfactory
accuracy for marine-related studies.

As is evident from the previous analyses and discussions, the presented joint SSH
derivation and validation entails several steps and datasets that can influence the results.
The following sections now examine the impact of some of these components. For that
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(a)

purpose, a single step or dataset was exchanged for an alternative, whereby all other data
processing was conducted as described above.

6.1. Dynamic Bias Prediction Method

Previously, refs. [15,30] used exact interpolators to predict offshore DB (required for
correcting the used HDM for DT determination). Such an approach inherently assumes that
there are no errors in the TG data and TGs connections to the height system(s), as well as
that the estimated DB at a TG station is an expected value for all nearby offshore locations.
In Section 4.1, it was suggested that this might not be the case. Therefore, a new approach
was developed for estimating DB uncertainties and predicting offshore DB with an inexact
interpolator (least-squares collocation) employing these estimates. The difference between
an exact and inexact interpolator is now investigated.

A well-performing inverse distance weighted interpolation method (out of various
exact interpolators, this one appears to provide the best results—Jahanmard, V., personal
communication, September 2021) was used to predict offshore DB. A comparison with the
developed approach is presented in Figure 18a. Notice that the residuals of the inverse
distance weighted method are more spread out and biased; thus, highlighting the significant
impact of the DB prediction approach on the results. Since the developed approach does not
require the predicted DB to follow estimates at the locations of TG stations, the differences
between the two histograms are primarily the direct impact of potentially erroneous (or
misleading, since DT at TG stations may not represent offshore conditions) TG data.

1 =-0.052 m; o = 0.050 m (b)
u=-0.080m; ¢ =0.063 m

= | east-squares collocation |
ms Inverse distance weighted |

-0.2 —0.1 0.0 0.1
Residual [m]

Figure 18. (a) Histograms of residuals (all campaigns combined): the impact of the DB prediction
method, and (b) filtered, corrected, and least-squares adjusted residuals, derived using inverse dis-
tance weighted interpolation for DB prediction. Numbered circles in (b) denote the used TG stations.

Figure 18b presents residuals of the C2 campaign, derived using inverse distance
weighted interpolation to predict offshore DB. Notice the residuals over a decimeter near
TG4, whereas no such residuals appeared when the newly developed method was used (cf.
Figure 17). This difference is a direct cause of the issue described in Section 4.1, where the
estimated DB at TGy4 was significantly higher (more than usual) than at the neighboring
TG stations, likely due to offshore-directed strong winds, which may have pushed the
water away from the harbor (i.e., lower TG readings result in higher DB, cf. Equation (3)).

An alternative example from Section 4.1 can also be further discussed. Namely, a
significant contributor to the more negative bias of the inverse distance weighted method
in Figure 18a is TG4. It was demonstrated in [23], how the DT at TG4 was up to 8-9 cm
higher in comparison to the vessel’s nearby harbor (higher DT results in lower residual
values, cf. Equation (2)). Relatedly, differences around a decimeter appeared for campaigns
C2 and C3 near TGy, between the inverse distance weighted method and the developed
approach. These examples show how near-TG localized phenomena propagate to the
estimated offshore DB with exact interpolators and demonstrate the superior performance
of the developed approach.
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6.2. Data Filtering Approach

In the production of SSH data, it would be convenient to skip the data validation step
(as it requires derivation of DT), which means direct filtering of SSH data. However, in
Section 2, it was suggested that gradients of DT and geoid might contaminate the low-pass
filtering results. The Equation (20) low-pass filter was, hence, applied directly to the SSH
data, to test this assumption. Subsequently, the filtered SSH data were reduced to residual
values by the Equation (2) principle, and all following data processing was conducted as
described in Section 5. The results were then compared to the initially derived residual
values (Figure 19a). From this comparison, the directly filtered SSH resulted in slightly less
biased residuals, whereby the variation of the residuals appears statistically insignificant.
However, Figure 19b shows (an example from campaign C3) the actual impact of gradients
on the filtering results (notice the peaks in the results when SSH was filtered directly).

1 =-0.052 m; o =0.050 m ®) 4404
11 =-0.050 m; o = 0.050 m
SSH residuals [ | — 0.054
SSH directly £
E
3 0.00+
[}
i
—0.05+
-0.104
-0.1 0.0 0.1 75 80 85 90 95 100 105
Residual [m] GPS time [h]

Figure 19. (a) Histograms of residuals (all campaigns combined): the impact of the data filtering
approach, and (b) a comparison between residuals (a section of campaign C3) resulting from the
two approaches.

The comparison in Figure 19b demonstrates the necessity of reducing the SSH to
residual values before data filtering. Otherwise, gradients of DT and geoid may result
in avoidable discrepancies of over 5 cm (the primary contributor being the geoid). An
alternative could be to increase the GNSS data sampling rate, which would allow a shorter
filtering window (spatial) length (cf. Figure 10), since a lengthy window causes such error
propagation. Nevertheless, in steeper gradient areas, this may not be sufficient to avoid
errors shown in Figure 19b. At the very least, geoidal heights should be reduced from SSH
before data filtering, since the gradients of the geoid contribute the most to the described
errors. Furthermore, note that the squat estimation was unsuccessful from SSH data directly,
resulting in nearly twice as low squat estimates, meaning more negatively biased results (for
the experiment in this section, the squat correction was applied as described in Section 5.3).

6.3. Choice of a Geoid Model

The accuracy of marine geoid models is often unknown, as the conventionally used
precise GNSS-leveling control points cannot be used for validation purposes over marine
areas. It can be assumed that the deficiencies in models may reach up to a few decimeters in
the shorter wavelength spectrum. For instance, [11] and [15] showed errors over a decimeter
in a marine gravity data void area in the NKG2015 geoid model (in the eastern Gulf of
Finland, cf. Figure 2). In contrast, the Estonian national geoid model EST-GEOID2017 [58]
appears to perform better, due to additional marine gravity data being included in the
model development (see [11], who also provide a comprehensive review of these two
models and their differences). The differences between the two models along the vessel’s
routes are shown in Figure 20b.
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Figure 20. (a) Histograms of residuals (all campaigns combined): the impact of geoid model choice,
and (b) histograms showing differences between the NKG2015 and EST-GEOID2017 models (along
the vessel’s routes) and the SSH datasets derived using these models during data processing.

For the next experiment, the NKG2015 geoid model was exchanged for the EST-
GEOID2017 during data processing. The resulting discrepancies are compared in Fig-
ure 20a. Note that the red histogram differs from those in Figure 16b, Figure 18a, and
Figure 19a, since the comparison was conducted over a reduced area (EST-GEOID2017
does not extend southward from 57° N). The comparison in Figure 20a demonstrates
the slightly better performance of the EST-GEOID2017 model, which is consistent with
previous studies’ results.

Since the geoid models contain errors, it would be interesting to know how model
errors influence the resulting SSH data. This question can be investigated, as differences
exist between the two used geoid models. Figure 20b suggests that the data filtering error
propagation is negligible (as assumed in Section 5.4.1), because the two SSH datasets are
practically the same. This finding indicates that if a geoid model has reasonable accuracy,
the model’s inaccuracies do not influence the derived SSH (by reducing SSH to residuals
for data filtering), which also implies that errors in DT do not propagate significantly either.
The results would likely be poorer by neglecting geoid and DT information entirely during
data processing (recall the example in Section 6.2).

6.4. Squat Estimation Function

Ideally, squat information should be provided by a vessel-specific squat table. Such a
table was not available for this study. Thus, the squat correction was estimated empirically
as a direct data derivative (cf. Section 5.3). Since the squat is approximately a quadratic
velocity function, a quadratic function was fitted to the empirical data in the least-squares
sense. As an alternative, a least-squares fit of a linear function was also used to approximate
squat correction (cf. Figure 13a). The resulting residuals from using these two functions are
compared in Figure 21. Note that the offset term was not considered for the linear function,
as was the case with the quadratic function (cf. Equation (21)).

Although the use of the quadratic function is, in theory, more correct, the results
in Figure 21 indicate a better performance for the linear function, as the residuals are
significantly less biased toward negative. It, thus, appears that the quadratic function
underestimates the squat correction. The result also implies that a portion of the 5.2 cm
bias in the data originates from inaccurate squat correction.
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Figure 21. Histograms of residuals (all campaigns combined): the impact of squat estimation function.

7. Conclusions

This contribution presented a methodology for deriving accurate SSH from initial
untreated post-processed GNSS data. The methodology involves a joint validation of the
results using a geoid model and realistic DT to reduce SSH to residual values. Since GNSS
measurements should be low-pass filtered to eliminate the effect of sea state conditions, the
approach can also enhance SSH data accuracy, by avoiding error propagation due to DT and
geoid gradients, which in this study could have caused larger than 5 cm errors. Furthermore,
arigid system of four GNSS antennas was used to eliminate the vessel’s high-frequency
attitude changes from the measurement data. Such a system is also beneficial, as it can
be validated internally. Accordingly, the results indicated a 4.1 cm height determination
accuracy for the whole SSH dataset. Other data validation (e.g., examination of residual
values and intersection analyses) results ranged from 1.8 cm to 5.5 cm, in terms of standard
deviation; suggesting that SSH can be determined with an accuracy of around 5 cm using
the shipborne GNSS method.

As mentioned, the validation requires DT information. A new method was developed
that combines the properties of TG data and an HDM. Tide gauge data allow estimating
the spatiotemporal bias of an HDM; thus, linking it to used vertical datum (e.g., a novel
geoid-based Baltic Sea Chart Datum 2000), whereby the qualities of spatiotemporal bias are
used to constrain TG data errors. As a result, realistic DT relative to an equipotential surface
can be obtained, which could be beneficial in oceanographic research for studying marine
processes accurately (e.g., determination of mean DT relative to an equipotential surface
for studying currents). According to the SSH residual value validations, the developed
approach was demonstrated to surpass the one used by [15,30], with an improvement in
standard deviation estimate from 6.3 cm to 5.0 cm, and mean residual from —8.0 cm to
—5.2cm.
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Abstract: Although Northern Europe has been the target area in many regionwide geoid determi-
nation studies, the research has been land-focused, neglecting bathymetry information. With new
projects, such as the Baltic Sea Chart Datum 2000, the attention is shifting toward the marine geoid.
Hence, consideration for bathymetry has become relevant, the influence of which is studied. In
the relatively shallow Baltic Sea, accounting for bathymetry-based residual terrain model reduction
during gravity data processing induces marine geoid modeling differences (relative to neglecting
bathymetry) mainly within 2 cm. However, the models can deviate up to 3—4 cm in some regions.
Rugged Norwegian coastal areas, on the other hand, had modeling improvements around a decimeter.
Considering bathymetry may thus help improve geoid modeling outcomes in future Northern Europe
geoid determination projects. Besides using the conventional precise GNSS-leveling control points,
the paper also demonstrates the usefulness of shipborne GNSS and airborne laser scanning-derived
geoidal heights in validating geoid modeling results. A total of 70 gravimetric geoid solutions are
presented, for instance, by varying the used reference global geopotential models. According to the
comparisons, GOCO05¢c-based solutions generally perform the best, where modeling agreement with
GNSS-leveling control points reached 2.9 cm (standard deviation) from a one-dimensional fit.

Keywords: bathymetry; gravity field; quasigeoid; Stokes’s formula; BSCD2000; Baltic Sea

1. Introduction

Determination of accurate marine (quasi)geoid models is essential for geodetic and
engineering applications but can also be required in oceanographic research (over marine
areas, the geoid coincides with the quasigeoid; henceforth, the shorter term will be primarily
used). The advances in satellite gravimetry (e.g., the use of GRACE and GOCE missions’
data) allow us to solve the marine geoid with an accuracy of a few centimeters for longer
wavelengths [1,2]. Due to omission errors, however, global geopotential models (GGMs)
may be insufficient for regional-scale applications. For example, centimeter-level geoid
modeling accuracy is required for GNSS (global navigation satellite system)-based height
determination in engineering and navigation, especially near coastal areas. Additionally,
improving coastal mean dynamic topography estimates [3,4] and detecting significant
mean dynamic topography signals on smaller spatial scales [5,6] require more precise
marine geoid models than GGMs. Thus, methods for regional geoid determination need to
be employed to improve marine geoid models for shorter wavelengths.

Gravimetric geoid models can be computed, for instance, by Stokes’s formula [7],
which enables the determination of models from globally distributed gravity anomalies.
Since such an approach is unfeasible in practice, the integration can be limited to a smaller
spatial domain around the computation points. The resulting truncation error (due to
neglecting the far zone) can be reduced by modifying Stokes’s formula [8], allowing
terrestrial gravity anomalies to be combined with a suitable satellite-derived GGM. The
latter provides the long-wavelength component of the geoid. Two primary groups of
Stokes’s formula modifications exist: deterministic and stochastic methods. Deterministic
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modification methods aim to reduce the truncation error only. On the other hand, stochastic
methods also attempt to reduce errors in terrestrial gravity anomalies and GGMs. For
further details and comparisons between these modification methods, see [9-11]. This
study employs the least-squares modification of Stokes’s formula with additive corrections
(LSMSA) [12,13] for geoid modeling, which uses stochastic modification.

The above-described approach is only one possibility for regional geoid determination,
and other alternatives exist (e.g., the remove—compute—restore technique and least-squares
collocation), whereby various computation methods may result in similar modeling accura-
cies [14]. Instead, the geoid modeling outcome can be influenced more significantly by the
quality and processing of the input gravity data [15]. Although methods for geoid determi-
nation from discrete gravity data exist [16,17], a regular grid of gravity anomalies is usually
required. Thus, a suitable gravity data gridding approach also needs to be selected. Due to
terrain and bathymetry correlated high-frequency gravity field variations, the direct grid-
ding of surface gravity anomalies is usually unreliable since it is difficult for interpolation
algorithms to estimate correct gravity values at the grid nodes. The remove-solve-restore
procedure can be used instead, meaning that the gravity anomalies are reduced to some
smoother alternative (e.g., Bouguer or residual terrain model (RTM) anomalies), gridded
and then restored [15]. Such an approach allows a more reliable prediction of gravity values
but can also add gravity information to data void areas during the signal restoration. A
digital terrain model (DTM) is essential for estimating the high-frequency gravity field com-
ponent, which needs to be removed from the discrete points and restored on the gridded
gravity dataset [18]. Although the initial gravity anomalies are smoother in marine areas, it
could be advantageous also to consider bathymetry information besides a DTM for marine
geoid modeling.

Several regionwide geoid modeling projects have been conducted in the Baltic Sea
region in Northern Europe [15,18-29], with the primary focus on land areas. No bathymetry
information was considered in these projects. However, it was shown by [30] that con-
sideration for bathymetry could significantly influence geoid modeling outcomes in the
Norwegian fjords. The focus has now shifted from land to the marine geoid. Implementa-
tion of the Baltic Sea Chart Datum 2000 (BSCD2000), a common height reference for the
Baltic Sea region, has been initiated to effectively use GNSS methods for accurate navigation
and real-time offshore surveying [31,32]. The BSCD2000 will be realized through GNSS
and geoid modeling. This paper details the Tallinn University of Technology’s (one of the
BSCD2000 computation centers) geoid modeling efforts toward realizing BSCD2000. Since
the focus is now on the marine geoid, it can be of interest how consideration for bathymetry
affects the (regular) gravity field estimation and subsequent geoid modeling outcomes.
This contribution also aims to investigate these influences in the Baltic Sea region.

An essential component of geoid determination studies is the validation of modeling
results. Conventionally, precise GNSS-leveling control points are used, but such validation
datasets are limited only to land areas, and no information about the offshore modeling
performance is retrieved. The shipborne GNSS [33-35] and airborne laser scanning [36-38]
measured sea surface heights may provide valuable knowledge about the marine geoid
instead. By removing the ever-changing dynamic topography, for instance, using hydro-
dynamic models and tide gauge data [35,38,39], the sea surface heights can be reduced
to geoidal heights. This study demonstrates how such marine datasets can help evalu-
ate various gravimetric geoid modeling solutions, especially if the aim is to model the
marine geoid.

The structure of the paper is as follows. Section 2 describes the gravity data processing
and geoid modeling approaches. Note that in this study, quasigeoid is being modeled;
thus, in Section 2, the focus is on quasigeoid-associated values. The subsequent Section 3
introduces the study area and gives an overview of the used data. Section 4 then presents
the results of the gravity data gridding and geoid modeling. The influence of bathymetry
information is investigated, and various geoid modeling solutions are evaluated. The paper
continues with a discussion in Section 5 and ends with a summary in Section 6.
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2. Methods
2.1. From Discrete Gravity Data to a Gridded Gravity Field Representation

The measured gravity value gp on or above terrain (or sea surface) at point P (at a
normal height H}; relative to the quasigeoid) can be reduced to the surface free-air anomaly:

AgEM = gp — 70, (1)

where 7 is the normal gravity at point Q (at height hg = H}, above the GRS80 reference el-
lipsoid) on the telluroid. According to [40], the normal gravity v can be approximated as:

37

27. {1 +f+m+ <73f + gm) sin? go} Hp+ a—szﬁzr 2

Yo = Y0 — e
where g and ¢ are the normal gravity on the reference ellipsoid and the geodetic latitude
of point P, respectively. The former is defined as:

1+ ksin® ¢
V0= Yo
\/1—e2sin? @

Terms 7, (normal gravity at equator), a (equatorial radius), f (flattening), m =~ w?a /e
(w is angular velocity), k = b7y, /a7y, — 1 (b and 7, are polar radius and normal gravity at
pole, respectively) and e (first eccentricity) in Equations (2) and (3) are parameters associated
with the GRS80 reference ellipsoid [41]. From the obtained surface free-air anomalies A gf,AA
at discrete locations P, a regular grid needs to be estimated for geoid modeling purposes.
However, since surface free-air anomalies contain terrain and bathymetry correlated high-
frequency gravity field variations, direct gridding of these data may provide unreliable
results. A reduction in these values to a smoother alternative is thus required.

To improve data gridding performance, implementing the concept of a band-bass
filter that attenuates gravity signals above and below desired frequency could be beneficial.
Such an approach allows the derivation of RTM anomalies:

®)

AggTMA _ AgEAA o AggGM _ 5gll§TM, (4)
where AgGEM represents the long-wavelength component from a GGM evaluated to a
8p P g g P

suitable degree and order (d/o0). The term 5gX™, on the other hand, represents the

short-wavelength topographic effect of RTM reduction estimated from a DTM (and/or
bathymetry model). The RTM reduction can be computed as:

zp=H* T
. T 98P
z1=H}

zy=H"f
7€f>/ (5)

zleP

0g5™ =27Gp(Hp — Hy' ) — (5g1T>

where g7 is the terrain correction estimated by summing the attraction of a finite number
of rectangular prisms according to [42,43]:

(z—zp)
5gh=—-GY. p dxdydz, ©)
J / / (=P + =+ (2= 2]

where xp, yp, zp and x, y, z are the local Cartesian coordinates of the computation point
P and the moving integration element, respectively, with x1, x2, y1, y2, z1, and z; defining
the sizes of prisms. In Equations (5) and (6), the term G denotes the gravitational constant
and p topographic density. The latter can be assumed at 2670 kg/m? for terrain and
1640 kg/ m? for bathymetry (i.e., the difference between terrain and seawater densities).
Note that in Equation (5), terms H}; and H* represent normal heights of the computation
point P and moving integration element (determined from a DTM), respectively. The
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terms leff and H™/ are correspondingly normal heights of a smooth reference surface,
which can be constructed by low-pass filtering the used DTM. Ideally, the resolution of
the reference surface should correspond to the d/o of the used GGM since RTM reduction
aims to remove the remaining higher-frequency gravity contribution beyond that d/o.
The described RTM reduction is implemented in sub-program TC [43] of the GRAVSOFT
research software package.

Generally, marine gravity is measured along relatively sparse parallel tracks, whereby
gaps in data coverage are also common. It has been demonstrated that least-squares
collocation (LSC) can provide reliable gridding results for such data [15]. Provided that
gravity data have reliable a priori error estimates, LSC using RTM anomalies can also result
in high-quality gravity field representation in areas with dense gravity data coverage [15].
With the weighted LSC method, the RTM anomaly values AgéTMA at grid nodes are
predicted from discrete values AgRTMA at locations P according to [44] by solving the
following matrix equation:

AZETMA = Coy(Cu + Con) ' Ag5THA, ™
where Cy; is the cross-covariance matrix of the predicted (A gRTMA) and known (A gRTMA)
signals and Cy; and Cy,;, are the covariance matrixes of known signal and observation errors,
respectively. Since A gRTM A = t 4 n, the covariance matrix of observed values at discrete
locations is C RTMA GRTMA = = Cy + Cpy. The LSC method is implemented in the GRAVSOFT
sub-program GEOGRID

For such a gridding approach, covariance matrixes estimated from survey data de-
scribe the data spatial dependence by fitting a theoretical model to the empirical covariance
values. In this study, the second-order Markov covariance model [45] was used:

c() =G (1 + é)e"/”‘, (8)

where C(I) is the modeled covariance value over the distance /, Cy is the signal variance
and a is a parameter related to the correlation length X/, as & ~ 0.595X /,. The correlation
length is defined as the distance at which the covariance function reaches half the value
of Co.

To finally obtain the gridded surface free-air anomalies, the previously removed long-
and short-wavelength gravity contributions can be restored on the gridded RTM anomalies:

AgFAA AgRTMA —|—AgGGM +5gRTM )

GGM RTM

where Agz~" and 0g;' " are now computed at the locations of grid nodes. The long- and
short-wavelength gravity signals estimated from a GGM and DTM, respectively, can hence
also provide information at the locations of previously existing data voids. A high-quality
DTM may thus significantly enhance the gravity field estimation, improving the accuracy
of subsequent geoid modeling (a bathymetry model may have a similar influence).

2.2. Quasigeoid Determination

Geoidal heights can be approximated using the unbiased LSMSA geoid modeling
approach [12,46] with the gridded surface free-air anomalies:

~_ R orrar FAA R & GGM
N= oo [ st wagt o+ 5 - ) (su + QF) AgEeM, (10)
0y n=2

where R is the mean Earth radius, S™ (1) is the Stokes’s function modified up to the degree
limit L and ¢ denotes a geocentric angle between computation and moving integration
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points. Integration is limited to a spherical cap oy (with geocentric angle ) around a
computation point. The modified Stokes’s function is:

oo L
Llp):ZZ:Jr . (cos 1) — Z2n+1

n=2 n=2

(cosp), (11)

where the first term denotes the original Stokes’s function S(i) and P, (cos ¢) Legendre
polynomial of degree n. The modification parameters s, in Equations (10) and (11) are
solved from a linear system of equations in the least-squares sense [12]. These were
estimated as described in [47,48]. Since the unbiased LSMSA approach leads to an ill-
conditioned system of linear equations, singular value decomposition was used to ensure
the solution’s stability. The terrestrial gravity data uncertainties were assumed at 2 mGal as
the focus is on marine areas where gravity data noise is more significant (due to dynamic
measuring conditions) than on land (generally in the range of 0.5-1 mGal).
The modified truncation coefficients Q% in Equation (10) are computed as:

L

QL = Qk(yo) = Qu(yo) — 2

SkRnk (%o)- (12)

Molodenskii’s truncation coefficients Q,; and coefficients R, (both a function of 1)
can be evaluated using recursive algorithms given by [49,50]. By employing a suitable
GGM up to the degree M, Laplace harmonics Ag$M in Equation (10) can be computed as:

n
AgSEM — GrZZVI (%) n(n —1) E (ACym €08 mA + Sy Sin A ) Py (cos 6), (13)
m=0

where AC,,;, and S, are fully normalized spherical harmonic coefficients of the disturbing
potential (relative to the GRS80 reference ellipsoid). Note that modification limits M and
L are consistently selected as equal in this study. Term GM is the terrestrial gravitational
constant, a is the equatorial radius, r, A and 6 are spherical geocentric radius, longitude and
co-latitude, respectively, and Pum (cos 0) denotes fully normalized Legendre functions.

With the geoid estimator N computed, height anomalies (i.e., quasigeoid heights) can

be determined: N
¢ =N+dCpwc +Carm +CELL, (14)

where ¢ pwc is the combined downward continuation effect [51], 6 a7 is the combined
atmospheric effect [52-54], and (g1 is the combined ellipsoidal effect [55-57] (i.e., the
additive corrections). The equations for these effects are explicitly spelled out in [58] and
are thus not repeated here. Importantly, the presented investigations neglect consideration
for atmospheric and ellipsoidal effects due to their relatively small magnitude (generally
sub-centimeter; see numerical examples in [58-60]). Since these effects are also computed in-
dependently of surface free-air anomalies, they do not affect the examination of bathymetry
contribution to geoid modeling outcomes (i.e., their influence cancels out in comparisons).
The combined downward continuation effect, on the other hand, requires knowledge of the
vertical gradients of surface free-air anomalies (estimated using GRAVSOFT sub-program
GEOFOUR) and has a magnitude up to a few decimeters (in the study area).

3. Study Area and Data

In the BSCD2000 project, the geoid modeling target area extends from 53° N to 66.5° N
and 8.5° E to 31° E (cf. Figure 1), whereby the modeling resolution is 0.01° x 0.02°. The
defined extents cover the whole Baltic Sea and its surrounding areas. For modeling the
BSCD2000 geoid, a dataset of surface free-air anomalies (Figure 2) was provided in the
zero-tide permanent tide concept (see [61,62] for details about permanent tide concepts).
This study uses the final version 3 of the database release. These gravity data cover the area
from 52° N to 67.5° N and 5.5° E to 34° E. Comparison between Figures 1 and 2 shows that
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the surface free-air anomalies are highly correlated with rugged terrain (notice Norway
and Sweden) and thus ill-suited for gridding.

2.0

Finland

Elevation [km]

Estonia

Poland

35 €

30 E

Figure 1. Terrain elevations and bathymetry. The dashed blue line surrounding Estonia shows the
boundaries of the Estonian Maritime Administration obtained bathymetry data. Red dots are GNSS-
leveling control point locations, and the green rectangle denotes the geoid modeling target area.
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Figure 2. Surface free-air anomalies (final release of BSCD2000 dataset version 3).
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To reduce surface free-air anomalies to RTM anomalies, which are more suitable for
gridding, a DTM is required. For the BSCD2000 geoid modeling project, a section of
the 3” x 37 NKG-DEM2014 was provided. The same model has previously been used
in modeling the NKG2015 quasigeoid [15,27,29]. For the current study, the model was
averaged to 0.001° x 0.002° (i.e., 3.6” x 7.2”) and 0.01° x 0.02° grids covering the area from
51° N to 68.5° N and 2.5° E to 37° E. These datasets were used in geoid modeling solutions
that neglected bathymetry information during RTM computations. The coarse grid with
elevations above zero is also required for geoid determination using the LSMSA approach.

An alternative elevation model was also constructed since the NKG-DEM2014 does
not contain any bathymetry information (i.e., marine areas have zero elevations). As
the primary bathymetry data source, the 15” x 15” GEBCO_2021 grid [63] was used.
Employing multibeam and single-beam shipborne bathymetry data for validation, ref [64]
suggested that the GEBCO_2020 grid (i.e., the previous version) has an accuracy of 58 m
(in terms of standard deviation) in the Arctic Ocean (northwest from the study area), where
the average depth of the investigated region was around 2500 m. A multibeam bathymetry
dataset was used to complement the GEBCO_2021 grid in the Estonian marine areas (notice
the dashed blue line surrounding Estonia in Figure 1), obtained from the Estonian Maritime
Administration. The dataset is primarily a 3.6” x 3.6” grid but also contains some dense
scattered data points. A comparison between the GEBCO_2021 and Estonian Maritime
Administration datasets yielded a standard deviation estimate of 1.9 m, indicating adequate
accuracy of the GEBCO_2021 grid in the Baltic Sea. However, it should be noted that the
differences reach up to 10-30 m range in some regions, generally where depth changes
are steep. Such differences are likely due to the lower resolution of the GEBCO_2021
grid (i.e., seabed details are not well-captured). All these bathymetry data were jointly
resampled to a 3” x 3” grid and then subtracted from the NKG-DEM2014. The resulting
model was then averaged to 0.001° x 0.002° and 0.01° x 0.02° grids (Figure 1 presents
the coarse grid). These datasets were used in geoid modeling solutions that considered
bathymetry information during RTM computations.

It is evident from Figure 1 that the Baltic Sea is relatively shallow, having a mean
depth of only 54 m and a maximum depth of 459 m [65]. On the other hand, the regions in
the northwestern section of the study area at the Norwegian Sea are much deeper, with
depths exceeding 2000 m. An essential measure for examining bathymetry’s influence
on gravity data processing and geoid modeling is the ruggedness of bathymetry. The
terrain ruggedness index (describes elevation differences between adjacent cells of a DTM)
developed by [66] was modified for the current study. The modified index is named the
bathymetry ruggedness index and computed as:

1 1
BRIp = 7 Yo H} — Hpl- (1~ V&i/ i), (15)
i=1

where H} is depth at a computation point P, and H; represents depth at a data point i with
a distance d; from the computation point. The term [ is the total number of data points
within the specified radius dr ). The parameter dp ) behaves as a low-pass filter, where
the increasing value yields smoother bathymetry ruggedness index features.

The bathymetry ruggedness index (Figure 3 shows the computation results) was
computed on a 0.01° x 0.02° grid using the GEBCO_2021 and Estonian Maritime Ad-
ministration bathymetry datasets. The computation radius dj jps was set to 10 km for the
resulting index features to be (visually) similar to surface free-air anomalies. Although
the bathymetry ruggedness index values are somewhat arbitrary, the relative comparisons
indicate the locations of smooth bathymetry (e.g., near-zero values in the North Sea) and
rugged bathymetry (e.g., coastal areas of Norway and in the Norwegian Sea) effectively.
Rugged bathymetry can also contribute to the high-frequency gravity field variations like
rugged terrain. Thus, the most notable influence of bathymetry information on the geoid
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modeling results can be expected near the coastal area of Norway, which is described by
the study area’s most rugged bathymetry (cf. Figure 3).
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Figure 3. Estimated ruggedness of bathymetry.

Geoid modeling using modified Stokes’s formula also requires a suitable GGM. This
study tested modeling by employing GOCOO05c [67,68], GO_CONS_GCF_2_DIR_R6 [69],
GOCO06s [70,71] and XGM2019 [72,73] models. While GO_CONS_GCF_2_DIR_R6 and
GOCOO06s represent satellite-only gravity field models, GOCO05¢ and XGM2019 are com-
bined models containing additional terrestrial and altimetry-based gravity data. Note that
GO_CONS_GCF_2_DIR_R6 is initially given in the tide-free permanent tide concept (the
other three use the zero-tide concept) and was thus converted to the zero-tide concept first.

Validation Datasets

A dataset of 1902 precise GNSS-leveling control points (Figure 1) was provided to eval-
uate the gravimetric geoid modeling solutions (Estonian data are available from [74]). The
employed geodetic coordinates and ellipsoidal heights are in the ITRF2008 reference frame
and use the zero-tide permanent tide concept. Temporal changes due to the postglacial
land uplift in the Baltic Sea region have been reduced to the epoch 2000.0. Leveled normal
heights are in the national (European Vertical Reference System based or compatible) height
system realizations and use the zero-tide permanent tide concept with uplift epoch 2000.0.
If the provided data used a different tide concept or had a different uplift epoch (Danish
and German GNSS-leveling data), a conversion to the zero-tide permanent tide concept
(relative to the Normaal Amsterdams Peil) and uplift epoch 2000.0 was conducted. The
NKG2016LU model [75] was used to correct for the land uplift.

Besides the conventional GNSS-leveling control points, alternative marine datasets
were also used to evaluate the results. These include shipborne GNSS and airborne laser
scanning measured sea surface heights, which were reduced into geoidal heights using
instantaneous dynamic topography estimates. Dynamic topography was estimated by
combining hydrodynamic models and tide gauge data [35,38,39]. The datasets include the
Sektori shipborne GNSS-determined profiles [76] (Figure 4 left), airborne laser scanning-
derived profiles [38] (Figure 4 left) and six campaigns (denoted from C1 to C6) of the
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Salme shipborne GNSS-determined profiles [35,77] (Figure 4 right) of geoidal heights
(converted to the zero-tide permanent tide concept). Such marine datasets can be valuable
in validating marine geoid models since GNSS-leveling control points cannot be established
over marine areas.

Sektori GNSS

Salme GNSS C1
Salme GNSS C2
Salme GNSS C3
Salme GNSS C4
Salme GNSS C5
m— Salme GNSS C6
Airborne laser scanning

230°E 240°E 250°E 260°E 27.0°E 280 E ¥ ° 26 E

Figure 4. Shipborne GNSS-determined and airborne laser scanning-derived marine profiles of
geoidal heights.

4. Gravity Field Estimation and Geoid Modeling
4.1. Preparation of Gravity Data

Before regular gravity field estimation, additional gravity data processing had to
be applied to the dataset of surface free-air anomalies (Figure 2). Besides terrestrial and
marine gravity data, the dataset also contains some airborne measurements [78]. Since
such gravity values are given at the flight altitude, a downward continuation correction
must be applied due to signal attenuation. Then, airborne gravity measurements can be
treated as terrestrial data. A straightforward method proposed by [79] can be used, where
the correction is estimated as a difference between free-air anomaly values at the flight
altitude and surface level using a high-resolution GGM (the method has also been tested
and found suitable by [15]). Here, EIGEN-6C4 [80] evaluated to its maximum d/o of 2190
was selected. The estimated correction’s standard deviation and maximum value were
0.49 mGal and 3.32 mGal, respectively. Note that XGM2019e [72,73] was also tested, but
the application of EIGEN-6C4-based downward continuation correction yielded slightly
better (although statistically insignificant) agreement with the (actual) terrestrial data.

A few obvious outlier points in the dataset were removed by comparing the initial
anomalies to a preliminary grid solution (computed following subsequent steps). Other-
wise, no specific outlier detection was implemented. It is assumed that through many years
of significant effort by participating countries (especially prior to NKG2015 computations;
some details are in [15]) that have submitted gravity data, gross errors have been largely
removed and data quality has been ensured (for instance, ref [81] describes the Estonian
gravity data).

Additional gravity data were derived from the EIGEN-6C4 GGM to improve gridding
quality at the study area edges. The model was evaluated to its maximum d/o of 2190
on a regular 0.025° x 0.05° grid. These points were no closer to the existing data than
0.15° and 0.3° in latitude and longitude, respectively. The error estimates for these points
were assumed at 6 mGal to comply with the typical accuracy of GGMs over oceans [80].
Regarding a priori error estimates, note that most Norwegian data were associated with
pessimistic estimates of 5 mGal, which may result in unwanted gravity field smoothing
using the weighted LSC method. Thus, to improve gridding results, the a priori error
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estimates were set to 1 mGal for Norwegian land data exceeding that limit (marine data
were left unchanged). The gravity data associated and updated a priori error estimates are
shown in Figure 5.
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Figure 5. A priori error estimates of gravity data.

4.2. Determination of Residual Terrain Model Anomalies

Residual terrain model reduction was computed to reduce surface free-air anomalies,
prepared as described in the previous section, into RTM anomalies. Two sets of computa-
tions were conducted—one, where bathymetry information was included, and the second,
where it was neglected. Smooth reference surfaces for the RTM reduction computations
were determined by applying a moving average low-pass filter on the respective elevation
models, averaged roughly to the resolution corresponding to the degree 300. Integration
using the 0.001° x 0.002° grids was performed over a 15 km distance from computation
points and over a 200 km distance using the 0.01° x 0.02° grids. Elevation models on land
were locally spline interpolated to fit heights of gravity observations in computation points
(models were left unchanged for marine points).

Figure 6 shows RTM reduction as the grid used in the restoration step, computed by
including bathymetry information, and Figure 7 demonstrates bathymetry’s contribution to
the reduction, obtained as the difference between the two RTM reduction grids. In the Baltic
Sea, bathymetry contribution generally remains within 5 mGal, but a more considerable
influence can be seen in rougher seabed areas (also refer to Figure 3). Significant bathymetry
influence in the 20 mGal range can be observed in the Norwegian Sea and around the
Norwegian shoreline, where fjords’ depth information can contribute even up to 50 mGal
to the RTM reduction. The Norwegian coast is also where marine RTM reduction appears
relatively rough, whereas generally, the reduction is rather smooth compared to how it
appears in the land areas, especially in Norway (cf. Figure 6). It can be noticed in Figure 7
that bathymetry information also propagates inland from the coast, which is due to the
used integration radiuses.
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Figure 6. RTM reduction computed by also considering bathymetry information.
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Figure 7. Bathymetry contribution to RTM reduction.

Besides RTM reduction, computation of RTM anomalies also requires the long-wavelength
component from a suitable GGM. The GO_CONS_GCF_2_DIR_R6 model evaluated to its
maximum d/o of 300 was used here. After RTM anomalies were computed, a single data
point with the smallest a priori error estimate was retained within each 0.01° x 0.02° grid
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cell to avoid aliasing during gravity gridding. If more than one such point existed, all the
potential points were averaged both in value and spatially (note that Figure 5 shows the
thinned dataset, whereby Norwegian data were assigned 1 mGal a priori error estimates
after thinning).

Figure 8 presents RTM anomalies where bathymetry information was considered
during computations. Comparison between Figures 2 and 8 demonstrates that the RTM
anomalies are much smoother (notice standard deviation estimates) and less biased (notice
mean values) than the initial surface free-air anomalies, and thus better suited for gridding.
When bathymetry was neglected during the computation of RTM anomalies, the resulting
standard deviation estimate was 10.61 mGal, and the mean value was —0.50 mGal. There-
fore, consideration for bathymetry yielded a slightly smoother dataset of RTM anomalies
(respective estimates shown in Figure 8 are 10.30 mGal and —0.37 mGal). Note that the
GOCO06s model evaluated to its maximum d/o of 300 was also tested in determining
RTM anomalies. When bathymetry was considered and neglected in computations, the
standard deviation estimates were 10.86 mGal and 11.16 mGal, respectively. The use of
GO_CONS_GCF_2_DIR_R6 instead of GOCO06s hence provided considerably smoother
datasets of RTM anomalies.

50

40

.. ®E
15°E 20°E 25 E 30

Min = —60.296 mGal Max = 90.026 mGal Mean = -0.373 mGal SD =10.298 mGal
Figure 8. RTM anomalies computed by also considering bathymetry information.

4.3. Gravity Data Gridding

Besides comparing surface free-air and RTM anomalies in Figures 2 and 8, respectively,
covariance analysis of these quantities was also conducted (Figure 9). It can be noticed that
the autocovariance values of RTM anomalies are smaller, especially at short distances (note
the 783.4 mGal® estimate of surface free-air anomalies that describes the first-kilometer
distance), indicating that the derived RTM anomalies are smoother than the initial surface
free-air anomalies. The relative smoothness of RTM anomalies compared to the surface
free-air anomalies (here, the processed and thinned dataset is used, which causes the
19.7 mGal # v/544.5 = 23.3 mGal discrepancy between Figures 2 and 9) is also suggested
by the signal variances. Consequently, the smoother RTM anomalies can be spaced sparser
to guarantee grid prediction accuracy, whereas the use of surface free-air anomalies would
require much denser data. Furthermore, in the case of surface free-air anomalies, the
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second-order Markov covariance model does not fit the empirical data well. Notice how
the model either overestimates (at shorter distances) or underestimates (at longer distances)
the data spatial correlation. On the other hand, the second-order Markov models’ better fit
for RTM anomalies (i.e., the modeled covariance represents empirical data closely) suggests
that good data-gridding performance can be expected. Note that the inclusion/neglect of
bathymetry data does not significantly affect the second-order Markov covariance models’
estimation, although some parameter differences exist (cf. Figure 9).
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Figure 9. Empirical autocovariance curves and respective least-squares fitted second-order Markov
covariance models with the associated correlation lengths X; , (shown with dashed lines) and signal
variances Cy (see the legend).

Residual terrain model anomalies were gridded using the weighted LSC method. The
second-order Markov covariance models, defined by the estimated correlation lengths and
determined signal variances (cf. Figure 9), described data spatial dependence. The LSC
prediction was set to use the 10 closest data points in each quadrant around a prediction
point for computational efficiency. A minimum of 0.5 mGal a priori error estimate was
defined, whereas if a data point was associated with a larger error estimate, specific a priori
estimates in Figure 5 were used. Such data gridding resulted in two RTM anomaly grids—
one with bathymetry information included and the second where it was neglected during
previous RTM reduction computations. Finally, the RTM reduction and long-wavelength
GGM effects were restored to obtain gridded surface free-air anomalies. Figure 10 shows the
grid where bathymetry was considered during computations, and Figure 11 demonstrates
the influence of bathymetry on gravity field estimation, obtained as the difference between
the two grids of surface free-air anomalies.

In the Baltic Sea, bathymetry contribution to the gridded surface free-air anomalies
generally remains within 2 mGal (Figure 11). Around the same magnitude, the contribution
propagates to inland areas due to two reasons. The first reason is differences in computed
RTM reductions, described in Section 4.2, which also influence gridding results, and the
second one is variation in signal properties, which causes differences in the second-order
Markov covariance models (cf. Figure 9). The latter induces up to 3 mGal differences in
sparse gravity data areas (refer, e.g., to Figure 8).
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Figure 10. Gridded surface free-air anomalies computed by also considering bathymetry information.
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Figure 11. Bathymetry contribution to gridded surface free-air anomalies.

There are also some sparse marine locations where bathymetry contribution has
resulted in around 4 mGal differences. These are in the central part of the Baltic Sea and
the Gulf of Finland, where increased ruggedness of bathymetry can also be observed (cf.



J. Mar. Sci. Eng. 2022, 10, 793

15 of 25

Figure 3). In the same magnitude, bathymetry has influenced gravity field estimation
in the Norwegian Sea. Importantly, a significant impact of bathymetry on the gridding
results can be noticed around the shoreline of Norway, where bathymetry contribution
is generally within 20 mGal but can reach up to around 40 mGal in some locations. By
comparing Figures 3 and 11, it can be noticed that these significant differences coincide
with regions of most rugged bathymetry. The bathymetry ruggedness index is also rather
well correlated with the bathymetry contribution to the gridded surface free-air anomalies,
yielding a correlation coefficient of 0.78 (all marine areas in the geoid modeling target area
were considered; absolute values of bathymetry contribution to gravity anomalies were
used). It can be concluded that considering bathymetry in gravity field estimation can help
retain valuable short-wavelength gravity information.

4.4. Results of Geoid Modeling

The surface free-air anomaly grids were employed in geoid determination using the
unbiased LSMSA modeling approach. In all computations, integration was limited to 2°
(i.e., the geocentric angle ). Altogether four GGMs were tested (cf. Section 3), where
modification limits (recall that M and L were always set equal) varied between 140 and
300 with an increment of 10. Figure 12 presents validation results based on GNSS-leveling
control points (cf. Figure 1), whereby in all these computations, bathymetry information
was considered (i.e., the surface free-air anomaly grid where the RTM reduction utilized
bathymetry was employed). In the first validation case (upper subplot of Figure 12), a
one-dimensional fit was used (i.e., models were directly compared to all GNSS-leveling
control points). Since height system biases between countries may exist, in the second
validation case (bottom subplot of Figure 12), the control points of each country were first
compared with the models separately, and then the residual differences of all countries
were considered altogether (i.e., country means were removed).

GNSS-leveling validation
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Figure 12. Validation results of gravimetric geoid models using GNSS-leveling control points.
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According to the GNSS-leveling control points, the GOCO05c-based solutions out-
perform models that use the other three tested GGMs regardless of modification lim-
its. The accuracy (in terms of standard deviation) from a one-dimensional fit reached
2.9 cm with modification limits of 280, whereas limits of 200 yielded an estimate of
2.0 cm when country means were removed from the validation. Up to limits of 220, the
GO_CONS_GCF_2_DIR_Ré6-based solutions appear to show the second-best performance.
However, the relative (to other models) accuracy degrades with higher modification limits,
where XGM2019-based (the other combined GGM besides GOCO05c¢) solutions agree better
with the GNSS-leveling control points.

The above comparisons only provide information about modeling performance on
land, whereas the BSCD2000 project aims to model the marine geoid. Knowledge of the
marine geoid’s geometry would thus be valuable. Therefore, a set of marine profiles (cf.
Figure 4) was also employed to assess the computed geoid solutions. Figure 13 shows the
results of these comparisons, whereby bathymetry information was considered during
computations of all the validated models.

GOCO05¢

GO_CONS_GCF_2_DIR_R6 GOC006s XGM2019 |

Sektori GNSS validation

Airborne laser scanning validation

E 0.040 E
I .
5 | . 1 5 0.025 Y ° s
5= 2 - = ° |
< 0.0351 IR R F R AT . . ?
S o | 882 0000 Zooo e . i
g s 1 o | I $ | § L  e¢eTevo
I} I5] L) [ ] 9
T 0.0301 () e * . L] S 0015 ° . | 1] e e s s
P ] [ J
1) —t 1) Tt
140 160 180 200 220 240 260 280 300 140 160 180 200 220 240 260 280 300
Modification limits M and L Modification limits M and L
T B Salme GNSS C1 validation F 0.050- Salme GNSS C2 validation
§ 0.040+ $ 5 i | s @ ® L] e s
5 1 ¢ & 3 e §o2°¢ H
3 [ S 0.0454 R RS R > ¢ ¢
$ 0.035 f 4 o [ L) ® 9o 0
hel [ ] [] © o a 1 | - - 1
® 18  } - ® 8 $ B e
@ e 28 e oo <
2 0.0301 . et ] T 0.040
e . 8 ]
140 160 180 200 220 240 260 280 300 140 160 180 200 220 240 260 280 300
Modification limits M and L Modification limits M and L
T 0.055- " Salme GNSS C3 validation T 0,065 S.aIn‘1e GNSS C4.valld':1t|t;n : s
5 5 0.060 i T Egeteets
k) | T 0.0557 : e 33 88056 6
> 0.0504—— I | I % 0.050 e | T
27 . e oo’ ® o0 0 S ] L :
° [} ’ e : o ® o ® ° 0.045_ .
8 1T TERAREE i * e S 004]
15} ® o0 S 0.0351 @ 1 i
Gooasl+1 1| ||| | T T eeeeq b e
140 160 180 200 220 240 260 280 300 140 160 180 200 220 240 260 280 300
Modification limits M and L Modification limits M and L
E 0.030 Salme GNSS C5 validation E ~ Salme GNSS C6 va.lldatlon
ci . < 0.0404 T
'g g 1 [ B ] ® -
© 0.025- LI i © ° [ 23X )
H | o | iils8e oo 8 BRE AR BT
3 L] s ® s e e 3 T8 7T — G0 a2
2 00204 - | L g Qe [ 1] o 1 ¢ 7
(] ] [ ] g e ° ® < 0.030 g
° 4T 1 ! | ® @ | o o ko] e e
% (] ¢ ® % 4 1T !
& 0ol a—aF—"F——A 4 & 0025t —4+—7F—F——F—F—F—————————
140 160 180 200 220 240 260 280 300 140 160 180 200 220 240 260 280 300

Modification limits M and L

Figure 13. Validation results of gravimetric geoid models using shipborne GNSS-determined and

Modification limits M and L

airborne laser scanning-derived marine profiles of geoidal heights.



J. Mar. Sci. Eng. 2022, 10, 793

17 of 25

In contrast to the comparisons using GNSS-leveling control points, the picture is not
as clear with profile-based assessments. For instance, the profiles suggest that the accuracy
of modeling solutions based on combined GGMs (GOCO05¢c and XGM2019) generally
degrades with higher modification limits. Contrarily, GOCOO06s-based solutions seem to
perform the best when limits are high. The agreement between solutions is better with
lower modification limits (similarly to the GNSS-leveling comparisons), where GOCO05c-
based models perform adequately. It seems that the preferable modification limits could
be around 180-200. For example, notice how the comparison with airborne laser scanning
profiles (with a total length of 184.4 km) yields an excellent 1.3-1.4 cm agreement (in terms
of standard deviation) using modification limits of 200. Interestingly, according to the
Salme GNSS C1 profiles, limits of 200 yield the worst results.

It is essential to mention that contrary to GNSS-leveling control points, the profile-
based comparisons represent a limited area (cf. Figure 4). Additionally, the accuracy of
these marine profiles is most certainly not as high as GNSS-leveling control points. The
measurements are conducted in dynamic conditions, but the more crucial issue is that
dynamic topography must be estimated to derive geoidal heights from the measured
sea surface heights. Due to tide gauge data and hydrodynamic models’ inaccuracies,
estimation of instantaneous dynamic topography with an accuracy of a few centimeters is
a difficult task. However, even then, such marine profiles can provide beneficial geometric
information that can help decision-making in choosing a suitable geoid model out of
various solutions.

4.5. Bathymetry Influence on Geoid Modeling

Considering both the GNSS-leveling and profile-based comparisons, the GOCO05c-
based regional gravimetric geoid solution, where modification limits were set to 200, seems
to show good overall accuracy. The model is presented in Figure 14. Similar to the previous
bathymetry influence investigations, the contribution to geoid modeling was derived by
comparing the model to its counterpart, which used the surface free-air anomaly grid
where bathymetry information was neglected during the computation.

¢ [m]
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Figure 14. Gravimetric geoid modeling solution of the Baltic Sea region. GGM: GOCO05¢, modifica-
tion limits: 200, bathymetry was considered in computations.
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Examination of geoid modeling differences (Figure 15) indicates that most variability
in the Baltic Sea remains within 2 cm, being generally around a centimeter. The same
magnitude differences can be noticed inland due to causes discussed in Sections 4.2 and 4.3,
which also influence geoid modeling results. More considerable area-extensive differences
inland and in the southern Baltic Sea are in regions of sparse or no gravity data (refer,
e.g., to Figure 8). However, in the central Baltic Sea and the Gulf of Finland, larger
detailed differences up to 3—4 cm can be detected. Comparing the bathymetry ruggedness
index to the bathymetry influence on the modeling results in Figure 16 shows that these
differences appear in more rugged regions of the seabed. Figure 16 also shows more detailed
similarities between the bathymetry ruggedness index and the bathymetry contribution to
gridded surface free-air anomalies, previously mentioned in Section 4.3.
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Figure 15. Bathymetry contribution to geoid modeling results. GGM: GOCOO05c, modification
limits: 200.

The most significant influence of bathymetry consideration can again be seen near
the coastal areas of Norway, where bathymetry is most rugged (cf. Figure 3), resulting in
differences around a decimeter (but can reach up to 15 cm). Although these differences
in geoid features are much smoother than the computed bathymetry ruggedness index,
the correlation coefficient between the two datasets is 0.65 (all marine areas in the geoid
modeling target area were considered; absolute values of bathymetry contribution to
geoid modeling results were used). The discussed results suggest that consideration for
bathymetry has allowed the inclusion of short-wavelength details of the marine geoid in
the modeling results.

To further examine the influence of bathymetry on geoid modeling, the validation
results of GOCOO05c-based solutions (by considering/neglecting bathymetry) with mod-
ification limits of 200 were compared. Differences between the two sets of comparisons
shown in Figure 17 appear to be minor. For demonstration, Figure 18 presents comparisons
of another two solutions. Since GOCO06s-based models appeared to perform well over
marine areas at higher modification limits (cf. Figure 13), the respective solutions with
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limits of 280 were selected for presentation. By comparing Figures 17 and 18, it is clear
that the considering/neglecting bathymetry tendencies change. The validation differences
in Figures 17 and 18 are primarily caused by the long-wavelength contributions caused
by GGM and modification limits’ choice and not due to the influence of bathymetry. Ad-
ditionally, the contribution of bathymetry is too localized, and the accuracy of marine
profiles is too low to say with certainty whether bathymetry has contributed positively
or not using these validation results. An exception could be the Salme GNSS C5 profiles
that largely coincide with the bathymetry-induced localized changes north of Estonia (cf.
Figures 4 and 16), suggesting that modeling has benefited slightly from bathymetry (cf.
Figures 17 and 18). On a side note, a comparison between difference plots (e.g., Figure 15
compared to GOCOO06s-based solutions” differences) would result in discrepancies of long-
wavelength nature. The short-wavelength differences between modeling solutions are
similar regardless of the selection of GGM and modification limits.

Bathymetry ruggedness index [m]

18E 19E 20 21°E 20E 23'E 24'E 25E 26E 27E

Bathymetry contribution to AgFAA [mGal]

1BE 19E 20 21°E 22E 23’E 24'E 25E 26E 27E

Bathymetry contribution to ¢ [m]

1BE 19E 20 21 20E 23'E 4'E 25E 26E 27E

Figure 16. Estimated ruggedness of bathymetry (up), bathymetry contribution to gridded surface
free-air anomalies (middle) and bathymetry contribution to geoid modeling results (down; GGM:
GOCO05¢, modification limits: 200) in the central Baltic Sea and the Gulf of Finland.
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Figure 17. Validation results of gravimetric geoid models. GGM: GOCOO05¢, modification limits: 200.
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Figure 18. Validation results of gravimetric geoid models. GGM: GOCO06s, modification limits: 280.
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A more detailed look was taken at Norway, where geoid modeling differences due to
bathymetry were the largest. The residual values relative to GNSS-leveling control points
(Figure 19) show significant modeling improvements up to around a decimeter in locations
where bathymetry contributed the most (also refer to Figure 15). Therefore, considering
high-frequency gravity field variations due to bathymetry during geoid modeling (in
this study, within RTM reduction) can significantly increase the resulting model accuracy,
especially in regions with the rugged seabed (cf. Figure 3). Based on improvements in
Norway, it could be assumed that the localized details of the marine geoid that appear due
to consideration for bathymetry have similarly increased the modeling accuracy (e.g., in
the central Baltic Sea).

0.10 0.10
0.08 0.08
0.06 650 N 0.06

0.04 0.04

0.02

0.02

0.00

-0.02

—-0.04

=
o
o
GNSS-leveling residuals (with bathymetry) [m]

—-0.06

GNSS-leveling residuals (without bathymetry) [m]

% -0.08 -0.08
57.5°N i ~0.10 57.5°N ~0.10
10.0°E 125°E 15.0'E 100°E 125°E 150'E
Min =-0.069 m Mean = 0.000 m Min =-0.071m Mean = 0.000 m
Max = 0.107 m SD =0.027 m Max = 0.085 m SD =0.025m

Figure 19. Residuals (mean removed) of gravimetric geoid models relative to the Norwegian GNSS-
leveling control points. GGM: GOCOO05¢, modification limits: 200. The sizes of colored dots are
proportional to the residual values.

5. Discussion

This study investigated bathymetry’s influence on gravity field estimation and geoid
modeling in the Baltic Sea region in Northern Europe. By accounting for bathymetry-based
RTM reduction during gravity data processing, valuable short-wavelength gravity informa-
tion can be retained in the gridded gravity field (cf. Figure 11). The influence of bathymetry
was especially significant in regions of rugged terrain/bathymetry (e.g., Norwegian fjords;
also refer to Figure 3), where up to around 40 mGal differences (relative to neglecting
bathymetry during gravity field estimation) could be observed. These gravity field refine-
ments propagated further to the determined geoid models. The differences (relative to
neglecting bathymetry) were up to 34 cm in some sparse regions of the Baltic Sea, being
generally around a centimeter (cf. Figures 15 and 16). However, a significant influence of
bathymetry on geoid modeling could be seen in the coastal area of Norway, where geoid
modeling accuracy improved up to around a decimeter (cf. Figure 19).

Conventionally, precise GNSS-leveling control points are employed to validate geoid
modeling results. Unfortunately, such control data are limited to land areas. This study
demonstrated that various marine measurements (e.g., shipborne GNSS or airborne laser
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scanning) could be beneficial in assessing the performance of various marine geoid mod-
eling solutions. Figure 13 presented such a validation case with a total of 68 geoid mod-
els. Although the accuracy of geoidal heights derived from marine measurements is not
comparable to GNSS-leveling control points due to dynamic measuring conditions and
inaccuracies in dynamic topography estimation (required to determine geoidal heights
from the measured sea surface heights), the geometric information these data provide can
be invaluable.

In this study, such marine profiles were limited to a small area around Estonia and
Latvia (cf. Figure 4). Only the Salme GNSS C5 profiles (north of Estonia) coincided well
(considering the whole dataset) with more considerable geoid modeling differences due
to bathymetry. These validation results indicated a slight modeling improvement when
bathymetry was considered (cf. Figures 17 and 18). In other validation cases using different
datasets, differences due to GGM and modification limits” choice dominated. In future
studies, it would be interesting to investigate how satellite altimetry, which can provide
sea surface heights with worldwide coverage, could benefit the validation of marine geoid
models in a similar manner (also see [82]). Importantly, from a statistical point of view,
altimetry measurements could also allow a more uniformly distributed dataset of points
for validation.

It is essential to address that by using RTM reduction during data processing, the
influence of bathymetry is not limited to marine areas but also propagates inland (cf.
Figure 7). These influences can then affect subsequent gravity field estimation and geoid
modeling. A good quality dataset of depth information is thus required, whereas poor
bathymetry data may reduce the modeling accuracy. According to the results of this study,
even the 15” x 15” GEBCO grid can contribute significantly to the improvement of geoid
modeling solutions (cf. Figure 19), suggesting the good quality of the GEBCO bathymetry
data in the Northern Europe region.

Here, the unbiased LSMSA modeling approach was employed for geoid determina-
tion, where the benefits of bathymetry consideration are introduced during gravity field
estimation. The remove—-compute—restore technique is another widely used geoid mod-
eling method. In that, the terrain and GGM effects are removed from gravity data, and
Stokes’s formula is applied to the residual gravity values, after which the removed effects
are restored. The bathymetry information would then be used in estimating the terrain
effects. It is believed that a similar influence of bathymetry to geoid modeling could be
expected using that method (also see [30]).

6. Conclusions

Northern Europe has been the target area in many regionwide geoid determination
studies. However, the research has been land-focused and bathymetry information has been
neglected. This study demonstrated that considering bathymetry through RTM reduction in
gravity field estimation could help refine the results by retaining valuable short-wavelength
gravity information. These refinements can then help enhance geoid modeling accuracy,
whereby significant improvements can be expected in the rugged seabed regions. The
geoid modeling accuracy increased up to around a decimeter in the coastal areas of Norway,
where bathymetry contributed the most. It is concluded that the inclusion of bathymetry
information in computations can improve geoid modeling outcomes in future Northern
Europe geoid determination projects. Although the focus was on the Baltic Sea region, it is
expected that similar outcomes could be observed in other parts of the world.
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Abstract

The modelling errors of marine geoid models may reach up to a few decimetres in the shorter wavelength spectrum due
to gravity data void areas and/or inaccurate data. Various data acquisition methods can provide sea surface heights more
accurately. Similarly, hydrodynamic model data in conjunction with tide gauge readings allow the derivation of reliable
dynamic topography. Geometrical marine geoid heights, independent of the usual gravity-based marine geoid models, can
be obtained by removing the estimated dynamic topography from sea surface height measurements. This study exploits such
geometry information to refine marine geoid models. A data assimilation approach was developed that iteratively combines
sea surface height and dynamic topography datasets with an initial gravimetric geoid model. A case study is presented using
sea surface heights from shipborne GNSS campaigns and an airborne laser scanning survey for refining the EIGEN-6C4 global
geopotential model. Comparisons with a high-resolution regional marine geoid model reveal that the initial discrepancies of
up to around two decimetres reduce to sub-decimetre within the study area. It is concluded that the developed iterative data
assimilation approach can significantly improve the accuracy of marine geoid models, especially in regions where gravity
data are of poor quality or unavailable.

Keywords Data assimilation - Dynamic topography - Geoid - Hydrogeodesy - Least-squares collocation - Sea surface height

1 Introduction

Although remarkable effort has gone towards developing
geoid modelling theory and approaches that support achiev-
ing high accuracy (e.g. see the overview of Wang et al.
2021), a significant offshore limitation is in the quality and
distribution of marine gravity data. Satellite altimetry, the
primary source of offshore gravity data products, provides
uniform global coverage with an accuracy of a few mGal
(e.g. Andersen and Knudsen 2019; Sandwell et al. 2021). A
crucial exception, however, is the coastal region (also regions
with complex seabed topography) where data quality degra-
dation can be substantial, for instance, due to inaccuracies in
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tidal correction and altimeter range estimation (e.g. Li et al.
2021; Zhang et al. 2021; Kamto et al. 2022). Conventional
methods, such as shipborne (e.g. Lu et al. 2019; Ince et al.
2020) and airborne (e.g. Jamil et al. 2017; Wu et al. 2019)
gravity surveys and measurements on ice (e.g. Noréus et al.
1997; Mirdla et al. 2015), can instead provide high-quality
data but are usually costly, laborious, and time-consuming.
Additionally, it should be emphasized that historic marine
gravity data may be unreliable (e.g. Denker and Roland
2005; Featherstone 2009; Kamto et al. 2022), for example,
due to datum inconsistency-related issues. The distribution
of high-quality marine gravity observations obtained using
conventional methods is thus often sparse.

Determination accuracy of sea surface heights (SSHs) can
surpass the modelling accuracy of marine geoid models,
especially in the gravity data void areas (e.g. Miiller et al.
2019; Varbla et al. 2020a). Accuracy better than a decimetre
(and up to a few centimetres with some methods) is possible
with satellite altimetry (e.g. Yang et al. 2019; Mostafavi et al.
2021), shipborne GNSS (global navigation satellite system)
measurements (e.g. Bouin et al. 2009; Varbla et al. 2022a)
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and reflectometry (Roggenbuck and Reinking 2019), GNSS-
equipped buoys (e.g. Zhou et al. 2020; Xie et al. 2021) and
uncrewed sea vessels/floats (e.g. Penna et al. 2018; Bonne-
fond et al. 2022), and airborne laser scanning (e.g. Zlinszky
etal. 2014; Varblaet al. 2021). High-quality SSH data acqui-
sition does not necessarily require dedicated campaigns. For
example, Rocken et al. (2005) and Roggenbuck et al. (2014)
used commercial vessels for GNSS-based measurements,
whereas Liibusk et al. (2022) mounted GNSS instrumen-
tation on a marine condition monitoring research vessel for
autonomous data acquisition. In the case of airborne laser
scanning, Varbla et al. (2021) benefitted from the en route
data collected during the routine mapping of offshore islands.
However, SSH only approximates the geoid shape due to the
ever-changing dynamic topography (DT) that separates the
two terms.

Sea surface elevations from high-resolution hydrody-
namic models (HDMs) are used widely for various practical
and research applications. Some examples are operational
sea level forecasting (e.g. Lagemaa et al. 2011; Fortunato
etal. 2017), climate change influence assessment (e.g. Vous-
doukas et al. 2016; Hong et al. 2020), and vertical datum
unification (e.g. Slobbe et al. 2014; Filmer et al. 2018), which
imply the capability of HDMs to capture realistic marine
dynamics. A drawback, however, is that these models usually
contain long-wavelength (Lagemaa et al. 201 1; Jahanmard
etal. 2021) spatiotemporal biases relative to the used vertical
datums (e.g. Slobbe et al. 2013; Rulent et al. 2020). Such a
dynamic bias (DB) contained in an HDM can be estimated
and eliminated using vertical datum referred tide gauge (TG)
stations’ readings (e.g. Jahanmard et al. 2021; Varbla et al.
2022a). In an idealistic case, if the zeros of TGs also coincide
with the geoid (e.g. Kollo and Ellmann 2019; Varbla et al.
2022b), combining HDM and TG data allows the derivation
of realistic geoid-referred DT.

Offshore geoid geometry can then be determined by sub-
tracting the derived DT from SSH measurements. So far,
such geometry information has been used to validate marine
geoid modelling solutions, effectively indicating problematic
regions and significant model errors (e.g. Saari et al. 2021;
Varbla 2022). This capability could be further exploited in
refining the models (also indicated by Mazloff et al. 2014).
Hence, this study aims to develop an iterative data assimila-
tion approach that combines gravimetric geoid models with
SSH and DT datasets. It will be demonstrated that these
data can potentially improve marine geoid models, espe-
cially in regions described by poor-quality gravity data and
gravity data void areas, where the most significant modelling
errors could be expected. Data assimilation using geometry
information for refining existing gravimetric marine geoid
models can therefore be the follow-on stage to conventional
gravimetric geoid modelling, analogously to the usage of
GNSS-levelling fitting over dry land.

@ Springer

The remainder of this paper is organized as follows.
Section 2 describes the developed methodological aspects,
and subsequent Sect. 3 illustrates these with a case study.
Note that quasigeoid-associated terminology is used through-
out the following since the experiment region has officially
adopted height anomalies. Nevertheless, the developed prin-
ciples are equivalent for geoid/geoid undulations since, over
marine areas, the quasigeoid coincides with the geoid. The
paper continues with a discussion in Sect. 4 and ends with a
brief conclusion in Sect. 5.

2 Method

In this section, the developed principles of the iterative
data assimilation approach will be presented. Although an
essential component of the method, discussion on the deter-
mination of SSHs is neglected for conciseness. It is assumed
that a suitable and sufficiently accurate SSH data product
exists (see the references to various methods in the Intro-
duction). The developed method is illustrated with a case
study (explained in Sect. 3) that employs data from ship-
borne GNSS campaigns (Varbla et al. 2020a; Liibusk et al.
2022) and an airborne laser scanning survey (Varbla et al.
2021).

Depending on the origin of SSH data, the permanent tide
concept (e.g. Ekman 1989; Poutanen et al. 1996) varies. Typ-
ically, GNSS-based measurements use the tide-free concept,
whereas the mean-tide concept is usual for altimetry prod-
ucts. A common permanent tide concept should be selected
for SSH and DT data, and the gravimetric quasigeoid model
to be refined. The practical conversion equations used in this
study are (Mékinen 2008; Ihde et al. 2019):

A H tide—free =zero—tide (¢) = 0.0603 — 0~17905i1'12(,0
—0.0019sin*e, (1

A H mean—tide =s7ero—tide (¢) = 0.09940 — 0.29541sin’¢
— 0.00042sin*p, )

where the tide-related height correction AH at a geodetic
latitude ¢ is in meters (i.e. the coefficient values in these
equations are in meters). Another consideration when using
satellite altimetry data is the selection of a common refer-
ence ellipsoid (see the approaches of, for example, Mostafavi
et al. 2021; Smith 2022). When relevant, data referred to
the TOPEX/Poseidon ellipsoid (e.g. Jason altimeter series)
should be converted relative to the GRS80 ellipsoid (or
WGS84; the two can be considered equivalent within the
frames of the current application). In this study, no such con-
versions were conducted because all data already referred to
the GRS80 ellipsoid.
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Fig. 1 Interrelations between the used datasets. Notice that the depicted
DB (Eq. 3) is negative

2.1 Derivation of dynamic topography

Despite being an appealing source of DT information, HDMs
should be utilized cautiously due to spatiotemporal biases
relative to the used vertical datums. Since TG stations are
nowadays commonly connected to the national height refer-
ence systems via precise levelling (e.g. Slobbe et al. 2014;
Kollo and Ellmann 2019), the DB values of a HDM can be
estimated at TG station locations (with coordinates <pTG, A TG,
also see Fig. 1):

DB(SZJTG, AT6, t) = DTHDM(</’TG, AT6, t)
— DT1a(e"C, 276, 1), 3)

where DTypym and DTtg are HDM- and TG-based DT,
respectively, at an observation epoch ¢. Note that some essen-
tial considerations should be accounted for successful DB
estimation:

1. The HDM and TG datasets should use a common per-
manent tide concept with the SSH data and gravimetric
quasigeoid model. Hydrodynamic models and TG data
generally utilize the mean-tide concept, but exceptions
exist. For instance, the zero-tide concept is primarily used
for the Baltic Sea region TG data (Varbla et al. 2022b).

region (Schwabe et al. 2020; Varbla 2022; Varbla et al.
2022b), which is compatible with the European Verti-
cal Reference System associated national height system
realizations of the Baltic Sea countries.

4. The relative TG sea level readings, which refer to local
solid Earth, should be converted into the absolute frame
and desired time epoch in the vertical land motion regions
(i.e. movements of the local solid Earth must be con-
sidered). In the most common case, where vertical land
motion is induced by glacial isostatic adjustment (i.e. ver-
tical land motion is linear), the corresponding conversion
is (Varbla et al. 2022b):

DTG (976, 410, 1) = DT o1 (76, 270, 1. 1)

+ VL Mievetiea(p™C, 276) - (1 — 19), 4

where DTRrsr is TG-based relative DT and V L M eyelled
is levelled vertical land motion rate (i.e. geoid change
rate should not be included) at a TG station. The term 7
denotes the reference time epoch of a height reference
system.

Once the DB values at TG stations are estimated, the
oftshore DB can be predicted by adapting least-squares collo-
cation principles (Moritz 1980). This first involves estimating
the DB uncertainty (following principles in Varbla et al.
2022a), which is based on two assumptions:

1. Over short timeframes (e.g. daily), the DB should remain
relatively stable. Erratic behaviour could indicate, for
example, poorly performing TGs or extreme weather
conditions. Alternatively, DB variability could be due to
modelling errors of the used HDM. The temporal domain
uncertainty component o4, can be estimated as a mov-
ing standard deviation centred at an observation epoch ¢
(Varbla et al. 2022a):

T -1 7)-1 2
1 +—5= 1 +—5=
TG TG TG 34TG ; TG TG ;
o A ,z)_ Y | DB(¢TC, A6, i)~ —— > DB(pT0.ATS, i) | | 5
dbl((ﬂ T -1 - (¢ ) T - (¢ ) 5
=l=——5 I=t——5—

2. Ocean tides should be treated consistently for the HDM,
TG and SSH datasets. It should be emphasized that some,
but not all, HDMs contain tidal information.

3. The TG data should refer to a common height reference
system. For example, the Baltic Sea Chart Datum 2000 is
acommon geoid-based height reference for the Baltic Sea

where T7 denotes the time window (i.e. the number of
sequential hours) in which the DB is assumed to remain
stable.

2. A long-wavelength signal represents the DB. Significant
differences in DB values at nearby TG stations could
indicate errors in levelling connections to the height ref-
erence system or localized phenomena occurring near a
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TG station. Note that TG stations are generally in shel-
tered locations (e.g. river mouths, harbours), which may
cause a difference relative to the offshore marine pro-
cesses. For the spatial domain uncertainty estimation, the
DB values at TG station A are first compared to those at
B =1, ..., N nearest TG stations, yielding averaged
differences:

Tr—1
PRl

3 DB((/JTGA, ATGa i)

Tyl
i=t—"2—

1
dDBp(pT04, 2164 1) = =

(uncertainties), respectively. Importantly, before prediction,
the mean signal should be removed from the vector of the
known (D B) signal (i.e. the vector should contain centred
random variables), which can later be restored on the pre-

1

— 5 > DB(™ ), ©)
2 T
I=t==5—

where 7> denotes the considered time window (75 > Ti).
Such a moving window (centred at an observation epoch
t) is used due to infrequent localized phenomena that
do not influence temporal domain uncertainty estimation
(i.e. changes in sea level occur progressively). The spatial
domain uncertainty component o452 at TG A can then be
estimated as Varbla et al. (2022a):

dicted (D/E) signal. Note that in practical computations, the
Cy; and Cy; matrices are derived using a suitable theoretical
model, which is fitted to empirical covariance values.

The DB prediction variance is obtained as Moritz (1980):

N
1 .
Ude(f/’TG, ATG, f) = v Z |:dDBB(‘pTGA, 2TG4, t) -

B=1

2
1 N
dDBp(pT04, 1104, t):| . @)

N
B

M=

1

The temporal and spatial domain uncertainty components
are assumed to be generally independent. Therefore, the
uncertainty propagation law for uncorrelated quantities can
be applied. The final DB uncertainty at a TG station is cal-
culated as:

Esx = Css - Cst(ctt + Cnn)_lcstTy (10)
where Cg, is the covariance matrix of the predicted signal,
Eg is its error covariance matrix, and parameter 7' is the
transpose operator. The diagonal elements of matrix Ejg rep-

opB (wTG, TS, t) = \/[Udbl(§0TG» TG, t)]2 + [oap2 (979, ATG, t)]2 + [ovim(¢T6, ATO) - (¢ — to)]z, ®)

where oy v is the uncertainty associated with the vertical
land motion rate at a TG station. If the vertical land motion
is negligible at the TG station site, the last component of the
equation can be neglected.

Employing the DB uncertainty estimates, the offshore DB
is predicted (computation points are selected according to the
HDM grid nodes with coordinates ¢PM, AHPM) yiging Jeast-
squares collocation (Moritz 1980):

DB(MOM, APV 1) = € (Cyr + Cun) ' DB(9"C, 2T, 1), (9)

where Cj; is the cross-covariance matrix of the predicted
(DB) and known (DB) signals, and Cy; and C,, are the
covariance matrices of known signal and observation errors

@ Springer

2
resent the DB prediction variance [O/DE@HDM, AHDM t)]

estimates. Since the estimated DB uncertainty (Eq. 8)
depends on the agreement between the HDM and TG data
(i.e. the two sources of DT data), the DT variance is taken to
be equal to the DB prediction variance. The DT uncertainty
used in the following is hence:

2
HDM , HDM _ HDM 3 HDM
(75?((/) LA ,t)=\/[05§(¢ LA ,l‘)}.

an

The final DT itself is obtained by subtracting the predicted
DB from the initial HDM at all the grid nodes ("PM, ) HPM).
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ﬁ(wﬂDM7 AHDM t) _ DTHDM<(/)HDM7 AHDM t)

—EE(J‘DM, HHDM z), (12)
Then, the estimates of the derived DT and its uncertainty at
SSH data locations (¢SSH, ASSH) can be found using bilin-

ear interpolation in-between the corresponding quantities at
adjacent locations (goHDM, ) HDMy

2.2 Computation of geometric height anomalies

The derived DT estimates allow reducing the SSH data into
geometric height anomalies (also see Fig. 1):

§§eom ((pSSH, ASSH. z) — ssHF <¢SSH, ASSH, t)
—k
_DT ((pSSH’ ASSH. z), (13)
where superscript k (1 € k) is introduced to distinguish

between data assimilation iterations. Uncertainty of geomet-
ric height anomalies is calculated as in Eq. (8):

k <¢SSH’ ASSH. t)

Tgcom

_ k SSH 3 SSH /)12 [ k_ (,SSH 3 SSH ]2
= \/[USSH (@SSH, ASSH, )7+ |af (9551, ASSH 1) |
(14)

Analogously to offshore DB prediction in Sect. 2.1, the
aim is to grid the discrete geometric height anomalies for
obtaining a continuous surface. These grids of geometric
height anomalies and associated uncertainties are needed
for adjusting the quasigeoid model between the SSH data
point locations. However, the geometric height anomalies
are ill-suited for gridding using least-squares collocation. A
quasigeoid model (k = 1 is the initial gravimetric model; the
permanent tide concept should be common with SSH and DT
datasets) is therefore used to obtain residual heights:

k SSH SSH k SSH SSH
r (gD , A ’t>:§geom<(p , A ,t)

_ Crlfmdel ((pSSH’ ASSH) ) 1)

As itis likely that the available data does not stretch every-
where (e.g. land areas), data void regions should be padded
with near-zero residual signal to avoid extrapolation errors.
The minimum padding distance (i.e. more distant regions are
padded) from available data points will be denoted /zp. The
residual heights and zero pad are then gridded jointly anal-
ogously to offshore DB prediction (refer to Eqs. 9 and 10).
Computation points are selected according to the quasigeoid
model grid nodes (with coordinates ¢, A). The quasigeoid

model uncertainty is not propagated (i.e. oé‘eom is used; see

Eq. 14) since the removed quasigeoid model signal is restored
in the post-gridding stage to obtain gridded geometric height
anomalies (a similar approach is used, e.g. in gravity data
gridding; Mirdla et al. 2017):

Choom (@2 1) =750, 1)+ £f e (0. 1), (16)

Because the uncertainty of geometric height anomalies is
used as a gridding input, the variance of gridded geometric
height anomalies is equivalent to the computed variance of
gridded residual heights. The uncertainty of gridded geomet-
ric height anomalies is thus:

ok, 1) = | [om (0, V] (17

Notice that the terms in Egs. (16) and (17) are considered
time-independent. While in offshore DB prediction, a sin-
gle observation epoch is considered at a time, the data used
in computing gridded geometric height anomalies represent
various observation epochs (i.e. SSH data does not represent
a single observation epoch). It is assumed that such a data
combination eliminates the dependence on time (i.e. gridded
height anomalies are static).

Before combining gridded geometric height anomalies
with a quasigeoid model, it should be mentioned that the
uncertainty of gridded geometric height anomalies in dis-
tant regions from the available SSH data depends on the
selected uncertainty of the zero pad. This uncertainty should
be moderate to avoid residual heights’ signal leakage dur-
ing least-squares collocation to the padding region. For the
employed assimilation approach (cf. Sect. 2.3), on the other
hand, significant uncertainties are essential for limiting the
assimilation (primarily, for determining the uncertainty of
the best assimilation estimate) to the available data region.
The requirement would be fulfilled if a%ﬁ > Gr];lodcl in data
void regions (i.e. regions represented by the generated zero
pad), where ”xfmdel represents the uncertainty of the quasi-
geoid model. The uncertainty of gridded geometric height
anomalies is hence modified by a location-dependent modi-
fication coefficient MODK:

oMon (9. A) = 05— (9, YMODF (g, 1), (18)

geom

which aims to increase the uncertainty of gridded geometric
height anomalies in distant regions from the available SSH
data.

For computing the MODX coefficient, a function was con-
structed that results in smooth UK(/IOD uncertainties in data
and zero pad transition zones, whereby the function val-
ues after that zone increase rapidly, fulfilling the condition
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Ul\leOD > ar];lodel' The function (representing the MOD* coef-
ficient values) is defined as:

MODF (¢, i) = 1 + ¢(In10"/1zp)linon(y.2)=31zp /4]
e*(lﬂmM/lzp)[lMOD(tp,K)+3lzP/4]’ (19)

where Iz p is the selected minimum zero padding distance,
and /mop is the distance from a computation point (¢, A) to
the closest data point (¢5SH, ASSH). Parameter M controls
the shape of the modification function (Fig. 2). At distance
Imop = 0, the function always equals one, and with M > 1,
the function reaches a value of approximately two at a three-
quarters distance of [z p.

2.3 Iterative data assimilation

In this study, the cost function (modified from Reichle 2008)
of the assimilation system is defined as:
T, ) = 2= P(g. )]
[hth(@. ) = ¢k g (0. W]
[CARRICS )‘)]2
[ehhato. 1) ~ om0

+ P(p, 1) , (20)
[ofi0p(@. D]’

where the weight P is:

P(g, M[0hoder (95 )»)] Ko (@, 1) + 12 = P(@, M[ofiop (e, )»)] EXodel (@ 1)

L [0, M| < of 55
Plp, 1) = P 2n

9F_SSH
ol [0, M| > ok 55

I

2
%Z’fk ((pSSH‘ 2SSH l):| ,

i=1

1
= |75 Z |:7:k ((pSSH, ASSH ,‘) _

(22

with O'A * g5 estimated using gridded residual heights at the
locatlom of initial SSH data. Here, i = 1, ..., I denotes the
number of an SSH data point (/ being the total number of
points). Gridded residual heights are used as the gridding pro-
cedure is expected to eliminate some of the data noise. Such
a weighting scheme is implemented to reduce the influence
of gridded geometric height anomalies in locations of most
significant discrepancies relative to the quasigeoid model. In
practical application, the discrepancies could be either due
to errors in the quasigeoid model or SSH and DT data, with
the truth being unknown (i.e. uncertainty estimates may not
always be reliable). The weighting reduces the risk of propa-
gating significant errors in SSH and DT data to the quasigeoid
model.

The cost function J* should be minimized relative to
the refined quasigeoid model ;k:’)}iel to obtain the practical
assimilation equation. Thus, solving the differential condi-
tion 8J% /oL = 0 yields:

model —

grl:l:;(liel ((ﬂ’ A =

) (23)

P(@, W0k ga(@> W] +12 = P(o, M[otion (e M]

-
o
n

BN
wowononon
R wN =

Modification coefficient [ — ]
N

0 T T T T T 1
0.0 25 5.0 75 10.0 12.5 15.0

Distance IMOD [km]

Fig.2 The dependence of modification function (cf. Eq. 19) on param-
eter M by assuming a 10 km minimum zero padding distance. Function
value at distance /yjop represents the modification coefficient value used
for modifying the gridded geometric height anomalies’ uncertainty esti-
mates (cf. Eq. 18)
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Tkt Tt : S |
where ¢ 7, is the best assimilation estimate of {7 .. The

uncertainty of the best assimilation estimate is defined as:

A+l (@, V)

model

_ 2 = P (@, )1 [0 g @ D] [ohion (0 D]
P (g, ?»)[ O model (@5 )»)] +[2 = P(p, V] [”»’ZOD (¢, A)]z
24)

Due to the modification of the gridded geometric height
anomalies’ uncertainty (cf. Eq. 18), O'MOD > ok moder and con-

sequently Uk+l ~ ok , in SSH data void regions where

model mode!
no assimilation oceurs.
The above system is solved iteratively, where each new
iteration should be based on a new dataset of SSHs (i.e.
repeated use of the same data should be avoided). This way,
more new information (i.e. refinements) can be introduced
to the final combined model as opposed to a case where all

available data are combined to conduct a single assimilation
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iteration. In other words, available data should be separated
into sub-datasets used in consecutive assimilation iterations.
Such an approach also allows refining propagated SSH and
DT errors in the combined model, besides inaccuracies of
the initial gravimetric quasigeoid model. Furthermore, the
iterative scheme can always be continued once new data
becomes available. Note that for the next assimilation iter-
ation ¢k, = ¢k and ok, = okt in Egs. (23) and
(24). Since oL < 0o
solution converges.

The described iterative data assimilation methodology is
summarized as a flowchart in Fig. 3. Results of the assimila-
tion iteration k = 1 are denoted by red coloured rectangles
(also the results of following iterations). These are then
employed for the subsequent iterations k > 2 as the input,
making the process iterative. The developed method is next
illustrated with a case study.

k+1 k . .
ando™_ < o , the iterative
1 modal MOD

3 Case study

The case study was conducted in the eastern section of
the Baltic Sea, the Gulf of Finland (Fig. 4). The aim
was to improve a quasigeoid model derived from a global
geopotential model and then validate the results with a
recent high-resolution regional quasigeoid model. For itera-
tive refinement, the EIGEN-6C4 global geopotential model
(Forste et al. 2014), evaluated to its maximum d/o of 2190
(height anomalies were computed on a 0.01° x 0.02° grid),
was selected due to its significant discrepancies north of
Estonia (Fig. 5). The primary cause for Fig. 5 discrepan-
cies, especially towards the west, is that the EIGEN-6C4
data does not sufficiently represent the region’s significant
negative anomalous gravity field. Similar modelling errors
can be detected in EGM2008 (Ellmann et al. 2009), the data
of which was the basis for the compilation of higher-degree
coefficients of EIGEN-6C4 (Pavlis et al. 2012; Forste et al.
2014). These discrepancies also resemble the typical magni-
tude of errors in regional high-resolution models caused by
gravity data void areas. For instance, Varbla et al. (2020a) and
Varbla et al. (2021) have proven NKG2015 regional quasi-
geoid model (Agren et al. 2016) errors around a decimetre
in the eastern part of the Gulf of Finland.

A high-resolution regional gravimetric quasigeoid model
(Fig. 4; computational details can be found in Varbla 2022),
henceforth denoted as GQM2022, was employed to vali-
date the iterative data assimilation results. Its accuracy over
dry land is sub-centimetre, whereas, over marine areas,
the accuracy is estimated to be in the sub-decimetre level.
The model was computed using the least-squares modifica-
tion of Stokes’ formula with additive corrections (Sjoberg
2003; Sjoberg and Bagherbandi 2017). GOCOO05c¢ (Fecher

et al. 2017) was selected as the reference global geopo-
tential model; modification limits were set to degree 200.
Bathymetry data were utilized to refine the gravity field
model used in quasigeoid determination. The GQM?2022
computation also incorporated new shipborne marine gravity
data (Varbla et al. 2020a; Saari et al. 2021), which were not
included in developing the earlier NKG2015 model.

The SSH data originate from (i) Sektori shipborne GNSS
campaign (Varbla et al. 2020a), (i) six (denoted from C1
to C6) Salme shipborne GNSS campaigns (Liibusk et al.
2022), and (iii) an airborne laser scanning survey (Varbla
et al. 2021). Note that the Sektori and Salme SSH data were
reprocessed similarly, following the principles in Varbla et al.
(2022a). Interested readers are encouraged to refer to the
papers mentioned above for details regarding SSH determi-
nation. The DT data described in these papers were not used
here but were reanalysed and recomputed as described in
the next section. Since all shipborne GNSS and airborne
laser scanning data processing was conducted relative to
the Estonian GNSS-CORS (continuously operating refer-
ence stations), the EIGEN-6C4-derived height anomalies and
GQM2022 were fitted to the Estonian high-precision GNSS-
levelling control points (Fig. 4; Riidja and Varbla 2022) using
a one-dimensional fit. Importantly, all the described datasets
(including the DT data) use or were converted to the zero-tide
permanent tide concept (cf. Equations | and 2) for consis-
tency.

3.1 Derivation of dynamic topography

The NEMO-Nordic HDM (Hordoir et al. 2019; Kirni et al.
2021) was used to derive DT. To estimate the DB (cf. Eq. 3)
of NEMO-Nordic HDM, the same set of Estonian, Finnish,
Latvian, Russian and Swedish TG stations, a total of 41
(cf. Fig. 4), was employed as in Varbla et al. (2022a). Tide
gauge data were corrected for vertical land motion (cf. Eq. 4)
using the NKG2016LU model (Vestgl et al. 2019). The pan-
continental EVRF2019 (EVRF 2019) solution-based height
system discrepancies relative to the Estonian EH2000 were
used to improve TG data consistency. Since tides in the Baltic
Sea generally remain within a few centimetres at most due
to the narrow connection to the Atlantic Ocean via Danish
straits (e.g. Medvedev et al. 2013, 2016), no special treatment
for ocean tides was considered in this case study. However, it
should be mentioned that consistently the tidal effect has not
been removed from the used TG and SSH data. The potential
influence of tides is therefore present in these datasets. To
an extent, this influence cancels out when DT is subtracted
from SSH because the modelled DT is tied to TG readings.
In other words, minor discrepancies between TG readings
and HDM-embedded DT due to different treatments of tides
(similarly to TG and SSH data, NEMO-Nordic represents
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Derivation of DT for k iterations (Section 2.1)
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Fig. 3 Flowchart of the iterative data assimilation methodology for
determining the refined quasigeoid model using sea surface height and
dynamic topography datasets. Equation numbers above derived quanti-
ties and data processing steps refer to equations within the text that
were employed for that specific procedure. The initial data sources

tides, but in a model instead of the observed form), if there
are any, are considered within the DB.

Covariance analysis (for each time instance separately;
in total, 1056 hourly time instances were analysed) was
conducted to determine a suitable covariance model for

@ Springer

are denoted by blue (required) and green (optional) coloured rectan-
gles, whereby red rectangles denote the assimilation results. Denotation
(d) and (g) associated with the uncertainty of geometric height anoma-
lies means discrete and gridded data, respectively

describing DB spatial dependence. Before covariance com-
putations, the mean signal was removed from DB values
to centre a dataset (tilt and mean signal reduction was also
tested, but this yielded degraded DB prediction performance
compared to the mean signal reduction only). Empirical
DB autocovariance values were then computed in 25 km
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— First iteration (shipborne GNSS)
m— Second iteration (shipborne GNSS)

s Second iteration (airborne laser scanning)

Case study region
O  Tide gauge station
[ GNSS-levelling control point

18 E 20°E 22°E

Fig.4 Study area and the distribution of used data (see the legend). Note
that GNSS-levelling control points (cyan-coloured dots) are not needed
directly in the assimilation but were employed for dry-land fitting of the

Discrepancy [m]

Mean = 0.001 m
SD =0.057 m

Min =-0.121m
Max = 0.210 m

Fig.5 Spatial distribution and statistics of the initial discrepancies
between the EIGEN-6C4 and GQM2022 quasigeoid models. Both mod-
els are fitted to the Estonian GNSS-levelling control points

distance groups, whereby groups with less than 15 station
pairs (regarding pairs AB and BA as the same, i.e. one)
were excluded (also from subsequent evaluations). Autoco-
variance uncertainty was computed as a standard deviation
estimate for each distance group. Note that DB estimates
contain both HDM and TG errors, which can be of the same
magnitude as DB (an example of DB uncertainty estima-
tion at TG stations is presented in Varbla et al. 2022a). The
variability of DB autocovariance values within a distance
group can hence be rather significant, sometimes leading to

Height anomaly [m]

o  E
2% E 26'E B E %

involved quasigeoid models. In the background is the high-resolution
GQM2022 quasigeoid model (fitted to the Estonian GNSS-levelling
control points), which is used to validate this study’s results

scattered autocovariance curves (use of 41 TG stations, i.e.
including some data outside the case study region, improved
covariance analysis).

The estimated empirical autocovariance curves (in total,
1056) were employed to test 11 isotropic covariance mod-
els by fitting these to the empirical values in the least-squares
sense (signal variance was determined from data, not through
the fitting procedure). These were Hirvonen’s (Hirvonen
1962), exponential (Shaw et al. 1969), exponential-cosine
(both variants in VyskoCil 1970 were tested, henceforth
referred to as EQ4 and EQS5), second- and third-order Markov
(Kasper 1971; Jordan 1972), Gaussian (Kearsley 1977),
Reilly’s (Reilly 1979), logarithmic (Forsberg 1987) and triple
and quadruple real pole ARMA (Schubert et al. 2021) covari-
ance models. Examples of each model can be seen in Fig. 6
(sub-plots a and b; also notice that the spatial correlation of
DB can vary significantly at different time instances). Note
that the least-squares fitted exponential-cosine covariance
models (both variants) often oscillated unrealistically. On the
other hand, three zero crossings generally occurred over the
first 1000 km distance (similar to the EQS5 example in Fig. 6a)
for successful model fits. Thus, an additional constraint of
allowing at most four zero crossings (i.e. one extra crossing
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Fig. 6 Empirical DB autocovariance curves (uncertainty is shown with
whiskers) corresponding to arbitrary time instances of 04.07.2017 00:00
UTC (a) and 28.07.2021 00:00 UTC (b), and respective least-squares
fitted (distance groups with less than 15 station pairs were not con-
sidered) covariance models. Sub-plots (¢) and (d) show covariance

relative to the general case) was implemented in estimating
the exponential-cosine covariance models’ parameters.

The performance of the tested covariance models was
evaluated by investigating their correlation with empirical
autocovariance curves and misfits (M F ¢) between the mod-
els and curves. The latter is defined as:

1 N

1
MFc=— |- Z [Cmodel(li) - Cemp(li)]z,

oW (25)

i=l
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models’ associated statistics of Pearson correlation coefficients and mis-
fits, respectively, based on 1056 h of DB data. Black lines denote mean
values, coloured (see the legend) bars standard deviation estimates and
coloured crosses minimum and maximum values

where N is the number of distance groups, Ciodel (/) is the
modelled covariance value at a distance /, and Cepp(l) is
the empirical autocovariance value at a distance /. Since
the magnitude of DB can vary significantly (from millime-
tres to decimetres), division with signal variance Cq allows
more definite comparisons. Descriptive statistics of Pear-
son correlation coefficients and misfits are summarized in
Fig. 6 (sub-plots ¢ and d, respectively). Better performance
is associated with higher correlation (ideally near 1) and
smaller misfit (ideally near 0). The decision of the covari-
ance model selection was based on these statistics with the
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primary focus on mean values (i.e. a theoretical model was
selected according to the agreement with empirically esti-
mated autocovariances).

Notice that the exponential-cosine and the triple and
quadruple real pole ARMA covariance models show slightly
better performance than the rest of the tested models. The
primary reason is the ability of these models to describe,
if necessary, the hole effect (e.g. Journel and Froidevaux
1982; Ababou et al. 1994) since distinct negative correlations
over some distance typically seem to describe DB (similar
to the empirical autocovariance curve example in Fig. 6a).
Note that the Reilly’s covariance model and the logarith-
mic covariance model also allow negative spatial correlation
modelling. However, the Reilly’s model always assumes that
anegative correlation occurs (e.g. as in Fig. 6b example), and
the logarithmic model allows modelling only minor negative
correlation. Due to that, these two models perform simi-
larly or worse (notice Pearson correlation-related statistics
of the Reilly’s covariance model) than models that do not
allow negative spatial correlation modelling (i.e. Hirvonen’s,
exponential, second- and third-order Markov, and Gaussian
covariance models).

According to Fig. 6 statistics, the best performing model
for describing DB spatial dependence is the quadruple real
pole ARMA covariance model. Even so, detailed examina-
tion revealed that the best fitting triple and quadruple real
pole ARMA covariance models occasionally overestimated
data spatial correlation (e.g. notice the triple real pole ARMA
covariance model example in Fig. 6a) or had an unrealistic
model shape (i.e. the models are too sensitive to empirical
estimates). Hence, the exponential-cosine EQ5 covariance
model (slightly better performing than the EQ4 variant) was
chosen instead, which after the four zero crossings constraint,
appeared to agree with empirical DB autocovariance curves
adequately. The model is defined as:

Crmodel (1) = Coe™"/*[cos(BI) + (a/ B)sin(BD)]. (26)

where « and B are parameters (determined through nonlinear
least-squares fitting) controlling the model shape, estimated
through covariance analysis for each time instance separately.
Due to the spatiotemporal variations of DB, the model shape
(as do empirical autocovariance curves) can vary signifi-
cantly. Two examples at arbitrary time instances can be seen
in Fig. 6 (sub-plots a and b).

The DT was then derived following principles in
Sect. 2.1, where the exponential-cosine EQS5 covariance
model described the Cy; and C;; covariance matrices in Eqs.
(9) and (10). Parameter 77 in Eq. (5) was setto 25 h; dDBp
computation (Eq. 6) was simplified by calculating mean dif-
ferences (for each campaign separately) as:

Dynamic topography [m]

|
<
e

O R D \QQ \,\Q \,19 ,39
GPS time [h]

Fig.7 Dynamic topography along the vessel’s route during the Salme
C2 shipborne GNSS campaign. The shaded area shows the associated
1-sigma uncertainty envelope
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where 75 (from 96 to 192 h) is the duration over which DT
computations were performed; comparisons were conducted
with N = 3 (Eq. 7) nearest TG stations (i.e. all as was
done in Varbla et al. 2022a). The moving window in Eq. (6)
was neglected for computational efficiency since this would
have required analysis and computation over much lengthier
periods. As an example, the estimated DT (Eq. 12) with its
associated uncertainty (Egs. 10 and 11) during the Salme C2
campaign is shown in Fig. 7.

3.2 Preparation of geometric height anomalies

Geometric height anomalies at discrete locations along the
survey routes were calculated by subtracting the DT esti-
mates from SSHs (Eq. 13). Biases between these datasets
were then reduced using free network least-squares adjust-
ment (analogously to Varbla et al. 2022a) considering all
eight datasets altogether (Sektori GNSS campaign, six Salme
GNSS campaigns and an airborne laser scanning survey). The
geometric height anomalies employed in data assimilation
were finally extracted within limits from 59° N to 60° N and
from 23° E to 28° E (i.e. the case study region). These data
are compared with the EIGEN-6C4-derived height anomalies
and the GQM2022 model in Fig. 8. Resulting discrepan-
cies in Fig. 8a are in good agreement with those shown
in Fig. 5, whereby standard deviation estimates of 7.6 cm
(EIGEN-6C4) and 3.4 cm (GQM2022) demonstrate the
better performance of the GQM2022 model. Notice also
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Fig. 8 Discrepancies (and associated statistics) of the EIGEN-6C4-
derived height anomalies (a) and GQM2022 model (b) relative to the
geometric height anomalies along the survey routes

the 7.0 cm mean discrepancy (i.e. systematic bias) associ-
ated with EIGEN-6C4, whereas the mean discrepancy of
GQM2022 is near zero. The standard deviation estimates are
2.9 cm and 0.9 cm, respectively, from comparisons with the
Estonian GNSS-levelling control points. These evaluations
signify the suitability of the GQM2022 model for validating
the iterative data assimilation results. Based on the assess-
ment in Fig. 8a, a constant uncertainty of 8§ cm was assumed
for the EIGEN-6C4 during the data assimilation procedure.

For obtaining the uncertainty of geometric height anoma-
lies, the uncertainty of SSHs was derived first. During Salme
shipborne GNSS campaigns, the use of four GNSS antennas
formed arigid system. The heights of three antennas defined a
plane that was then employed to estimate the control height of
the remaining fourth antenna at each observation epoch. The
difference between estimated and measured heights then pro-
vided GNSS measurement error estimates d. A;(gOSSH, ASSH.
t),where £ =1, ..., 4is the controlled antenna number (cf.
Egs. 13-17in Varblaetal. 2022a). The uncertainty associated
with GNSS measurements was then calculated as:

4

1
oanss (S, A55H, 1) = 23 |dae @™, 255, ). 28
£=1

Note that for the Salme C4 campaign, data from only two
antennas could be utilized (Liibusk et al. 2022). Varbla et al.
(2022a) demonstrated poorer SSH determination accuracy
for that campaign as reducing vessel’s attitude effects on
measurement data requires three GNSS antennas. The uncer-
tainty of GNSS measurements of the C4 campaign was thus
set to three times larger than the mean uncertainty of the other
five campaigns (estimated mean uncertainty being 3.3 cm).
Since three antennas were used during the Sektori shipborne
GNSS campaign, such control calculations could not be con-
ducted either. However, because the data processing strategy
was the same as for Salme campaigns, the uncertainty of
Sektori GNSS measurements was assumed to be equivalent
to the mean uncertainty of 3.3 cm.

An additional uncertainty component related to the verti-
cal land motion was included. During GNSS post-processing,
the coordinates of GNSS-CORS were fixed to the reference
epoch of the national reference frame. Due to the glacial
isostatic adjustment occurring in the Baltic Sea region, how-
ever, the actual positions of GNSS-CORS (at an observation
epoch ¢) may differ from the reference epoch positions.
On land, such an approach facilitates consistency between
reference coordinates and results of GNSS measurements
(i.e. a height difference between GNSS-CORS and GNSS
measurement location is referred to the reference epoch).
For marine GNSS surveys, on the other hand, a discrep-
ancy relative to the observation epoch positions is introduced
because sea level trends do not directly follow vertical land
motion (but contain geoid change induced by glacial iso-
static adjustment). The post-processed heights were therefore
corrected retrospectively for vertical land motion occurring
at the GNSS-CORS following Varbla et al. (2022b); the
NKG2016LU model was used. Furthermore, Varbla et al.
(2022a) demonstrated inaccuracies in the sailing-related cor-
rections (squat effect and changes in static draft) that also
contribute to the errors of determined SSHs. Hence, an addi-
tional 3 cm uncertainty component ocorr related to the
inaccuracies of sailing-related corrections was considered.
The final SSH uncertainty of shipborne GNSS campaigns
was derived as:

ossH (¢)SSH’ ASSH. z) _ \/[O.GNSS(gaSSH’ ASSH, t)]2 . [O,VLM((pCORS’ ACORS) . (s — fo)]z +OCORR2, (29)
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Fig. 9 Descriptive statistics of geometric height anomalies’ uncertainty
estimates. Black lines denote mean values, coloured bars standard devi-
ation estimates and coloured crosses minimum and maximum values.
The X-axis shows the number of corresponding data points within the
case study region

where superscript CORS refers to the coordinates of a
GNSS-CORS (relative to which GNSS post-processing was
conducted) and 1y is the reference frame’s reference time
epoch. Following evaluations in Varbla et al. (2020b, 2021),
the SSH uncertainty of airborne laser scanning was assumed
to be 3 cm.

Uncertainty of geometric height anomalies was calcu-
lated employing Eq. (14). Figure 9 presents the descriptive
statistics of these uncertainty estimates for all eight datasets
(considering the specified limits of the case study region).
Slightly more considerable uncertainty of the Salme C2 cam-
paign compared to the other datasets (excluding the Salme
C4 campaign) is due to inaccuracies associated with reduc-
ing GNSS antenna heights to the sea surface (Varbla et al.
2022a), which increase the ognss uncertainty component.

3.3 Gridding of geometric height anomalies

The geometric height anomalies were divided between two
assimilation iterations considering the data distribution. In
the first iteration (k = 1), Sektori and Salme C4-C6 ship-
borne GNSS datasets were used, whereas the second iteration
(k = 2) included Salme C1-C3 shipborne GNSS and air-
borne laser scanning datasets (cf. Fig. 4). Since the combined
datasets were unnecessarily dense, these were thinned by
averaging all points within each 0.01° x 0.02° grid cell both
in value and spatially. Such data thinning can also reduce
data noise and help avoid aliasing during gridding. The geo-
metric height anomalies used in the first iteration were then
reduced to residual heights »! (Eq. 15) using the EIGEN-
6C4-derived height anomalies. A zero pad was generated on

a0.01° x 0.02° grid, where the minimum distance to residual
heights was set to 10 km (i.e. [zp in Eq. 19). The uncer-
tainty of the zero pad was defined as the mean uncertainty
of used geometric height anomalies, which appeared to pro-
vide optimal gridding solutions (based on visual inspection
and subsequent assimilation validation results). Note that all
subsequent computations were conducted (i.e. the zero pad
generation region) considering a slightly larger area than the
case study region (an additional 0.5° and 1° in the latitudinal
and longitudinal direction, respectively) to avoid artefacts at
edges.

The shorter wavelength spectrum errors primarily asso-
ciated with EIGEN-6C4 dominate the determined residual
heights (but also contain inaccuracies of geometric height
anomalies), suggesting that the residual heights correlate
only over a limited area. Covariance analysis and gridding
employing least-squares collocation were thus conducted
using a moving window, where data within the radius of
30 km from a computation point was considered at a time.
The zero pad values were treated as residual heights in
covariance analysis and gridding. A suitable covariance
model for describing the spatial dependence of residual
heights was determined following the principles described in
Sect. 3.1. Before covariance computations, the mean signal
was removed from residual heights to centre a dataset (mean
signal values at computation points can be seen in Fig. 11a).
Empirical autocovariance values were then computed in 2 km
distance groups, whereby groups with less than 50 station
pairs were excluded. Computations were conducted only if
at least 50 data points (not considering the zero pad) could be
found within the 30 km radius from the computation point.
For the first iteration, a total of 17,721 computation points
were determined.

The estimated empirical autocovariance curves (in total,
17,721) were employed to test the previously listed 11 covari-
ance models (cf. Section 3.1). At most, four zero crossings
over the first 100 km distance were allowed in estimating the
exponential-cosine covariance models’ parameters. An arbi-
trarily selected example of a residual heights’ autocovariance
curve and corresponding least-squares fitted covariance mod-
els can be seen in Fig. 10a (note that this example represents
only a single computation point out of 17,721 in total). Evalu-
ation results of covariance models are summarized in Fig. 10
sub-plots c and e.

It can be noticed that according to the covariance analysis,
the best performance is associated with the ARMA covari-
ance models. However, tests with models allowing negative
spatial correlation (e.g. notice quadruple real pole ARMA
covariance model in Fig. 10a) provided unsatisfactory grid-
ding results, especially in areas of sparse data or between the
data and zero pad, where opposite-signed gridded residual
heights tended to appear. Therefore, a covariance model that
decays gradually to zero (these are Hirvonen’s, exponential,
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the first iteration (¢, e) and 17,783 computation points of the second
iteration (d, f). Black lines denote mean values, coloured (see the leg-
end) bars standard deviation estimates and coloured crosses minimum
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Fig. 10 Empirical residual heights’ autocovariance curves (uncertainty
is shown with whiskers) corresponding to the first (a) and second
(b) iteration at arbitrarily selected computation points, and respective
least-squares fitted covariance models. Sub-plots (¢, d) and (e, ) show
covariance models’ associated statistics of Pearson correlation coeffi-
cients and misfits, respectively, based on 17,721 computation points of
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second- and third-order Markov, and Gaussian covariance
models) was preferred, among which the exponential model
showed the best performance (Fig. 10 sub-plots c and e). The
model is defined as:

Crmodel (1) = Coe ™%, (30)

where parameter « is related to the correlation length X 5 as
o= (—an.S)_]Xl/z ~ 1.443X1>. The correlation length
is defined as the distance at which the covariance reaches half
the value of signal variance Cop.

Parameter « and signal variance were estimated for
gridding at each computation point using the exponential
covariance model. The heterogeneous nature of the residual
heights’ signal is evident from the estimated values presented
in Fig. 11. Occasionally, the change in values of parame-
ter « and signal variance at nearby cells was steep (Fig. 11
sub-plots ¢ and e, respectively; Fig. 11 presents correlation
lengths because these are more meaningful quantities than
the o parameter), resulting in gridding artefacts. Data were
hence filtered spatially. First, a 3 km radius median filter was
used to eliminate potential gross estimates; these results were
smoothed with a 5 km radius averaging filter. The filtered val-
ues are shown in Fig. 11 sub-plots d and f. The mean signal
used for centring data for least-squares collocation at each
computation point (removed and restored before and after
computation, respectively) was also filtered for methodolog-
ical consistency (Fig. 11b). Residual heights r! were then
gridded using least-squares collocation, where the exponen-
tial covariance model (with filtered parameter  and signal
variance) described the Cy; and C;; covariance matrices (refer
to Egs. 9 and 10). Figure 12 presents the first iteration resid-
ual heights before and after gridding. Restoring the initially
removed EIGEN-6C4 signal on gridded residual heights 7!
provided gridded geometric height anomalies Egleom (Eq. 16).

The computed uncertainty a%ﬁ of gridded geometric
height anomalies (Eq. 17) was modified by setting the mod-
ification parameter to M = 2 (Egs. 18 and 19; see also
Fig. 2). With a 10 km zero padding distance (i.e. [zp in
Eq. 19), M = 2 facilitated smooth transition zones from
data to the zero pad regions. The large values of uncertainty-
associated statistics in Fig. 13 occur due to this uncertainty
modification. Note that the uncertainty of gridded geomet-
ric height anomalies is correlated with the distance to SSH
data locations (also before modifying). Thus, the pattern
of vessels’ trajectory is clearly visible (Fig. 13a), which
means that these patterns also appear in the combined model
after uncertainty-dependent data assimilation. The previ-
ously described filtering scheme was employed to reduce the
appearance of such patterns in the combined model; Fig. 13b
shows the filtering results.

Gridding of second iteration geometric height anomalies
and derivation of their uncertainty was conducted precisely
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Fig. 13 Modified uncertainty Ul\l/IOD of the first iteration gridded geo-
metric height anomalies before (a) and after (b) filtering

as already described. The only difference was that instead of
using EIGEN-6C4-derived height anomalies for determin-
ing residual heights r2, the assimilation result of the first
iteration (i.e. EIGEN-6C4-il; cf. the next section) was used
instead. For the second iteration, a total of 17,783 compu-
tation points were determined. According to the covariance
analysis, the exponential covariance model appeared to per-
form the best (Fig. 10 sub-plots d and f), as was the case when
analysing first iteration data. An arbitrarily selected example
of a residual heights’ autocovariance curve and correspond-
ing least-squares fitted covariance models can be seen in
Fig. 10b (note that this example represents only a single com-
putation point out of 17,783 in total).

3.4 Iterative data assimilation

Iterative data assimilation (Eqs. 21 to 24) was conducted
to refine EIGEN-6C4-derived height anomalies using the
gridded geometric height anomalies and associated uncer-
tainties. The assimilation results (i.e. combined models) are
denoted as EIGEN-6C4-il (Fig. 14a) and EIGEN-6C4-i2
(Fig. 14c) according to the first and second iteration, respec-
tively. The associated uncertainties of these combined models
are correspondingly shown in Fig. 14b and d. Recall that the
EIGEN-6C4-il and its uncertainty served as an input dataset
for the second assimilation iteration. It can be noticed that
outside the area of available SSH data, the combined models
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Fig. 14 EIGEN-6C4-il (a) and EIGEN-6C4-i2 (¢) discrepancies relative to the GQM2022 quasigeoid model and the associated uncertainties of

these combined models (b and d, respectively)

retain the initial 8 cm uncertainty assigned to EIGEN-6C4-
derived height anomalies, which is due to the uncertainty
modification (Egs. 18 and 19).

The most significant improvements occurred during the
first assimilation iteration (compare Figs. 14a and 5). Due
to the reduced uncertainty of the first iteration combined
model (Fig. 14b), the second iteration contributed less to
the improvements. However, the reduction of discrepancies
is still noticeable (compare Fig. 14c—a). The contribution
of the first and second assimilation iterations is shown in
Fig. 15a (i.e. differences between EIGEN-6C4 and EIGEN-
6C4-i1)and 15b (i.e. differences between EIGEN-6C4-i1 and
EIGEN-6C4-i2), respectively. The total contribution of the
assimilation is presented in Fig. 15c (i.e. differences between
EIGEN-6C4 and EIGEN-6C4-i2). Such iterative refinement
could be continued if more SSH data were available until the
combined model uncertainty diminishes to near zero (refer
to Eq. 24). In that case, no further refinements can occur.
After conducting two refinement iterations in the current case
study, the discrepancies in Fig. 14c along the survey routes
indicate satisfactory improvements compared to the initial
discrepancies in Fig. 5 (cf. Table 1). The reductions of mean
discrepancy from 7.4 cm to 1.1 cm and standard deviation
estimate from 6.9 cm to 1.9 cm suggest that accuracy in the
same order of magnitude as the GQM?2022 model can be
achieved in regions of available SSH data by refining the
EIGEN-6C4.

It should be mentioned that some new discrepancies
appeared in the western and eastern extremes of the case
study region, but this assumes that the GQM2022 model

used for validation is correct. To an extent, the EIGEN-
6C4-i2 discrepancies relative to the GQM2022 (Fig. 14c)
in the eastern extreme of the case study region (i.e. the
eastern part of the Gulf of Finland) could be explained by
utilizing GNSS-levelling control points. If the GQM?2022
model were slightly higher in north-eastern Estonia as GNSS-
levelling control points suggest it would be correct (notice
negative-signed discrepancies in Fig. 16), then the positive-
signed discrepancies of EIGEN-6C4-i2 in the eastern Gulf of
Finland (Fig. 14c) would reduce closer to zero. Thus, these
discrepancies that appeared through data assimilation could
also signify improvements instead of propagated errors of
SSH and DT datasets.

4 Discussion

With the current technology and methods, it is possible
to derive accurate offshore geoid geometry. Thus far, such
information has been successfully used in validating marine
geoid modelling solutions (analogously to Fig. 8 example).
In this study, geometry information was further exploited.
It was demonstrated that these data could be used to refine
marine geoid models in gravity data void areas and regions
where poor data quality does not allow accurate modelling
(i.e. regions where decimetre-level modelling errors could
be expected). For that purpose, an iterative data assimilation
approach was developed. While gravimetric geoid modelling
requires previous experience and theoretical knowledge, the
developed approach could be a more accessible alternative by
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Fig. 15 Differences between EIGEN-6C4 and EIGEN-6C4-il (a), and
EIGEN-6C4-i1 and EIGEN-6C4-i2 (b). In (¢) are shown EIGEN-6C4
differences relative to EIGEN-6C4-i2 (i.e. the sum of a and b sub-plots)

Table 1 Descriptive statistics of EIGEN-6C4-associated models’ dis-
crepancies relative to the high-resolution GQM?2022 quasigeoid model
along the survey routes (considering all eight datasets; refer to Fig. 8).
All units are in metres

Model EIGEN- EIGEN-6C4- EIGEN-6C4-i2
6C4 i2 (Fycate = 10)
Figure Figure 5 Figure 14c Figure 17¢
showing
the used
discrepan-
cies
Min - 0.074 - 0.075 - 0.075
Max 0.209 0.059 0.054
Mean 0.074 0.011 0.007
SD 0.069 0.019 0.019

utilizing existing geoid models (or high-degree global geopo-
tential models as was done here).
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Fig. 16 EIGEN-6C4-i2 (left) and GQM?2022 (right) discrepancies rel-
ative to the GNSS-levelling control points in north-eastern Estonia. The
sizes of coloured dots are proportional to the discrepancies

Because the method relies on uncertainty estimates,
location-dependent uncertainties of gravimetric geoid mod-
els (e.g. Featherstone et al. 2018; Ellmann et al. 2020) could
be beneficial. This way, data assimilation is restricted in
regions where the model should already be accurate. In
the case of poorly estimated uncertainties, however, poten-
tial refinements are neglected, signifying the importance of
well-established uncertainties. On the other hand, location-
dependent uncertainties of gravimetric geoid models are not
mandatory, and the assumption of constant uncertainty is suf-
ficient, as was demonstrated. A drawback of this approach
is that errors in SSH and DT datasets may distort already
accurate regions of the marine geoid model.

As is evident from Figs. 14 and 15, each additional itera-
tion introduces less information to the new combined model
due to the reduced uncertainty of the input combined model.
It is possible to increase the impact of subsequent assim-
ilation iterations (and thus extend the process for more
iterations) by scaling up the uncertainty of gridded geometric
height anomalies in Eq. 24:

okl (g, 1)

model

_ Fuaate [2 = P (9. D1 [0k 40 0. D] [0810p (0. D]
P (@ 2 [0k 41 (@0 D] + Frcate [2 = P (0, M) [oiop (0, W]
31

where the introduced parameter Fycale > 1 is the scale fac-
tor. The uncertainty of the input model is left unchanged as
it would be undesirable for the output model to be associ-
ated with increased uncertainties. For meaningful extension
of the assimilation process, Fcale [‘71((40D]2 > [arfmdel]z, con-
sidering either mean or more minor uncertainties (recall that

k+1 k k+1 k ;
0 < Tmodel and o= < opmop)- Figure 17 shows the

assimilation results when Fgqe s set to an arbitrary value of
10, which fulfils the condition for more minor uncertainties
(compare the results to the ones in Fig. 14). It can be noticed
that the impact of the second iteration has increased. The dis-
crepancies in Fig. 17c along the survey routes yield a slightly
reduced mean discrepancy compared to the one associated
with Fig. 14c (cf. Table 1).
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Fig. 17 EIGEN-6C4-il (a) and EIGEN-6C4-i2 (¢) discrepancies relative to the GQM2022 quasigeoid model and the associated uncertainties of
these combined models (b and d, respectively) by setting the scale factor Fycale to 10

The SSH data used in this study originated from shipborne
GNSS campaigns and an airborne laser scanning survey. Due
to the large quantity of available data, it would be inter-
esting to experiment with satellite altimetry measurements
over a more extensive study area in a future study (here,
the primary objective was to establish the principles and
test the method). With the launch of SWOT (Surface Water
and Ocean Topography) at the end of 2022, the proposed
approach will receive an additional exciting source of SSH
data. It should be emphasized that in this case study, all the
SSH data represent single-time measurements. Error patterns
between different datasets may therefore vary (i.e. a different
dataset of geometric height anomalies may reveal a slightly
different pattern than the one in Fig. 8). Data reliability,
and consequently the assimilation results, can be improved
with repeated measurements. For example, multi-year satel-
lite altimetry data can be divided into yearly sub-datasets,
where each sub-dataset contains several orbital cycles worth
of data. Also, a future study should conduct more than two
assimilation iterations to see how well the possibly propa-
gated errors of SSH and DT datasets (besides the initial errors
of the gravimetric geoid model) are refined in the combined
model.

An important limitation that should be addressed regards
the case study region, and the entire Baltic Sea, which are
water bodies surrounded by TG stations (cf. Fig. 4). The
method developed for DT derivation (cf. Sect. 2.1) benefits
significantly from such a situation since the estimated DB is
tied to in situ data at all sides. In a case where the coastline
stretches along a single side of a water body, the estimated

DB likely suffers from significant extrapolation errors with
the increasing distance from the coast. A future study could
investigate methods to derive reliable DT in such a situation.
Nevertheless, the developed method should still provide sat-
isfactory results in the near-coast region, which are the areas
of most interest for accurate geoid modelling.

For practical considerations, the same geoid model
should be used over dry land and offshore (e.g. hydro-
graphic surveys, offshore engineering, across-sea infrastruc-
ture construction). Hence, merging the regional geoid fitting
approaches with data assimilation offshore could be advis-
able. Over dry land, the GNSS-levelling control points can
be used as per convention, whereas, over marine areas, SSH
and DT datasets could be employed. A combined seamless
solution of the two approaches should be explored in future
studies.

5 Conclusion

The modelling errors of marine geoid models can exceed
the determination accuracy of SSHs and DT, especially in
gravity data void areas and regions of poor-quality gravity
data. Such a tendency signifies the potential of SSH and DT
datasets in refining marine geoid models. An iterative data
assimilation approach was developed to exploit this potential.
Sea surface height data from shipborne GNSS campaigns
and an airborne laser scanning survey were used to refine
errors in the EIGEN-6C4 global geopotential model. It was
demonstrated that the combined model agreed significantly
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better with a high-resolution regional gravimetric quasigeoid
model employed for validation. Using SSH and DT datasets
in a data assimilation approach can therefore be the follow-on
stage to conventional gravimetric geoid modelling offshore
or an alternative to conventional modelling by utilizing, for
example, a suitable high-degree global geopotential model.
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