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INTRODUCTION

Background

Internal issues that many manufacturing companies face today are often
surrounded by the idea that companies are aware of the problems they have, for
instance, unreliable production processes, low product quality, financial losses,
delay in product delivery, but they do not often understand the root causes of
these problems. The Pareto principle states that roughly 80% of the problems
are arise from 20% of the causes (Koch et al., 2004). Problems in manufacturing
start from various causes, e.g., low labour qualification, unbearable working
conditions and old technologies applied that lead to low quality product. As a
result, these causes may lead to the loss of customers’ expectations and
consequently, to loss of the market position. To survive in the competitive
market, companies should be expedient in technological resources, they should
be able to demonstrate innovativeness, proof of their functional quality system
and on time delivery of highly qualified products (Loun et al., 2011; Riives et
al., 2012).

Customer Satisfaction (CS) is a superb feeling that emerges when a company
meets expectations of a customer. There is a relationship between customer
value and CS. The goal of a company is to provide the most competitive value
to a customer. In order to provide value to a customer, a company should know
what the value for the customer is. CS levels can be measured using survey
techniques and questionnaires. The question is - what exactly is important for
the customer: if it is product Quality, Cost or Delivery, which could indicate the
Key Performance Indicators (KPIs). Quality products and services of a
company are considered as the most important factor leading toward
competitiveness and success (Hennig-Thurau & Klee, 1997). A quality
improvement effort will lead to a higher product and service quality, which will
lead to improved CS (Torbica & Stroh, 2001). Achieving high levels of CS is
important for a business because satisfied customers become loyal and can
make repeat orders. A customer who is satisfied by the first buying experience
needs to be satisfied again. Most customers care about quality, willing to pay
more than an average market price and see “the extras” that are worth the
additional expense (Matzler et al., 1998; Phillips et al., 1990; Deng et al., 2010).
A company that succeeds on meeting and exceeding customers’ expectations is
guaranteed to have substantial Return On Investment (ROI).

Today’s companies are using various well-known methodologies like
PDCA, 8D, Six Sigma DMAIC and 4Q (Sahno & Shevtshenko, 2014) for
continuous improvement of their business processes and product quality, but
these methodologies are intended to reduce variations and wastes in the
processes rather than defect detection and prevention. Furthermore, companies
utilize different lean tools like FMEA, Swimline process diagram, Pareto chart
for waste detection and reduction. In addition, they use different Information
System (IS) tools to facilitate and support business processes. All these



methodologies and tools are very successfully used to reach appointed goals and
improve business success; but in most cases they are used independent of each
other and bring no consolidated results. Therefore, the aim in this research is to
present a framework that integrates various methodologies and tools into one
general environment and shows what benefits a company can gain after its
implementation.

Figure A shows the structure of the thesis. Chapter — “Introduction’
describes the background, objective and tasks of the research. Chapter 1
presents the literature review of the basic concepts, methodologies and tools
applied in the research. The main contribution of this research is described in
Chapter 2 where the new framework is created and in Chapter 3 where the Data
Mart is developed for the new framework and connections with IS sources are
presented. In Chapter 4 the computational experiment of the framework is
demonstrated. Chapter — “Conclusions” presents the summary of the thesis.
The new framework is applied in the structure of the problem solving
methodology such as Six Sigma DMAIC but it can also be applied in the
PDCA, 8D and 4Q methodology (Sahno & Shevtshenko, 2014).

’

Introduction
Chapter 1 State of the art
AL _
g Fram ework development for continuous improvem ent
S | Chapter 2 .
= of production processes . ’
= Computational
J1 ent | Chapter 4
Chapter 3 Development of Data Mart for new framework and | SEpcumen
i identification of needed information system sources
Conclusions

Figure A. Structure of the thesis
Research objectives and tasks

The objective of this research is to develop a framework for continuous
improvement of the production processes that allows improvement of
product quality, cost and delivery. This framework should integrate various
quality improvement tools, methodologies, which are introduced into the Data
Mart and connected with IS sources. The new framework will be applied in the
rigorous Six Sigma DMAIC methodology that enables one to define, measure,
analyse, improve and control the problematic production process.

This framework will help engineers find out problematic operations and
make decisions for elimination of the problems to improve product quality, cost
and delivery. The framework should play the role of a “dashboard” like in a



cockpit, which allows monitor production process KPIs such as
Process/Product Sigma Performance Level (PSPL), Cost Weighted Factor for
RPN (CWFRPN) and Throughput (TH) (further in the text these notions will be
expressed as follows: CWFrpn, PSPL, TH, not only as abbreviations but also as
values) in an up-to-date way due to the constant renewal data from the
production floor, for example, data from the Enterprise Resource Planning
(ERP) system (Umble et al., 2003). These KPIs in turn influence product KPIs
(KPIs that are measured based on feedback from a customer) such as Quality,
Cost and Delivery. The framework is oriented on the improvement of production
processes in the production floor; it is suitable for Small and Medium Enterprises
(SMEs) and can be applied in large enterprises which have batch production. In
addition, the current framework can be applied to various industries, where
production process exists, such as machining, electronics, automotive etc. For this
purpose, a company needs to develop own Failure Classifier (FC) and to adapt their
production processes to current framework.
The new framework enables:
e Detection of failures in the production process, which mostly influence
product Quality, Cost and Delivery KPIs;
e Priority determination for product Quality, Cost and Delivery KPIs
improvement;
e Access to data required for analysis and decision making.
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1. STATE OF THE ART

This section provides the background of the basic concepts and the
definitions used in this research.

1.1 Basic concepts applied in the research

1.1.1 Key Performance Indicators

Measurement of any performance in business is an essential principle
because it shows gaps between current and desired performance, it shows
indication where it is necessary to move to close the unwanted gap. “Therefore,
carefully selected Key Performance Indicators (KPIs) indicate precisely where
to take action to improve performance” (Weber and Thomas, 2005).

KPIs help an organization define and measure progress toward appointed
goals. If an organization has defined its goals, then it is necessary to measure
the progress toward appointed goals. A business organization may have its own
KPIs that are based on customer’s feedback, for example product delivery on
time (Reh, 2005). KPIs are used for evaluating of the company current status or
for foreseeing the possible benefits after implementation of some modifications
in the system. KPIs are quantifiable dimensions that are agreed on beforehand,
they reflect the critical success factors of an organization and depend on the
particular company where they should be evaluated. In addition, they vary
depending on the organization (Barchetti et al., 2011). Nowadays KPIs are used
in most business areas for monitoring of the performance of production,
procurement and management of supply chains and in other areas. The
importance of KPIs lies in presenting the company’s performance in terms of
overall understanding how effectively a company competes in the marketplace.
For that purpose, company needs to measure its own performance and compare
it with competitors (Morphy, 1999).

The KPI metrics can be categorized into the following sub-categories (Stéen,
20006):

e Quantitative — presented as a number

Qualitative — presented as a number

Leading — predict the outcome of a process

Lagging — present the success or failure after the event

Input — measure the amount of resources consumed during the generation of
the output

Process — represent the efficiency or the productivity of the process

Output — show the results of the process

Practical — interact with existing company processes

Directional — show whether or not an organization is improving

Actionable — show organizational changes

Financial — used in performance measurement and when looking at an
operating index

11



Based on the literature review, three important KPIs were found: Quality,
Cost and Delivery (Stewart, 1995; Morphy, 1999; Jacoby, 2005), which will be
considered in this research.

Quality. A set of properties that determines its ability to meet the specific
needs of a customer. If a product fulfils customer’s expectations, then it is
considered that product is acceptable or even high quality. If a product does not
fulfil customer’s expectations, then it is considered that product is not
acceptable or low quality. Other words, product quality may be defined as “its
ability to fulfil the customer’s needs and expectations”. Quality should be
agreed beforehand in terms of what the customer wants and it can vary from
product to product. (UNIDO, 2006).

Cost. “The amount of money that a company spends on the creation or
production of goods or services. It does not include the profit” (Cost definition,
2015). The cost has some definitions presented in Figure 1.1. In this research
direct labour and direct materials costs called the prime cost or also the direct
cost (costs that can be identified directly with a particular process, project or
program) (Wild, 1995) will be discussed. In case the investments are required
(purchase new equipment), the overhead cost should be considered and the
period how soon the investment starts to pay off (when the break-even point
starts) (Badiru, 2005).

Profit
General
overhead and
administration
COosts Price
i
petat Total cost
overhead
Direct Total
labour : operations cost
; Prime cost P
Direct
materials

Figure 1.1 Operations and total costs

Delivery. This notion is quite broad (it can be measured from order receiving
until the physical order delivery to a customer), therefore this study considers
only the manufacturing part of this notion, i.e., production lead time (e.g., the
time from physical production start of the first sub-assembly/part until the
finished product is ready for delivery) (Lead Time Terminology in
Manufacturing, 2014). During this time, manufacturing line should release a
specified amount of products and the ability of production line release needed
for an amount of units is called Throughput (Pritsker et al., 1969; Johnson,
2003). The Throughput or Little’s Law (which shows the relationship between
WIP, CT and TH) can be calculated using Equation (1.1).

12



WIP

TH =——
CcT

(1.1)

where:

TH — Throughput — “the average output of a production process (machine,
workstation, line, plant) per unit time”,

WIP — Work In Process — “the inventory between the start and end points of
a product routing”,

CT — Cycle Time — “the average time from release of a job at the beginning
of the routing until it reaches an inventory point at the end of the routing (i.e.,
the time the part spends as WIP)” (Little and Graves, 2008).

Purpose of usage in this research: Continuously improve production
process KPIs (PSPL, CWFrpN and TH) that influence the product KPIs
(Quality, Cost and Delivery).

1.1.2 Analytic Hierarchy Process

In our everyday life, people have to make various choices concerning which
tasks and when to fulfil or not to fulfil, and whether to fulfil them at all. “There
are many challenges, such as buying the most cost effective personal computer,
a car, or a house, choosing a university or a job, investing money, deciding on a
vacation place, or even voting for a political candidate, are common everyday
problems in personal decision-making” (Saaty, 1988). In addition, local and
national governmental decisions, such as where to build a road or a school, how
to make funds within a country, are made. Similar challenges are met in
business decisions, such as equipment purchasing, marketing a product, labour
recruiting. All these problems are very essential and complex regarding choices.
They need a logical decision. The human mind is incapable of considering all
the factors and their effects simultaneously. Today people solve problems using
mathematical models that draw conclusions which may not be clearly useful or
even make decisions intuitively. Therefore, the Analytic Hierarchy Process
(AHP) based on linear algebra was developed. Until recently, its connection to
decision making has not been adequately studied. Today by help of personal
computers, using the AHP software we can solve basic linear algebra problems.
The difference of the AHP from conventional decision analysis techniques lies
in the requirement that its numerical approach to priorities conforms to
scientific measurement. If appropriate scientific experiments are carried out
using the scale of the AHP for paired comparisons, the scale derived from these
should yield relative values that are the same or close to what the physical law
underlying the experiment dictates according to known measurements in that
area. The AHP is of particular value when subjective, abstract or non-
quantifiable criteria are involved in the decision (Saaty, 1988).

“The AHP is a structured technique for organizing and analysing complex
decisions developed by Thomas L. Saaty in the 1970s. The AHP breaks down a
problem into a hierarchy in which each decision element is considered to be
independent; thus, it cannot accommodate interrelationships among elements”

13



(Chung et al., 2005; De Ambroggi and Trucco, 2011; Tseng et al., 2009; Wu
and Lee, 2007).

“AHP approach consists of three major components and one of them, which
is applied in this research, is “measurement methodology” used to establish
priorities among the elements within each stratum of the hierarchy. This
measurement is accomplished by asking the participants to evaluate each set of
elements in a pairwise comparison with respect to each of the elements in a
higher stratum. The task of the respondent is to evaluate each pair separately as
to the degree to which one item of a pair dominates the other with respect to the
elements from the next level in the hierarchy. In this case an illustrative
instruction to the respondent would be: “which option is more important in
helping achieve the corporate profit objectives and how important is it?””
(Wind and Saaty, 1980; Saaty, 1987). In order to provide numerical pairwise
comparisons, a reliable and workable scale is needed. Table 1.1 presents the 9-
point scale.

Table 1.1. The 9-point scales of the AHP (Wind and Saaty, 1980)

Importance | Definition Explanation

1 Equal Two elements contribute equally to the
importance | objective

3 Moderate Experience and judgment slightly favour one
importance | element over another

5 Strong Experience and judgment strongly favour one
importance | element over another

7 Very strong | An activity is favoured very strongly over
importance | another

9 Absolute The evidence favouring one activity over
importance | another is of the highest possible order of

affirmation
2,4,6,8 Used to express intermediate values

Using this scale, the participants assess the dominance of each element over
the others with respect to each element of the higher levels of the hierarchy. The
individual judgements are made in a group setting, involving the relevant
decision maker, and serve as a basis for discussion on the reasons for specific
judgements. Such discussions often result in agreement and in those cases in
which agreement cannot be reached, a sensitivity analysis can be conducted to
assess to what extent the divergent judgement leads to significantly different
results (Wind and Saaty, 1980; Saaty, 1987).

The basic premise of the AHP is that measurement evolves out of
comparisons, particularly pairwise comparisons. Suppose that there are n
objects A1, ..., A» whose vector of corresponding weights w = (w1, ..., ws) is
known. From here the Matrix/Equation (1.2) of pairwise comparisons of
weights can be formed (Saaty, 1990).

14
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Purpose of usage in this research: Compare various KPIs and identify the
most important one for improvement.

1.2 Basic concepts applied in dynamic management framework

1.2.1 Bill Of Materials

Bill Of Materials (BOM) or product structure is a list of the assemblies, sub-
assemblies, materials, components and the required quantities to manufacture a
finished product. The content of the BOM may vary from company to company,
depending on business needs and processes. In industries, the BOM is also
known as the recipe or ingredients list, which usually contains the following
information:
e BOM Level (the hierarchy of BOM level starts from level 0 — finished
product and so on until the level 1, 2, 3 and N, which includes sub-
assemblies and materials),
Part Number,
Part Name/Description,
Quantity,
Unit of Measure,
Procurement Type,
BOM Notes,
Other information required for business needs.
BOM can be specific to engineering (used in the design process), production
(used in the manufacturing process), and to other areas. A production BOM is
important in Materials Requirement Planning (MRP) and Enterprise Resource
Planning (ERP) systems; it is used to calculate the direct cost of a product, as
well as to order parts from suppliers (Bill Of Materials, 2015).

Purpose of usage in this research: Direct product cost calculation and
production route creation per BOM level.

1.2.2 Production Route Card

Production Route (PR) card is a card that gives the details of an operation to
be performed in a production line. It is used to instruct the workers to take up
the production work. The content and formats of the PR card can vary from a
company to a company. In general, it contains: an item and the number of
quantities to be produced; production time; dimensions; any additional
information that may be required by the worker. PR card traces the route to be
taken by a job during a production process (Production Route Card, 2014).
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Purpose of usage in this research: Describe production process steps
(product/component name, work centres, operation name, time, sequence).

1.2.3 Failure Classifier

Reliability engineering deals with an analysis of the causes of the faults in
factories. In this research, a Failure Classifier (FC) based on DOE-NE-STD-
1004-92 standard was developed for a machinery company presented in Figure
1.2. There are seven major cause categories, and each of them has its
subcategories. The basic goal of using this standard is to define the problems or
causes that can occur for each operation during the production process, in order
to further correct them (DoE, U. S., 1992). This standard was adapted and
modified for the machinery enterprises (Karaulova et al., 2012).

1A Defective or failed part
1B Def:ztilz z; lede 2A. Defective or 3A. Inadequate work
é -l inadequate procedure environment
iﬂé e; o Bl 2B. Lack of procedure 3B. Inaitention to detail
lD- EO o talfl.llre 2C. Error in equipment or 3C. Violation of requirement
lE.qulpm?n alturre K material selection or procedure
lP- Czntﬁf;;?; W 2D. Error in tool or cutting 3D. Verbal communication
lJ_-Critical human error daltn schection problicm
3 2. Procedure problem
1. Equipment problem sl 3. Personnel error
% % 5
7A. Communication /,/_ Bl 4. Inadequale dosiga
) = B — | 4B. Drawing, specification, or
problems 5 = & = aa
7B. On-time delivery S5 2s Failure S R oS,
S 5 = |4C. Dimensions related
problem mce Classifier &0 snlicna
. o 4 =
?Cé Dljectn < prodect or i 2 A |4D. Technological parameters
ST < | problems
¥ ¥
6. Managem ent problem 5. Training deficiency

6A. Inadequate administrative control

6B. Work organization/planning deficiency
6C. Inadequate supervision

6D. Improper resource allocation

6E. Policy not adequatelv defined,
disseminated, or enforced

6F . Other management problem

5A. Notraining provided

3B. Insufficient practice or hands-on
experience

5C. Inadequate content

5D. Insufficient refresher training

5E. Inadequate presentation or materials

Figure 1.2. Failure Classifier for a machinery company

Purpose of usage in this research: Assign the failure group and the failure
cause to the problem operation during the production process; then use assigned
and measured failures for process analysis.

1.2.4 Failure Mode and Effect Analysis Methodology

Failure Mode and Effect Analysis (FMEA) is a reliability procedure that
provides an evaluation of potential failure modes for processes and their likely
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effect on outcomes and/or product performance. “It determines by the failure
mode analysis the effect of each failure on system operation and identifies
single failure points that are critical to mission success or crew safety. FMEA is
suitable especially when the effects of faults of basic materials, parts and
equipment on the next functional level of higher order are examined, and which
fault mechanism can be established at this level” (Stamatis, 2003). “FMEA can
be applied to equipment and facilities and might be used to analyse a
manufacturing operation and its effect on the product or process. The
output/results of FMEA can be used as a basis for design or further analysis or
to guide resource deployment” (ICH Q9 Quality Risk Management, 2006).

Nowadays, companies are working to enhance the reliability of their
products to open an opportunity for business development. Therefore, the
FMEA was born. “It is a systematic method of identifying and preventing
product and process problems before they occur. FMEA has focused on
preventing defects, enhancing safety and increasing a customer’s satisfaction”
(Johnson, 1998).

All FMEASs are team based and the purpose of an FMEA team is to bring a
variety of perspectives and experience to the project. A person is appointed
responsible for making of an FMEA; however, collection of FMEA data should
be performed within a team. The team should be made of five to nine members.
All team members must have some knowledge of group behaviour, they must
be cross-functional and multidiscipline to handle the problem to be discussed.
The team should consist of experienced members, for instance of engineers
from the design, quality, supply chain, production and testing (Stamatis, 2003).

FMEA is presented in the form of a table (see Figure 1.3). Every row is a
single failure mode described by a number of characteristics: how it must be,
what can fail, effect and cause of this failure and current control.

Corrective
Action Results

Potential

Potential
Description |Cayse of|

Failure
Mode

Potential Effect(s) of

Failure

Failure

Process Description
Current Control

Prevention
Recommended

Row Number
Process Name
Failure
Description
Severity
Occurrence
Detection
RPN
Action(s)
Severity
Occurrence
Detection
RPN

Figure 1.3. An FMEA form
“Every potential failure mode and effect is rated in three factors by Severity

(S), Occurrence (O) and Detection (D) on a scale ranging from 1 to 10
presented in Tables 1.2, 1.3, and 1.4. By multiplying the rating for the three
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factors (SxOxD), a Risk Priority Number (RPN) will be determined for each
potential failure mode and effect using Equation (1.3). The RPN will range from
1 to 1000 for each failure mode or operation. It is used to rank the need for
corrective actions to eliminate or reduce the potential failures” (MacDermott et
al., 1996).

RPN=8x0 xD (1.3)

Severity (S) — “criticality of a failure, the consequence of the failure that
should occur during the process. It is an estimation of how serious the effect can
be if a failure occurs. In some situations it is clear because of past experience
how serious the problem is. In other situations, the severity rating can be
estimated based on the knowledge and expertise of the team members. Every
failure may have several different effects and each effect can have a different
level of severity. Therefore, for every effect, its own severity rating should be
given, even if there are several effects for a single failure mode” (MacDermott
et al., 1996).

Occurrence (0O) — “how often the failure happens, the probability or
frequency of the failure occurring. The best method for determining the
occurrence rating is to use actual data from the process. For example, the data
from the production floor can be used. When actual failure data are not
available, the team should estimate how often a failure occurs and at what
frequency failures happen. Once the potential causes are identified for all of the
failure modes, an occurrence rating can be assigned” (MacDermott et al., 1996).

Detection (D) — “what kind of control is required in a process to detect the
failure before the impact of the effect is realized. The detection rating looks at
how likely a failure or the effect of a failure to be detected is. It is started by
identifying current controls that may detect a failure or an effect of a failure. If
there are no current controls, the likelihood of detection will be low, and the
item would receive a high rating, such as 9 or 10. The current controls should be
listed first for all of the failure modes, or the effects of the failures and the
detection ratings assigned” (MacDermott et al., 1996).

Advantages of the FMEA could be summarized as follows:
¢ Finds relations between reasons and cause effects,

e Shows previous unknown event reasons,
e Allows systematic analysis.
Disadvantages of FMEA could be summarized as follows:
e Amount of data can be huge,
e Data analysis can be very complicated,
e Environment conditions, maintenance respects cannot be examined
(Lendvay, 2004).
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Table 1.2. Ranks for severity estimation (MacDermott et al., 1996)

Severity effect on product Rank | Severity effect on process

Potential failure mode affects safe | 10 | May endanger operator/machine

item operation without warning without warning

Potential failure mode affects safe 9 May endanger operator/machine

item operation with some warning with warning

Loss of primary function (item 8 100% of production may be

inoperable, but does not affect safe scrap. Stop production or stop

item operations) shipment

Degradation of primary function 7 Portion of production run may

(item still operates, but at a reduced be scrapped. Decreased line

level of performance) speed or additional manpower
required

Loss of secondary function (item still 6 100% of production run may

operable, but comfort functions do require off-line rework

not work)

Degradation of secondary function 5 Portion of production run may

(item still operates, but comfort require off-line rework

functions perform at reduced level)

Appearance item or audible noise 4 100% of production run may

(annoys more than 75% customers) require rework in-station before
it can be processed

Appearance item or audible noise 3 Portion of production run may

(annoys 50% customers) require rework in-station before
it can be processed

Appearance item or audible noise 2 Slight inconvenience to process,

(annoys less than 25% customers) operation or operator

No discernible effect 1 No discernible effect

Table 1.3. Ranks for occurrence estimation (MacDermott et al., 1996)

Likelihood Occurrence of Causes Occurrence | Occurrence
of Failure Index % Rank
Very High | >1 per 10 > 10 10

1in 20 5 9
High 11n 50 2 8

11in 100 1 7

1 in 500 0,2 6
Moderate 1 in 2000 0,05 5

1 in 10 000 0,01 4
Low 1 %n 100 000 0,001 3

1 in 1000 000 0,0001 2
Very Low Failure eliminated by preventive 1

control
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Table 1.4. Ranks for detection estimation (MacDermott et al., 1996)

Detection by process control Detection rank

No current process control; cannot detect; is not analysed 10

It is not easy to detect failures and errors (e.g. random audits) | 9

Post-processing failure mode detection by operator using | 8
visual, tactile or audible means

In-station failure mode detection by operator using visual, | 7
tactile or audible means or by attribute gages

Post-processing failure mode detection by operator via | 6
variable gages or in-station by operator using attribute gages

In—station failure mode or cause detection by operator via | 5
variable gages, also gauging on set up; first piece inspection

Post-processing failure mode detection by automated controls | 4
that detect nonconforming parts and prevent further
processing

In-station failure mode detection by automated controls that | 3
detect nonconforming parts and prevent further processing

In-station cause detection by automated controls that detect | 2
an error and prevent bad parts from being made

Error prevention via fixture design, machine or part design, | 1
bad parts cannot be made

FMEA is criticized for the RPN meaning used. Although it is a measure of
the risk of a failure mode or fault, it is the product of three rankings, and as
such, it has no meaning as a number: it is only useful in comparisons.
Additionally, the number of products that are designed and/or produced with
this RPN is not taken into account (Gilchrist, 1993). Furthermore, the FMEA
process identifies a large number of failure modes and faults, providing insight
in the way in which reliability can be improved.

Although the FMEA is very successful and useful, as a tool it has most
valuable as a management tool (rather than as a technical prediction tool), the
effectiveness of which is dependent on the extent to which it is carried out. First
of all, the composition of the team that has to identify all potential failure modes
and effects determines very much the extent to which all potential failure modes
and faults will be identified. Since the identification of the failure modes as well
as their RPN is based on experience and imagination, it is important to obtain
many different viewpoints in the first step of the FMEA process (hence, it is
recommended to include many different participants in the FMEA process).
Secondly, the identification of the RPN for the different faults is only one part
of the FMEA process. At least as important as the identification of the RPN, is
defining and executing the actions that have to be taken in order to reduce the
RPN of high-ranking faults (Houben, 2010).

Reasons for use of the FMEA in the current research are as follows (Kostina,
2012):
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o FMEA is a relatively low-tech method, which can be understood and used by
many practitioners.

e FMEA is a very widespread method; many enterprises are using it.

e FMEA shows relationship between the failure mode and the cause of this
failure.

During assessment of Severity and Detection ratings in the FMEA
(Occurrence should be calculated more precisely based on data from the
production floor), differences in opinions between experts can arise; therefore,
when the expert opinions do not match, the assessment may be made using
Kendall’s coefficient of concordance (Kendall and Babington, 1939), which
was presented in the work of Kostina (Kostina, 2012). “Kendall’s coefficient of
concordance is a measure of the agreement among several quantitative or semi-
quantitative variables assessing a set of objects of interest” (Legendre, 2005).

“The coefficient of concordance varies in the range of:

0 <W <1: 0 — the total incoherence, 1 — complete unanimity.

If W > 0,6-0,9 opinions are consistent; If W < 0,1-0,5 opinions are
inconsistent” (Legendre, 2010).

If during the FMEA parameters estimation, expert opinions are in the range
of 0,6-0,9, it is advisable to find one common solution, i.e., one rank. If
opinions are in the range of 0,1-0,5, activities which can help to estimate a rank
are required: for instance, examination of the question directly in the
production, operators’ or maintenance personnel inquiry.

Purpose of usage in this research: It gives an opportunity to analyse the
production process and eliminate failure causes that consequently allow
improve production processes reliability.

1.2.5 Theory Of Constraints

Theory Of Constraints (TOC) is a multi-functional methodology that was
primarily developed by Dr. Eliyahu M. Goldratt to help people and
organizations to think about system problems, develop breakthrough solutions
and implement them successfully. TOC has been popularized through business
novels such as “The Goal” (Goldratt and Whitford, 1992), “It’s Not Luck”
(Goldratt, 1994), “Critical Chain” (Goldratt, 1997), and “Necessary But Not
Sufficient” (Goldratt, 2011).

The purpose of the TOC is system improvement. A system may consist of
many interdependent processes. It is similar to a chain: a group of
interdependent links working together toward the overall goal. The constraint in
the chain or in the process is a weak link. The performance of the entire chain or
process is limited by the strength of the weakest link. In the production
processes, TOC concentrates on the process that slows the speed of product
throughput. It consists of five steps:

1. Identify the system's constraints. Find weak element/chain of the process.

2. Decide how to exploit the system's constraints. Use maximum throughput
of the weak element/chain that constrains the system.
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3. Subordinate everything else to the above decision. When the constraint
element is identified and a decision is made what to do with the constraint, it is
necessary to run the system with the speed or the capacity of the constraint. It
may be necessary to slow down and/or speed up other elements of the system.
In other words, it is necessary to subordinate system elements to the constraint
element. The system should work with the speed of the constraint.

4. Elevate system's constraints. In case the results of the overall system are
not satisfactory, the improvements should be proceeded.  Continuous
improvement is performed by investing into new facilities, process
reorganization or other major expenditures of time or money. In other words,
whatever actions that are necessary to eliminate system constraint should be
taken.

5. If a constraint has been broken in the previous steps, go back to step
one, but do not allow inertia to cause a system constraint. Once the first
constraint is removed, in another part of the system or process a new constraint
can arise. It is necessary to repeat the cycle of the first four steps in order not to
allow inertia to cause system constraint again.

In summary, this methodology shows that reduction of waste in the
constraint decreases the lead time and increases the product 7H. When the
constraint is improved, variation is reduced, the process reliability is improved
(Goldratt, 1990; Goldratt and Whitford, 1992; Goldratt, 1994; Dettmer, 1997).

Purpose of usage in this research: Elevate production process constraint by
eliminating failures in the process/operation that influence CT that in turn
increases TH, which consequently influences product Delivery KPI.

1.3 Review of methodologies and tools for continuous improvement

1.3.1 Total Quality Management

Total Quality Management (TQM) is a philosophy that was successfully
launched many years ago in Japan and the United States. This philosophy
focuses on the continuous improvement of three main levels:

e Quality of product,

e Quality of organizational processes,

e Quality of human resources.

The TQM principle can be compared with the retention of the ball on the
inclined plane. In order the ball does not roll down, it is necessary either to prop
up it or push it up. The following two TQM mechanisms allow to “keep the ball
in play” that enables constant improvement and business development:

e Quality Assurance (QA) — supports the required level of quality and gives
certain guarantees to the customer about the confidence in the quality of the
product or service.

e Quality Improvements (QI) — suggests that the level of quality should be not
only maintained but also increased (continuously improved), which allows
the level of guarantees to be raised.

22



The word “Total” in the concept of TQM means that everyone in the
organization should be engaged in the process, the word “Quality” means care
of customer satisfaction, and the word “Management” refers to the people and
processes required to achieve a certain level of quality (Mansir and Schacht,
1989).

In order to understand the evolution of the TQM, it is useful to look at the
philosophies of notable individuals who contributed into its evolution. These
persons and their main contributions are presented in Table 1.5.

Purpose of usage in this research: The TQM philosophy describes the
background, evolution and history of quality improvement standards and
methodologies, such as ISO 9000, Six Sigma and other options.

Table 1.5. Concepts of the TOM philosophy (Reid and Sanders)
Quality Guru Main Contribution

Walter A. | Contributed to the understanding of process variability.

Shewhart Developed the concept of statistical control charts.

W. Edwards | Stressed management’s responsibility for quality.

Deming Developed “14 Points” to guide companies in quality
improvement.

Joseph M. Juran | Defined quality as “fitness for use”.
Developed the concept of cost of quality.
Armand V. | Introduced the concept of total quality control.
Feigenbaum
Philip B. Crosby | Coined the phrase “quality is free”.
Introduced the concept of zero defects.

Kaoru Ishikawa | Developed cause-and-effect diagrams.
Identified the concept of “internal customer”.
Genichi Taguchi | Focused on the product design quality.
Developed the Taguchi loss function.

1.3.2 ISO 9000 Standards

ISO 9000 is a standard which consists of the requirements for a quality
management system in the organization. The ISO 9000 was not created from
scratch, it summarizes the whole experience of quality management whose
origins are in the 1930s of the last century which was based on the ideas and
principles of the TQM. The first version of the standard was released by the
International Organization for Standardization (ISO) in 1987. There are many
ISO standards most of which have nothing to do with the quality, many of them
related to such things as material resistance, safety, etc. To receive ISO 9000
certification, companies have to demonstrate that they have met the standards
described by the ISO. The standards are applicable to all types of companies
and have gained global acceptance. The ISO 9000 standard does not guarantee
the quality of goods and services. This standard helps to companies to establish
a quality management system designed to achieve product and service quality.
Nowadays, the ISO certification in many industries has become a requirement
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for doing business. To obtain the ISO 9000 certification, it is necessary to
document production technology, processes and procedures which are aimed at
the qualitative needs of consumers and to ensure the quality of goods and
services is in accordance with requirements. (Reid and Sanders; ISO 9000
Standards, 2015).

Using the TQM philosophy, such quality and process improvement
methodologies as PDCA, 8D, Six Sigma DMAIC, 4Q (that will be described in
the next section) (see Table 1.7) and ISO 9000 Standards were developed,
which today allow companies continuously improve the quality of products,
processes and human resources. The implementation of such philosophy,
methodologies and standards enables companies to satisfy customers and
sustain competitiveness on the market place.

Purpose of usage in this research: The ISO 9000 standard based on the
TQM philosophy is used now by companies to demonstrate that all the
requirements described in the standards are met.

1.3.3 Six Sigma

“The lowercase Greek letter sigma “o” stands for standard deviation. In
statistics, it is used to describe how much variation exists in a set of data, a
group of items, or a process. The first step in calculating sigma or in
understanding its significance is to grasp what your customers expect. In the
language of Six Sigma, customer requirements and expectations are called
CTQs (critical to quality)” (Pande, 2002).

“From the statistical point of view, the term Six Sigma is defined as having
less than 3,4 Defects Per Million Opportunities (DPMO) or a success rate of
99,9997% where sigma is a term used to represent the variation about the
process average. If a company is operating at three sigma levels for quality
control, this is interpreted as achieving a success rate of 93,32% or 66 807
DPMO” (Antony and Banuelas, 2002). “The Six Sigma methodology is a very
rigorous quality control concept where many organizations still perform at three
sigma levels” (McClusky, 2000). To calculate DPMO and define sigma process
yield, the following Equation (1.4) (Seemer, 2010) is used. After calculating
DPMO and or sigma process yield; further, sigma performance level according
to the sigma scale table presented in Table 1.6 can be defined.

> D x1000000
DPMO =
Z U x Z 0
where:

DPMO — sum of Defect Per Million Opportunities,

> D — sum of real defects occurred,

> U — sum of units produced/tested,

> O — sum of opportunities for defects per unit.

Sigma level measurement is used to show how well or poorly a process
performs and show a common understanding of that measure to every person in
an organization. Table 1.6 presents the sigma performance scale, showing how
many defects would occur for every million opportunities or activities.

(1.4)
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Table 1.6. Sigma performance scale (Watson, 2004)

Sigma Performance | Defects per Million | Process Yield
Level Opportunities (DPMO) (PY)

1,0c 670 000 33%

2,00 308 537 69,2%

2,718 ¢ 100 000 90%

300 66 807 93,32%

4,00 6210 99,38%

500 233 99,9767%
6,00 3,4 99,99966%

It can take a long time for a company to produce a million of items, but it is
not so important; this scale is just a projection of the number that would happen
if a company produces this amount. To define on what sigma performance level
a company operates, the percentage of the Process Yield (PY) can be identified
and the corresponding sigma level in the sigma scale table can be defined.

The PY in Six Sigma is calculated using Equation (1.5): subtract the sum of
real defects that occurred (3.D) from the sum of opportunities for defects per
unit (3.0) and divide it to the sum of opportunities for defects per unit (30),
and finally, multiply the result by 100 (Process Sigma, 2015).

PY = ZO;OZDAOO (1.5)

2

“Six Sigma is a project management methodology intended to improve the
organization’s products, services and processes by reducing defects” (United
States Patent, 1998); “it focuses on improving customer requirements,
productivity and financial performance” (Kwak and Anbari, 2006; Snee, 1999).
“The main objective of the Six Sigma is focused on process improvement and
variation reduction” (Antony, 2004). “Utilizing analytical tools and processes to
measure quality and eliminate variances in the processes allows the company to
produce near perfect products and services that will satisfy customers”
(Stephens & McDonald, 2007). “Six Sigma efforts target three main areas:
improve CS, reduce C7, and reduce defects. Improvements in these areas
usually represent cost savings to businesses, as well as opportunities to retain
customers, capture new markets and build a reputation for top performing
products and services. Reaching Six Sigma means that process or product will
perform with almost no defects” (Pande et al., 2002).

“Motorola was the first company who developed a Six Sigma project in the
mid1980s that allowed many organizations to sustain their competitive
advantage by integrating their knowledge of the process with statistics,
engineering and project management” (Rancour and McCracken, 2000; Anbari,
2002). The original focus of Six Sigma was on manufacturing (Nonthaleerak
and Hendry, 2008) but today it has been widely accepted in healthcare (Van den
Heuvel et al., 2006; Koning et al., 2006), finance (De Koning et al., 2008),
service (George and George, 2003), and education (Antony et al., 2012).
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1.3.4 Lean Six Sigma

Lean and Six Sigma were developed as the most successful tools for
reducing cost and cycle times, improving quality and service, designing
products and services that meet customer expectations. The goal of Lean is to
eliminate wastes, while Six Sigma focuses on eliminating process variations.
Their common goal is to make the process more efficient and effective. Lean
Six Sigma is an integration of Six Sigma and Lean Manufacturing, both quality
improvement programs that come from industry. Today, these powerful tools
are successfully combined into a single integrated toolkit (Aon Management
Consulting, 2003). Lean Six Sigma promotes continuous improvement of
processes by both analysing sources of waste and reducing waste (Stephens &
McDonald, 2007). Lean and Six Sigma contain a complementary range of tools
and techniques that in reality will inevitably require a range of both of them.
DMAIC is an effective problem solving a structure that helps to be clear about
what you are trying to achieve. For that reason, it is recommended to combine
these techniques within a DMAIC structure (Brook, 2010).

1.3.5 Six Sigma DMAIC
Six Sigma’s DMAIC structure offers a thorough roadmap for problem
solving. The steps of Six Sigma DMAIC are described in Figure 1.7.

How do we guarantee performance?
Validate and verify improvements.
Process controls.

‘What needs to be done?
Eliminate waste.
Identify corrective actions.

‘What is important?
Identify the key issue,
problems, process.

What is wrong? 'hat are we doing?
Analvyse root causes. Measure key parameters.
L ook at process efficiency. : Map service/information flow.

Figure 1.7. Six Sigma DMAIC structure

Define is the first step of the Six Sigma process. During this step, a problem
is identified and quantified in terms of the perceived result. The product and/or
process to be improved is identified, resources for the improvement project are
put in place, and expectations for the improvement project are set. The focus of
the problem-solving strategy is kept on the customer's primary requirements.

Measure step enables an organization to understand the present condition of
its work process before it attempts to identify where they can be improved. It
provides the substance for the problem statement. During this step, the critical
to-quality (CTQ) characteristics are defined, as well as the defects in the process
or product and a physical model of the process is developed through graphical
analysis. All the factors of the outputs are evaluated, and potential effects they
have on failure modes are identified. The Measure step is based on valid data,
so it eliminates guesswork about how well a process is working.
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Analyse step adds statistical strength to problem analysis. Statistical analysis
identifies a problem’s root cause by determining which factors contribute to the
observed variation and how much of the total variation is explained by these
factors. It can be used to calculate how much variation each dominant factor
contributes to the overall problem. Interaction effects among the process
variables can be observed through statistical testing.

Improve step aims to develop, select and implement the best solutions with
controlled risks. The effects of the solutions that are then measured with the
Key Performance Indicators (KPIs) are developed during the Measure step.

Control step is intended to design and implement a change to influence
improvements based on the results demonstrated during the Improve step. The
human element of the process is engaged to implement and manage changes in
daily work activities required to achieve the targeted result of the change
project. The Control step involves monitoring the process to ensure it has the
discipline required to implement the change, capture the estimated improvement
benefits, and maintain performance gains over a long term (Watson, 2004).

Purpose of usage in this research: Based on comparing various
methodologies, it was decided that the widely used and popular structured Six
Sigma DMAIC methodology will be applied in this research. The reason for
selection of the Six Sigma DMAIC methodology is the following: it is based on
the TQM philosophy; focus is on the reduction of process variability, cycle
time, costs, defects and increase of customer satisfaction and company profit;
targeted to continuous improvement; option to measure process (in order to
improve something, firstly it should be measured); option to apply Six Sigma
with Lean Manufacturing tools (Lean Six Sigma); structural approach to solve
problems using the DMAIC structure; it is mostly applied to solve large
problems where much data are available and where statistical tools should be
applied. However, every company can apply the presented framework in
another well-known methodology like PDCA, 8D or 4Q. Table 1.7 presents a
brief summary of the process improvement methodologies and their evolution
(from left to right) and correlation (Sahno and Shevtshenko, 2014).

PDCA cycle is the problem solving approach used in Lean Manufacturing
and mostly in the automobile industry. It is a concept for continuous
improvement of processes that is embedded into the culture of an organization.
PDCA is used for medium sized problems (Sahno and Shevtshenko, 2014).

8D is an effective approach to find the root causes to develop proper actions
to eliminate the causes and to implement the corrective actions. The goal of 8D
is to provide fast reaction to customer complaints. Usually, the first three steps
should be performed and reported to the customer during three days (Sahno and
Shevtshenko, 2014).

4Q process is a problem solving method that is similar to the above
mentioned methodologies intended for continuous improvement of the
processes. It was developed by the ABB company to help to solve 90% of all
issues (Sahno and Shevtshenko, 2014).
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1.4 Tools applied in the Information System framework

“Information System (IS) is an organized combination of people, hardware,
software, communication networks, data resources, policies and procedures that
stores, retrieves, transforms and disseminates information in an organization.
People use modern IS to communicate with each other using various physical
devices, information processing instructions and procedures, communication
channels and stored data. In other words, today ISs are considered to be
associated with computers” (O’Brien and Marakas, 2008).

Purpose of usage in this research: Apart from creation of the framework for
continuous improvement of reliability of production processes in this research,
another goal is to adapt the developed framework into the IS environment that
includes various systems and tools, which are described in the following
sections below.

1.4.1 Product Data Management

“Product Data Management (PDM) system is the software that manages
product data of design files generated by Computer Aided Design (CAD)
systems. This system enables standardization of items, storing them into
repository and controlling document files, maintaining Bills Of Materials
(BOM) and document revision levels and displaying relationships between parts
and assemblies. It gives a quick access to standard items, BOM structures and
files for reuse, reduces the risk of using incorrect design versions and increases
the reuse of existing product information” (Saaksvuori and Immonen, 2008;
Peltonen et al., 1996; Lebovitz, 1997).

Purpose of usage in this research: Used as an initial data source where the
product BOM is created. Further, this BOM will be used as the basis for the
next steps of the research.

1.4.2 Enterprise Resource Planning

“Enterprise Resource Planning (ERP) system is an enterprise cross-
functional software driven by an integrated suite of modules that supports the
basic internal business processes of a company” (Koudsi, 2000). It is the IS
backbone of e-business, an enterprise framework that integrates various data:
sales, purchasing, inventory management, production planning, finance, human
resource (De Geus, 1988; Markus, 2000). “ERP system helps organizations
integrate their information flow and business processes. It supports the different
departments and functions in the organization by using a single database that
collects and stores data in real time. When the ERP system is implemented in a
business organization, it can yield many benefits: reduce cycle time, enable
faster information transactions, facilitate better financial management and
generate new knowledge (tacit to explicit)” (Davenport, 2000).

Purpose of usage in this research: Receive data from the PDM system,
process them and use for product production. Further, transfer results/data from
the production floor to the Data Mart.
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1.4.3 Extraction-Transformation-Loading

“Extraction-Transformation-Loading (ETL) system is the tool/software
responsible for the data extraction from different sources (operational data),
transformation (conversion, cleaning, normalization, etc.) and loading into a
Data Warehouse (DW)” (Vassiliadis et al., 2002).

The creation of an ETL process is usually composed of six tasks:

1. Select the data sources for data extraction (several different data sources).

2. Transform the data from the data sources or derive new data (filtering
data, converting codes, calculating derived values, transforming between
different data formats, automatic generation of sequence numbers etc.).

3. Join the different data sources to load the data together into a unique
target.

4. Select the target to load the needed data into the targeted place.

5. Map source attributes: extract data from the data sources and map to the
corresponding target ones.

6. Load the transformed data to the target.

An example of the ETL system is PDM-ERP middleware — a standardized
communication interface between the PDM and ERP systems that allows
designing and managing of easily adaptable workflows to exchange data and
integrate processes between these two systems (Teamcenter Gateway for SAP
Business Suite (T4S), 2014).

Despite the power of an ETL solution, a new ELT (Extraction-Loading-
Transformation) system is available on the market today. “This system offers
superior performance and scalability compared to traditional ETL system; for
example, better performance leveraging database technology; leverages DBMS
engine hardware for scalability less network traffic due to data movement;
simple transformation specification using SQL Extract and Load processes are
isolated from Transform, helping make the process more manageable; data
cleansing is done at the staged area, thereby ensuring only the checked data is
loaded for transformation” (ELT system, 2015).

Purpose of usage in this research: Apply ETL to integrate various systems
and tools, such as PDM. ERP, Data Mart into one general IS environment.

1.3.4 Data Warehouse and Data Mart

Data Warehouse (DW). Today Information Technology (IT) plays an
important role in the business of a company. During last years, advances in IT,
such as networks and databases allowed businesses to store huge amounts of
internal and external data needed for analysis and decision-making. Through an
effective decision-making system that means effective and flexible DW systems
any company can become competitive and successful on today’s market place
(Watson and Gray 1997; Barquin and Edelstein, 1997; Inmon, 2005).

“DW is a database that provides a single source of management information
for reporting, analysis of data across the organization and for decision-making.
It was proposed as a main solution to the problem of satisfying organizational
management information needs at the beginning of the 1990s” (Inmon, 1996).

30



“A significant part of IT investments in most organizations is devoted to DW
developments. High levels of user satisfaction and ROI have been reported in
the literature for such developments” (Graham et al., 1996). The DW can collect
much useful data about the business processes, such as production, purchasing,
sales, marketing etc. “These data show customer patterns and trends, the
effectiveness of business strategies and other characteristics that are important
for business success” (Watson et al., 2001). Today companies use and maintain
a number of operational data sources that include the databases and other
repositories utilized to support the everyday operations (Inmon, 1996).

Data Mart. “Data Mart follows the same principle as the DW but on a small
scale. It provides access to the data faster than the DW, it allows business
managers to initiate business intelligence strategies and receive useful reports”
(Houari and Far, 2004). “Data Mart is the part of the DW process where data
are accessed directly by end users. The data are extracted from the central DW
into Data Mart to support particular analysis requirements” (Moody and
Kortink, 2000). The example of DW architecture is presented in Figure 1.4.

Bt | S ) Load ——

= === r
Processes Processes e w
[arehouse B ~”

End User

Decision

Figure 1.4. Architecture of a Data Warehouse

“Companies can create a DW using a top-down or a bottom-up approach and
each has its advantages and disadvantages. When a DW is created with the top-
down approach, it combines data across the organization and end-user
applications are developed after the DW is implemented. This strategy is time
consuming, expensive, and may fail to deliver benefits within a reasonable time
span. With the bottom-up approach, a project team creates a Data Mart with a
limited set of data sources that meets very specific user requirements. After the
Data Mart is finished, subsequent marts are developed and they are conformed
to data structures and processes that are already in place. The Data Marts are
integrated into an enterprise DW that meets the needs of company’s users. The
advantage of the Data Mart strategy is that a mart can be created quickly, at
relatively low cost and risk” (Watson et al., 2001).

“Kimball proposed a new approach for data modelling specifically for
designing a DW, which he called dimensional modelling. The method was
developed based on the observations of practice and in particular, of data
vendors who are in the business of providing data in a “user-friendly” form to
their customers. Dimensional modelling has been adopted as the predominant
approach to designing DWs and Data Marts in practice, and represents an
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important contribution to the discipline of data modelling and database design”
(Kimball, 1996; Kimball, 1997; Kimball, 1998).

Star Schema. “The basic building block used in dimensional modelling is
the star schema that consists of one large central table called the fact table, and
a number of smaller tables called dimension tables that radiate out from the
central table, as shown in Figure 1.5. The fact table forms the “centre” of the
star, while the dimension tables form the “points” of the star. A star schema
may have any number of dimensions. The fact table contains measurements,
which may be aggregated in various ways” (Kimball, 1996; Chenoweth et al.,
2003). “The advantage of using star schemas to represent data is that it reduces
the number of tables in the database and the number of relationships between
them and therefore the number of joins required in user queries. Kimball (1996)
claims that use of star schemas to design DWs results in 80% of queries being
single table browses” (Kimball, 1996).

Dimension
Table 1
LAY

Fact HH“\NDimension
- Table E ’_,*’ Table 2

Diméhsion
Table 3

Dimension |
Table 4 ~

Figure 1.5. Star schema

Purpose of usage in this research: Develop Data Mart for dynamic
management framework that enables improvement of product quality, cost and
delivery based on the priorities of a decision maker. In the development of Data
Mart, the ISO/IEC/IEEE 42010:2011 standard for systems and software
engineering for architecture description can be used (International standard
ISO/IEC/IEEE 42010:2011, 2011).

1.4.5 ISA-95 Standard

ISA-95 (Industry Standard Architecture) or ANSI/ISA-95 is the international
standard that defines the interfaces between business and manufacturing
operations and control systems. This standard was developed by the
international association of specialists in the field of ISA automation for use in
all kinds of industries and processes (continuous and repetitive). The main goal
of the standard is to ensure a smooth, accessible information flow throughout
the enterprise, between various functions, departments and systems. It facilitates
enterprise-wide communication and mutual understanding among all of the
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constituents involved, everyone can use it, from IT to engineering, quality,
operations and finance. This standard also allows reducing the risk, cost and
errors related to implementation. For example, it shows the way of integration
of ERP and Manufacturing Execution System (MES)/Manufacturing Operations
Management (MOM). The ISA-95 standard consists of five levels: Level 0 to
Level 4 — each representing a level of manufacturing from the production floor
to corporate planning. Two above mentioned levels (ERP and MES/MOM) are
referred to as Level 4 and 3. The standard provides a framework for developing
requirements for information system functionality and data flow that allows
enterprise systems and control systems to inter-operate and be easily integrated.
ISA-95 has no reference on where the “right” location is, so companies must
decide on what level their business and control systems (ERP, MES, etc.) are
located. Figure 1.6 shows ISA-95 standard levels and functions (Brandl, 2002;
Dassault Systems & DELMIA, 2012).

usiness Planning
& Logistics

Plant Production Scheduling,

Operational Management,

Establishing the basic plant schedule - production, material
use, delivery, and shipping.

Level 4 Determining inventory levels.

Time Frame
Months, weeks. days. shifts.

MES & MOM
Dispatching Production,
Detailed Production
Scheduling, Reliability
Assurance,. ..

Work flow / recipe control to produce the desired end
products. Maintaining records and optimizing the production
process.

Time Frame

Shifts, hours, minutes, seconds.

Level 3

Monitoring, supervisory control and automated conirol of the

Level 2 3
e\ production process.

Manufacturing Control
Basic Control, Supervisory
Control, Process Sensing,
Process Manipulation,...

Sensing the production process, manipulating the production
process.

Level 1

Level 0 The physical production process.

Figure 1.6. ISA-95 standard levels and functions
Purpose of usage in this research: Application of this standard allows

understanding the level that every tool/component of the new framework for
continuous improvement of production processes is located on.

1.5 Summary of the Literature Review
Based on the literature review covering FMEA, Six Sigma and TOC, it can

be summarized that these methodologies are mainly focused on continuous
improvement of business processes. Initially, these methodologies were used
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separately to achieve their goals, when the researchers started to combine them,

more efficient results were achieved.

As already mentioned above, initially the Six Sigma methodology was
developed to eliminate variability and lean manufacturing to eliminate wastes in
business processes. Then, these methodologies were combined with the DMAIC
structure for the structural approach of problem solving. Later this combination
became known as Lean Six Sigma. Many different tools are used in Lean Six
Sigma, such as FMEA, Value Stream Mapping, Cause & Effect, Design of
Experiments (DOE), SIPOC/COPIS, QFD/House of Quality and other tools
(Brook, 2010; Six Sigma Tools & Templates, 01.02.2015), which have been
developed for various purposes, such as measurement, analysis and
improvement of business processes. But the most suitable Lean Six Sigma tool
that will be used in this research is the FMEA that is intended to improve the
reliability of business processes. Common application of Six Sigma and FMEA
to attain specific goals has been discussed in many research papers. For
example, Table 1.8 presents a list of authors whose research is close to the topic
of the current thesis (FMEA and Six Sigma).

In addition to the above, in the current research, TOC is applied to identify
and elevate system constraints. Much literature related to the description of
Lean Six Sigma and TOC common application is available. The main focus of
this tandem is on finding a system constraint using the TOC approach, and then,
with the help of Lean Six Sigma and its tools, elevate this constraint. Thus, the
references presented in Table 1.8 (Six Sigma and TOC) describe how to use
these methodologies together to find and elevate system constraints. However,
no similar studies are available which describe how to use a particular tool from
Lean Six Sigma with TOC to elevate system constraints. Table 1.8 also shows
that such researches are not available (FMEA and TOC). Therefore, in the
present thesis, this gap will be filled. Neither are any studies available covering
combination of FMEA, Six Sigma and TOC that will also be discussed in this
thesis.

In summary, based on the results of the comprehensive literature review, to
discover possible accomplishments not yet been achieved by combining these
methodologies together.

e How to calculate Sigma performance level that shows the level of the
process or product quality based on the data from FMEA?

e How to calculate the financial impact of failure on the process, which
influences the direct cost of the final product using the data from FMEA?

e How to identify process constraint and factors which influence the process
TH and make decisions for improvement using the data from FMEA, failure
classifier, and the data that show the financial effect of a failure?

Such approaches can enable the engineers to determine more efficiently
failures which influence the KPIs and improve them. All these proposals will be
discussed further in the current thesis.
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Table 1.8. Summary of FMEA, Six Sigma and TOC integration

Authors

FMEA

Six
Sigma

TOC

Baek et al., 2006; Mekki, 2006; Das et al., 20006;
Krishna and Dangayach, 2007; Sarkar, 2007,
Krishna et al., 2008; Myszewski, 2010; Yang et al.,
2010; Bhanumurthy, 2012; Chiarini, 2012;
Kumaravadivel and Natarajan, 2013; Mazumder,
2014; Bubshait and Al-Dosary, 2014; Kumar et al.,
2014,

Nave, 2002; Ehie and Sheu, 2005; Yang, 2005;
Jacob et al., 2009; Jin et al., 2009; Sproull, 2012;
Pacheco, 2014; Lean Six Sigma, 30.01.2015.

No results

No results
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2. FRAMEWORK DEVELOPMENT FOR CONTINUOUS
IMPROVEMENT OF PRODUCTION PROCESSES

The main goal of this research is to present a new dynamic management
framework for continuous improvement of production processes and KPIs. This
framework enables the number of defects/failures in the process to be reduced, thus
decreasing their RPNReal value that in turn increases production process KPIs, such
as PSPL, CWFrpN and TH that influence the product KPIs, such as Quality, Cost
and Delivery, customer satisfaction and company revenue. Figure 2.1 shows the
QCD framework in the Six Sigma DMAIC structure.

In the Define step, the problem and main KPIs for improvement are identified.

In the Measure step, the modified FC standard, i.e. DOE-NE-STD-1004-92, is
applied, which enables the types of failures to be specified for each operation
during the production process. In addition, the FMEA is applied to assess the
weight of each failure by Severity, Occurrence and Detection rating and then
calculate the RPNReal value. Based on the FMEA results, the PSPL KPI that
indicates the general level of quality is calculated for the process/product that
influences the product Quality KPI. Using the RPNreal values from the FMEA, the
variability of the process by failures, operations work centres and the BOM level
can be observed. In addition, the direct costs of the components and/or the BOM
level should be calculated in FCC, in order to further define the financial impact of
failure (CWFRrpPN) on the final product. This KPI shows where improvements should
be made to increase the product Cost KPI. In the TOC phase, the process constraint
of the production process should be identified and further elevated by reducing the
number of failures or RPNReal values in the constraint that in turn decreases the
process CT and increases the process 7H and affects the product Delivery KPI.

In the Analyse step, the KPIs should be compared using the AHP and various
charts and diagrams created (Pareto chart, Chart for CWFrpN and Swimline
diagram) based on the data from the Measure step. Then, by analysing various
charts and data, failures necessary to improve or eliminate to increase specified KPI
for the specified process/product should be identified.

The first three steps of the DMAIC process (Define, Measure, Analyse)
characterize the nature of the problem to be solved. Upon completion of these steps,
the problem and its root cause(s) are known and further based on these steps the
Improve and Control steps should be applied where appropriate changes and
corrective actions in the production process are implemented and sustained. Below
the framework in Six Sigma DMAIC methodology is described in detail.

2.1 Actions in Define step

The problematic process should be defined and the required KPI metric(s) for
continuous improvement must be evaluated and indicated.
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2.2 Actions in Measure step

In the Measure step, four different tools/methods are applied: 1) FC where
failures are assigned for every problematic operation in the process; 2) FMEA
where every failure type is assessed by Severity, Occurrence and Detection rating,
and PSPL KPI (Sahno et al., 2013; Sahno et al., 2015) is calculated; 3) FCC where
the direct cost of the BOM level and financial impact of failure on the final product
— CWFrpN KPI (Sahno et al., 2015) is calculated. 4) In the TOC, the TH KPI is
identified. The applications of these four tools/methods are described below.

2.2.1 Measure in FC

During the production process, an operation may have a failure, therefore the
Failure Group/Cause should be assigned to the problematic operation from the FC.
This step is the basis for the next three steps in FMEA, FCC and TOC.

2.2.2 Measure in FMEA

One of the purposes of the FMEA is to assess the risks of the production
processes that influence product quality. Therefore, the purpose of the FMEA in
this research is to monitor the product Quality KPI by reducing the RPNReal value
of failures or eliminating them in the production process.

Usually the Severity, Occurrence and Detection ratings in the FMEA are
assessed in a team. In order to attain more precise results in the FMEA that
correspond to the data of real production, it is proposed in this research to assess the
Occurrence rating based on the production data from the production floor. As for
Severity and Detection ratings, they will be assessed in a team using the FMEA
rank tables. The techniques of assessing these ratings are described below.

Severity assessment: The goal of this rating is to assess how critical the effect of
a potential failure mode is on the overall system or process. In some cases, it is
clear from past experiences. In this research the rating of Severity is defined from
the Severity ranks table (Table 1.2) and it is based on the knowledge and experience
of the team members.

Occurrence assessment: This rating is based on the assessment of failure
frequency in the production process. Occurrence is assessed according to the
statistical data collected from the production floor for the specified period of time
(e.g., for one month). Equation (2.1) below shows the calculation of the Index of
Occurrence (/o). Further, based on /o, the Occurrence rating can be defined using
Table 1.3.

S
I, =Lx100% (2.1
2
where:

2850 — scrap (non-qualified components/products) quantity for a specified period,
2P — produced product quantity for a specified period.
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When the percent value for the Occurrence is calculated, this rating should be
defined according to the ranks table presented in Table 1.3. For example, when 100
units are checked and 10 units have scrap, the rating will equal to 10 points.

Detection assessment: The assessment of Detection is related to the
performance of the measurement tool that should check the required parameters in
the product and detect failures before a product goes to a customer. In the current
research, the rating of Detection is defined from the Detection ranks table (Table
1.4), based on the knowledge and experience of the team members.

RPN real (RPNReal) value per failure calculation: By multiplying the three
factors (SxOxD), the RPNReal value is calculated for each failure ((Equation (1.3)).

RPN real (RPNReal) value per operation, work centre, BOM level and process
calculation: To calculate the sum of RPNReal value per operation, work centre,
BOM level and process, all RPNReai values per failure should be summed up.

Theoretical RPN (RPNTheoretical) value per failure calculation: The maximum
RPNReal value for Severity, Occurrence and Detection rating may equal to 10
points, subsequently the maximum RPNTheorerical value per failure is 1000 points.

Theoretical RPN (RPNTheoretical) value per process calculation: To calculate
the sum of RPNTheoretical value per process/product, the number of failures in the
production process should be counted and multiplied by 1000 points using Equation
(2.2). This RPNTheoretical value shows the scope of the process or the maximum RPN
value, which can be reached or failed.

> RPNTheoretical = Y F' % 1000 2.2)
where:

> F — sum of failures in the production process,

1000 — theoretical RPN value per failure.

RPNReal percent calculation: To calculate the PSPL, RPNReal percent value
should be calculated first using Equation (2.3).

2 RPN e

= x 100 % (2.3)
Z RPN Theoretica |

RPN g %0

where:

2RPNReal — sum of real RPN for a particular product,

2RPNTtheoretical — sum of Theoretical RPN for a particular product,
(SMaxxOMaxxDMax = 10x10x10 = 1000).

Process Yield (PY) calculation: Having calculated RPNreal percent, now the
Process Yield (PY) can be calculated, using Equation (2.4).

PY = 100% — RPNReai% 2.4)

where:

100% — maximum percent value of XRPNTheoretical

Process/Product Sigma Performance Level (PSPL) definition: The PSPL in
this research shows the level of process/product quality that can be defined using
the RPNReal per failure, operation, work centre, BOM level and common process,
and RPNTheoretical values calculated in the previous steps. Having calculated PY and
according to the sigma performance scale in Table 1.6, the PSPL can be defined.
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Average PSPL calculation: In the current research, the PSPL is calculated for a
finished production process (process that includes various production operations to
produce a final product). However, general production system (which includes
various production processes/products) may have some products being produced
and they may have their own PSPL, therefore, an average PSPL for a general
production system may be calculated by summing up all PSPLs and dividing by the
number of product types. Equation (2.5) should be used for that purpose.

> PSPL,
PSPL ==L (2.5)

Average
n

where:

PSPL4verage — average PSPL for a general production system,
PSPLi — observationi,i=1,..., n,

n —number of observations.

2.2.3 Measure in FCC

The purposes of the FCC approach in this research is to calculate the Cost
Weighted Factor for the RPN (CWFRrprnN) that shows financial impact of the failure
(calculated in FMEA) on the final product. In the present research, this KPI should
be improved by eliminating the RPNRea! values of failures in the FMEA that
influence the product Cost KPI. To calculate CWFrpn for failure, operation and
work centre, the direct Cost of Material and Operation (Cmo) should be calculated
first and to calculate CWFrpnN for the BOM level, the Cost of BOM Level (Comt)
should be calculated too.

Cost of Material and Operation (Cmo) calculation and conversion into percent
value: To calculate Cmo, the Cost of Material (Cm) and the Cost of Operation (Co)
should be summed using Equation (2.6).

Cmo = Cum + Co (2.6)

In the current research, a product and its component cost are assessed in percent
value. The total cost of a product equals 100%, which is the cost of BOM level zero
— CBomLo. The material and operation cost can be converted from currency into
percent value using Equation (2.7).

o Cuox100%
MO

2.7)
CFP

where:

Cm0% — product or component cost in percent value from the final product cost,

CFp — cost of the finished/final product.

Cost of BOM Level (CBomL) calculation: Figure 2.2 shows an example of the
product BOM structure that consists of BOM levels and other sub-levels and
subsequent lower levels. The cost of CeomLo equals the sum of the operation cost
(>.Coo) and the sum of the material cost (3.Cmi) from BOM level 1 (Ceomri).
Further, the cost of Ceomiri equals the sum of the operation cost (3.Coi) and the
sum of the material cost (3.Cm2) from BOM level 2 (Comri) and so on until the

40



lower level of a product is reached. To calculate the Cromrn, Equation (2.8) should
be used.

Coomn = ZZCMyi + zcoyi (2.8)

y=1 i=l
where:
y = I + m —number of BOM levels,
i = I + n—number of components in the BOM level,
CMm — material direct cost of the BOM level,
Co — operation direct cost of the BOM level.

CBOMLO Product Cost = 100% BOM Level 0
________________ |___________________
CBOML1 [ Assembly 1 | [ Assembly 2 || Assembly3 |  BOM Level ]
CBOML2 Assembly 1.1 Assembly 3.1 BOM Level 2

Component 4

Component 1

Component 2

CBOMLN Assembly 3.1.1 BOM Level N

Figure 2.2. Product BOM structure

Cost Weighted Factor of RPN (CWFRrpN) calculation: Based on the previous
step where Cmo and ComLn were calculated, next, CWFRrPN per every failure,
operation, work centre and BOM level should be calculated that shows the financial
impact on the final product. To calculate CWFrpNFow per failure, operation, work
centre Equation (2.9) should be applied. To calculate CWFrrNBOMLN per the BOM
level, Equation (2.10) should be used.

C
CWE pnpow= C MO XZRP 'Nrear (2.9)
BOMID
C
CWEpnorn= POMLE x ZRP 'Nrea (2.10)
BOMIO

where:

CWFrpnFow — CWF of RPN per failure, operation and work centre,

CWFERrpNBOMLN — CWF of RPN per BOM level N,

Cmo — direct Cost Of Material and Operation,

ComLn — Cost of Bill Of Materials (BOM) of level N,

CsomLo — upper BOM level that equals 100% of the product direct cost,

> RPNReal — sum of real RPN per failure, operation, work centre and the BOM
level.
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2.2.4 Measure in TOC

The purpose of the TOC phase in this research is to elevate system constraint by
eliminating failures that enables a decrease in operation C7 and an increase in
production orders TH. As a result, this improvement will increase product Delivery
KPIL

In the TOC phase the Process Constraint (PC) of the production process should
be identified, for instance, the PC of the specific product type or a general
production system. The PC can be identified, for example, by identifying high CT
of operations. It can be identified by applying simulation software using the real
data from the production floor or by experience observations of production
managers and engineers. Further, the PC should be elevated by decreasing the
operation CT by reducing the RPNreal values of failures or eliminating them all in
the operation. This improvement, as mentioned earlier, increases the
process/product TH (see Analyse in TOC) (Sahno et al., 2015). To calculate the 7TH,
Equation (1.1) should be used.

2.2.5 Comparison of KPIs in AHP

In order to define which KPI is more important for improvement of some
particular product and/or customer, the AHP approach can be employed. The AHP
nine-scale approach is used to compare KPIs in a pairwise way. Every pair of KPIs
is compared to define the relative importance with respect to others. Table 1.1
shows the AHP assessment scale of every level from 1 to 9. Figure 2.3 presents an
example of the AHP assessment scale where various KPIs should be compared.

1 2 3 4 5 & 7T & 9
kA [ [ T [ [ T [ [ xeB

ketB [ [ [ [ [ [ [ T Jxeic

I
kerc[ | | [ [ [ [ [ [ Jxeia

Figure 2.3. An illustration of the AHP comparison scale for KPIs

2.2.6 Summary of Measure Step

Figure 2.4 shows the summary of the Measure step where the new framework
process is shown that depicts the inputs of the product production process and the
failures that can occur. For example, a product contains components and sub-
components and until the lower level is reached. The components are processed in
work centres, which have inputs — materials and operations. The operations have
failures assigned from the FC and are assessed by RPNReal values in the FMEA that
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enables calculation of the PY and definition of the PSPL. In addition, the FMEA is
the place for monitoring of the Quality KPI and it is the basis for the next phases:
FCC and TOC.

To improve the Quality KPI and increase PSPL, the RPNReal values of failures
should be decreased or eliminated. To improve the direct Cost KPI, the RPNReal
value of failure in the FMEA that influences CWFrpN, the latter should be
decreased or eliminated. To improve the Delivery KPI, the TH should be increased
by decreasing or eliminating RPNRrea values of failures in the FMEA that influence
the CT in the process constraint. In other words, the lower the RPNReal value and/or
number of failures, the higher the KPIs are. Further, in the AHP, the KPIs should be
compared and identified where it is necessary firstly to improve the production
process to improve a specified KPI.
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Cost of
ailure Operation B |+ Work centre 2 |——— BOM
from FC [ level Product KPIs
Materials w
Failure eration D Component 1 CWFrex Cost
from FC l [ Production
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from FC | ™| Operation E Component n TOC |» TH |»{Delivery
[ Materials |
Failure % Process KPls
from FC eration n ‘Work centre n
Failure eration n Work centre n
from FC

Figure 2.4. Summary of the Measure process
2.3 Actions in Analyse step

The outcome of the Measure step enables to perform the analysis of the
production process/product and the general production system in a different way in
FMEA, FCC and TOC phases as described below.

2.3.1 Analyse in FMEA and FCC

Based on the received results in FMEA and FCC from the Measure step, a Chart
for CWFrpN and the Pareto Chart should be built and their observation and
comparison should be made (Sahno et al., 2015).

Chart for CWFRPN, CM0O and RPNReal creation: This chart should be built for
an operation using CWFreN and Cmo from FCC and RPNReal value from the FMEA.
This chart should visually show which operations in the process/product have a
high RPNReal value, Cmo and CWFRrPN compared to other operations.

Pareto Chart creation: This chart should be built based on the calculated
RPNReal values from the FMEA and CWFRrpN from the FCC that indicates the most
critical failures in the production process. Further, these charts can be compared as
follows. They indicate that the failures of these charts are located in different
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sequences. The Pareto chart based on RPNrea! from the FMEA shows a failure
sequence that influences the Quality KPI. The Pareto chart based on CWFreN from
the FCC shows a failure sequence that influences the direct Cost KPI. As a result of
comparison of these charts, an engineer can make a decision which KPI is more
important for some specified product type or for a general production system or for
some customer (Sahno et al., 2015).

2.3.2 Analyse in FMEA

Using RPNReal values from the FMEA, the process variability of component
name, work centres, operations, failure group and failure cause can be observed in
the following way (Sahno et al., 2015):

Component Name: A specific component should be selected, which shows in
which work centre it is produced, by what operations and what the failures are; it
shows minimum, maximum and average RPNRreal value for the specific component
and which product type is used.

Work Centre: A specific work centre should be selected, which shows which
operations and failures it has; it shows minimum, maximum and average RPNReal
value for the specific work centre and the BOM level and the product type.

Operation: A specific operation should be selected, which shows which failure
types it has and in which work centre, BOM level and product type it was used. In
addition, for example, some specific operation in the process can be selected and
minimum, maximum and average RPNreal value calculated, or all existing
operations selected and most problematic operation with high RPNReal value
defined.

Failure Group and/or Failure Cause: Failure Causes (sub-groups) should be
grouped according to their main Failure Group. Further, the specific failure
variability by RPNRrea! value it has can be seen. It can be observed in what
operation, work centre, BOM level of the product that specific failure exists. In
addition, minimum, maximum and average RPNRrea value of the failure for the
process can be calculated.

2.3.3 Analyse in FCC

The analysis in the FCC should be performed using the following example. A
BOM level has 10% of the direct cost of the final product and it has high RPNRea!
values and at the same time, there is another BOM level, which has 20% of the
direct cost of the final product and it has the same RPNReal values or may be even
lower, then, a decision for BOM level should be made that has higher direct cost. In
other words, the CWFRrpn indicates the cost weight of failures, operations and BOM
levels of the final product. This kind of cost weighted factor assessment allows
engineers to pay attention to more important problems, which have financial impact
on the final product. This approach allows decreasing the amount of scrap, as a
result, it enables saving money and increasing company revenue.

The example above may have exceptions. For instance, if a direct cost of some
BOM level is 10% of the final product cost and it has high RPNRea! values, but it
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does not influence entire product quality, e.g. a scrap component can be replaced or
demounted from the design point of view, then, in this case, the financial impact
will be low. Another example, if a direct cost of the BOM level is 10% of the final
product cost and it has low RPNrea! values, but it can influence entire product
quality, e.g. the scrap component cannot be replaced or demounted from the final
product, as a result, an entire product may go to scrap, so the financial impact will
be high. In this case, improvements should be made for the BOM level, which has
high financial impact on the final product (Sahno et al., 2013).

2.3.4 Analyse in TOC

In order to identify which department (work centre) is a constraint for the
process, it is necessary to build the Swimline diagram with the data of the
production process, such as a PR card (work centre, operation name and time), the
data from FC (failures), the FMEA (RPNReal value) and the FCC (CWFRrpn value)
should be presented on the Swimline diagram, as shown in Figure 2.5. The
Swimline diagram must show the RPNrea and CWFRrpN value per every failure,
operation and work centre. According to the operation C7, it can be identified by a
PC.

This kind of process visualization allows better understanding of which failures
should be improved or eliminated, in particular department (work centre) or
operation to decrease C7 that consequently increases the process TH and increases
the product Delivery KPI (Sahno et al., 2015).
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Figure 2.5. Swimline process for TOC
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2.4 Actions in Improve step

Perform corrective actions are based on the results from previous steps
(measure, analyse): generate various potential solutions and select the best one,
assess the effect of the solution (identify which KPI is more important for the
particular product or for a general production system or for a customer), implement
solution (reduce the RPNrea! value for a harmful failure in operation or eliminate
them completely). The more reliable the production process, the less process
variability, the fewer defects and failures or RPNReal values are in the process. From
here, the higher the product quality, the lower the financial losses of the product and
the lower the product cost, the higher the product quality, delivery and therefore the
higher the KPIs are. In case the improvement requires financial investment, it is
necessary to calculate how soon the investment starts to pay off (when the break-
even point starts).

When the corrective actions are applied, an engineer should follow them by
performing “mini DMAIC” process as follows:

e Define the object of study that is something that has been corrected or improved.

e Measure the improved process by assigning failures from the FC and assessing
RPNReal in the FMEA.

e Analyse processes and decide where and what corrective actions are necessary to
carry out.

e Improve process (if needed).

e Control improvements made in daily processes if the process requires repetition
of an improvement, then repeat the “mini DMAIC” process again until the
changes satisfy.

If the changes made are good enough and do not require any corrective actions,
then proceed to the improvements with other processes.

2.5 Actions in Control step

Ensure that the implemented solution is working by applying the “mini
DMAIC” process. If the changes made are good enough and do not require any
more corrective actions, then proceed to the improvements with other processes.
Document, apply, sustain and monitor improvements made in the real processes of
everyday production.

2.6 Summary of the QCD framework

This section demonstrated the new framework for continuous improvement of
production processes using the Six Sigma DMAIC methodology. The framework
enables assigning the failure type for an operation during the production process
using the FC. Further, these failures are assessed in the FMEA that enables
calculation of PY and definition of PSPL that show the general level of the
process/product quality influencing the product Quality KPI. Based on the data
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from the FMEA and Cwmo calculation in the FCC, financial impact of failure

(CWFRrpN) on the final product cost that influences the Cost KPI should be

calculated. In the TOC phase, PC should be identified and elevated by reducing

operations CT, as the result this improvement will influence the product Delivery

KPI. Finally, thanks to the received results and the AHP approach, an engineer can

make a decision about which the KPI necessary to improve for some specified

product in the production processes or which KPI is more important for a general
production system, company and customer. Below is a brief summary of the
framework:

e Improve the product Quality KPI by eliminating failures in the FMEA, which
have high RPNreal values in operations, work centres, semi-products, or final
product that do consume needed resources and do not bring value for the
customer.

e Improve the product Cost KPI by eliminating failures in the FMEA that cause
high CWFRrpN values in operations, work centres, semi-products or final product.
This approach allows concentrating on the failures that cause unnecessary
financial losses.

e Improve the product Delivery KPI by eliminating operation failures in the
FMEA that are found in a PC. By decreasing RPNRea! value of failure or
eliminating them all, the operation CT decreases, which in turn increases the
process TH of the constraint (work centre).
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3. DEVELOPMENT OF DATA MART FOR THE NEW
FRAMEWORK AND IDENTIFICATION OF NEEDED
INFORMATION SYSTEM SOURCES

3.1 Data Mart development and description

One of the purposes of this research is to develop a framework that allows
continuously improve production process KPIs, which influence product KPIs. In
order to monitor production processes performance (e.g., based on the data for the
previous day) the Data Mart was developed for the presented framework that will
play the role of a “dashboard”. The purpose of this Data Mart is to collect and store
product and production data from various sources, e.g., an ERP system, then
calculate the needed KPIs (PSPL, CFWRrpN and TH) and analyse them. The
developed Data Mart allows data collection from various sources and creating
necessary reports for engineers, management and decision makers (Sahno et al.,
2011).
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Figure 3.1. Dimensional model of the Data Mart
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The functionality of the Data Mart allows analysis of the production processes
by creating various charts and diagrams that enable understanding and making
decisions of which failures should be improved or eliminated to increase the KPI
performance for some specified product, a general production system or a customer.

Figure 3.1 illustrates the dimensional model of the Data Mart structure based on
the Kimball bottom-up data warehouse design methodology (Kimball and Ross,
2002) that was created in Microsoft Office PowerPivot for Excel 2013. This
dimensional model contains data about concepts that are part of the manufacturing
process. The dimensional model consists of the fact table (Product Manufacturing)
and six dimension tables: Product, Production, Failure Classifier, FMEA, Product
Cost and Date. The dimensional model provides an easily communicable medium
between people who understand the manufacturing process and IT workers who
develop the software. It also provides the actual database structure of the Data Mart.

3.2 Description of Information System environment for the Data Mart

This section describes how the Data Mart can be applied in the IS architecture
with the PDM, ETL and ERP system presented in Figure 3.2. The process starts
from a CAD system (not shown in the figure, but is a part of the PDM environment)
where a design engineer creates a new product/item. Along with CAD models and
drawings, the engineer defines Item Data in the PDM system. The item Data
contain different attributes that are “packed” under a general Designation Code
(“XYZ”). The ERP system contains templates — Reference Items — that simplify the
creation of new items. It contains various ERP-specific parameters — Reference
Item Data — that are identified by a wunique Reference Item Code
(“REFITEMP/SXYZ”). In the current example, this coding is divided into three
parts. The first part (prefix) “REFITEM” marks that this is a template, not some
particular item in the ERP system. The second part implicates the procurement type
of the item, where “P” is for in-house produced items and “S” for subcontracted or
purchased items. The last part — Designation Code, for example “XYZ” — is an item
key that is used to logically connect data between the PDM and ERP systems. Each
specific item or a group of items has its own unique Designation Code. When the
product design is finished in the CAD system and approved in the PDM, the
engineer starts to send the product BOM structure to the ERP system using the
specified workflow.

The ETL system transfers the Designation Code and the accompanying Item
Data from the PDM (arrows labelled by 1 and 2), finds a Reference Item Code by a
matching Designation Code (along with the set of Reference Item Data from the
ERP) and copies them into ERP Master Data (arrows 3 and 4) (Sahno et al., 2012;
Sahno et al., 2013). The last step (arrow 5) is presented in Figure 3.3 in more detail.
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Figure 3.2. Information system architecture

Figure 3.3 shows data flow from the PDM to the ERP system and then to the
Data Mart. Such data as PR, FC (failures), scrap (Occurrence), FMEA (Severity,
Occurrence and Detection) and product direct cost are transferred. Based on these
data, in the Data Mart, the process KPI — PSPL in the FMEA, CWFRrpN in the FCC
and TH in the TOC are calculated, which influence Quality, Cost and Delivery KPI.
Further, using the AHP approach a comparison of KPIs should be made that enables
definition of which KPI is more important for some specific product type or for the
customer. When the important KPI is identified, using the functionality of the Data
Mart, an analysis of the process should be made and which failures are more
harmful for the process identified and what corrective actions should be applied for
improvements. When the improvements are made, and they satisfy, the cycle of
continuous improvement should be proceeded.
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Figure 3.3. Information system architecture and data flow

Figure 3.4 shows the algorithm of the IS architecture where the input data,

processing of the data and the output of the process are described. In addition, Table
3.1 shows 17 steps of the Data Mart algorithm that refer to the sections which
describe every step in more detail.

According to the ISA-95 standard, the tools/components of the new framework

have the following levels:

Level 4 — Data Mart reports,
Level 3 — ERP system,
Level 2 — FMEA data,

Level 1 — missing in the current framework,

Level 0 — the physical production process.
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Table 3.1 Summary of the Data Mart algorithm

No. | Activity Section
1 Problematic process definition 2.1 Define
Failure assignment and measurement 2.2.1 Measure in FC
2 Occurrence Index calculation and Occurrence
rating assessment
3 Severity and Detection rating assessment in an
external source, e.g. in the ERP system
4 RPN real (RPNReal) value per failure, calculation
5 RPN real (RPNreal) value per operation, work
centre, BOM level and process calculation 222  Measure in
6 Theoretical RPN (RPNTheoretical) value calculation | FMEA
7 Theoretical RPN (RPNTheoretical) per process
calculation
8 RPNReal percent calculation
9 Process Yield (PY) calculation
10 | Process/Product Sigma Performance Level
(PSPL) calculation
Average PSPL calculation
11 | Cost of Material and Operation (Cmo) calculation
and conversion into percent value
12 | Cost of BOM Level (CsomL) calculation 2.2.3 Measure in FCC
13 | Cost Weighted Factor of RPN (CWFrpPN) per
failure, operation and work centre calculation
14 | Cost Weighted Factor of RPN (CWFreN) per
BOM level calculation
15 | Create Swimline process based on the data from
PR (work centre, operation name, operation time,
failure group and cause); from FMEA (RPNReal | 2.2.4 Measure in TOC
per failure, operation, work centre); from FCC
(CWFRrpNper failure, operation, work centre)
16 | Identify process constraint by operation Cycle
Time (CT) in the work centre and calculate
process Throughput (TH)
17 | Compare KPI using AHP and identify which KPI | 2.2.5 Comparison of

has priority for improvement from the customer
point of view

KPIs in AHP

Appendix.
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4. COMPUTATIONAL EXPERIMENT

In this research a computational experiment of the new framework in the Six
Sigma DMAIC structure and the Data Mart for continuous improvement of the
production processes is checked with the production data from a manufacturing
company. The computational experiment was made on a “Wind Power Generator
A” product that is used in windmills for generation of energy. This product the
assembly of which consists of some sub-assemblies is presented in Figure 4.1 in the
form of the BOM structure. With reference to this computational experiment, the
author indicates Figure 4.12, which shows the report of the presented framework
from the Data Mart.

4.1 Actions in Define step

One of the original contributions of this research is to identify a problematic
process and the main KPIs that should be continuously improved.

Process: The problematic process is displayed in the form of Production Route
(PR) card with the “Wind Power Generator A” product. The PR consists of two
parts (see Figure 4.12): Product Data which contain product name to be produced,
BOM levels of the product, component ID and name, designation code used for the
IS architecture (see Figure 3.2) and quantity to be produced; Production Data which
contain work centre name where the component is to be processed, operations
name, its sequence, and operation time.

KPI: Today, to find out which KPIs are important for the customer, companies
use survey techniques and questionnaires that enable definition of them. In most
cases, companies and customers calculate KPI metrics using their own algorithms,
for example, based on received reclamations from the production floor or the
customer. Taking into account the considerable complexity of the manufacturing
sector, this research focused on three KPIs — product Quality, Cost, and Delivery.
The calculation of these KPIs is described below.

Quality metric is a calculation of the amount of quality delivered units versus the
amount of non-quality units. For instance: Company received 10 units. The order
has 2 defect units. The Quality metric for this order is 80%. Calculation: Number of
quality units received / Total number of ordered units (8/10 = 80%).

Delivery metric is a calculation of the amount of units delivered on time versus
the amount of units ordered. For instance: Customer orders 10 units. The order has
a requested delivery date of May 1. The company delivers 7 units on time, the
remaining 3 units on May 10. The delivery metric for this order is 70%.
Calculation: Number of orders delivered on time (or before the requested date) /
Total number of ordered units (7/10 = 70%).

Cost metric is very important for any company that wants to increase their
revenue, therefore in this research the goal is to increase company revenue or
improve direct cost metric by means of improving reliability of production
processes (Quality and Delivery KPIs) that in turn directly influence the Cost KPI.
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The product KPI metrics have been identified and evaluated. Further, the
application of the new framework is presented with production related data that
explain how the process KPIs that influence product KPIs, are calculated.

4.2 Actions in Measure step

In the Measure step, different tools (FC, FMEA, FCC, TOC and AHP) are
discussed.

4.2.1 Measure in FC
The Failure Group and the Failure Cause in FC for each operation during the
production process (see Figure 4.12) are defined.

4.2.2 Measure in FMEA

In the FMEA every failure is assessed by Severity, Occurrence and Detection
rating, which gives the RPNRea! value. The RPNreal value is calculated for every
failure, operation, BOM level and process/product. An example of the assessment
of Severity, Occurrence and Detection is presented below.

Severity assessment: Severity rating is defined according to the Severity scale
that indicates the effect of a failure; it is based on the knowledge and experience of
the team members (MacDermott, 1996).

Occurrence assessment: This rating is intended for the assessment of failure
frequency in the production process (MacDermott, 1996) and in this computational
experiment the following example is applied; the production line passed 500 units
of a components during one month on operation “Op4” in the work centre “W1”.
From 500 units, 1 unit has a failure cause — “7C. Defective material” that is in the
failure group — “7. Supplier problem”. To define Occurrence rating, the Index of
Occurrence (10) should be calculated first using Equation (2.1), which shows that
0,2% of failures occur each month. Then, using this index, the Occurrence rating
can be defined using Table 1.3, which shows that 1 scrap in 500 units is equal to 6
points of Occurrence rating — moderate (Sahno et al., 2015).

I, = ——x100% = 0,2%
500

Detection assessment: The purpose of this rating is to detect the failure before it
happens on the customer side. Before the failure happens, parameters of the product
to be checked should be specified. The specified parameters of these units should be
checked according to the customer needs. Before testing an item, parameters which
the customer needs to be tested should be defined beforehand, and if there are
flaws, they should be defined and eliminated. If the failure was defined in further
production stages or by the customer on his side, the Detection value will increase
(MacDermott, 1996).

The following example describes measurement tool rating. For instance, the
weld crack detection or Non-Destructive Test (NDT) can be done by magnetic flow
detection or ultrasonic test or even by radiography detection; surface measurement
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can be done by a simple measurement tool, sliding calliper or laser tracker; voltage
test can be tested by a voltage tester; or inspection can be done simply visually. If a
high level detection tool like a radiography device or a laser tracker is used, then the
rating may be equal to 1 point if visual inspection is used, the rating may reach up
to 10 points. In other words, the more precise the tool, the lower the Detection
rating in the FMEA is.

RPN real (RPNReal) value per failure calculation: By multiplying the three
factors (SxOxD), the RPNrea! value is calculated for each failure using Equation
(1.3) and data from Figure 4.12.

RPN real (RPNReal) value per operation, work centre, BOM level and process
calculation: The sum of the RPNrea! value is calculated by summing up RPNReal
values per failure. For instance, 164 points per operation “OpB”’; 272 points per
work centre “W1”; 608 points per BOM level “I”’; 2000 points per process (Figure
4.12).

Theoretical RPN (RPNTheoretical) per process calculation: To calculate the
RPNTheoretical per process, the number of failures that occurred in the process should
be counted and multiplied by RPNTheoretical per failure (1000 points). Figure 4.12
shows the process of three assemblies or BOM levels — “/” (Balanced Rotor,
Connected Stator and Frame) and Assembled Generator or BOM level — “0” that
are processed in work centres. The process has 12 operations with 20 failures that
occurred where every failure is equal to 1000 points (10x10x10). The sum of
RPNTheorerical value per process for the “Wind Power Generator A” can be
calculated using Equation (2.2) that is equal to 20000 points. This value is used to
define the scope of the common production process that is equal to 100%.

ZRPNTheoretical =20 x 1000 = 20 000

RPNReal percent calculation: After calculating the sum of RPNReal (2000 points)
and RPNTheoretical (20000 points) value for the process or product, these values can
be used to calculate RPNReal percent per process using the Equation (2.3).

RPN % = =220 100% = 10%
20000

Process Yield (PY) calculation: The above results show that RPNReal per
process is equal to 2000 points that makes 10% from the RPNTheoretical value of
20000 points. If the RPNReal is equal to 10%, then the PY can be calculated using
Equation (2.4), extracting the RPNReal per cent (10%) from the RPNTheoretical per
cent (100%).

PY =100%— 10% = 90%

Process/Product Sigma Performance Level (PSPL) definition: As the PY is
equal to 90%, according to the sigma performance scale in Table 1.6, the PSPL for
the current process or product equals 2,78c.

Average PSPL calculation: A company produces 5 products and every product
has its own PSPL, an average PSPL for all products can be calculated using the
Equation (2.5). The PSPLs should be summed up and divided into 5 products. As
the result, the average PSPL is 2,8c.

PSPLaverage =2.78 + 2.9+ 2.7+ 3+ 2.6~ 2,80.
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4.2.3 Measure in FCC

The FCC phase in this research is divided into two parts: in the first part Cmo
and then Csomi are calculated, which is the basis for the second part of CWFrPN
calculation.

Cost of Material and Operation (Cm0) calculation and conversion into percent
value: The direct cost of the finished product is 50 000€, the direct cost of BOM
level 1 — “Balanced Rotor” is 13 000€ that includes 12 500€ of Cm and 500€ of Co.
In order to calculate Cmo, Equation (2.6) should be applied.

Cmo = 12 500 + 500 = 13 000€

Further, the material cost (12 500€ should be converted from the currency into
the percent value using Equation (2.7). It shows that the direct cost of the material —
“Balanced Rotor” equals 25% (see Figure 4.12). Further, this value is used to
calculate CWFRrpN per failure, operation and work centre. The same approach
should be applied for all materials and operations.

o, 12500x100%
Mo T80 000

Cost of BOM Level (CBOML) calculation: Figure 4.1 presents an example of
the product BOM structure. From the right side of each BOM level, the value-added
operation direct cost (Co) (in per cent value) is defined. For instance, the Co of the
Assembled Generator is 10% from the final product cost, it means that the
Connected Stator, Frame and Balanced Rotor assembled together cost 10% of the
final product. From the left side, the value-added material direct cost (Cum) (in per
cent value) is defined, which includes the cost of the BOM of a lower level
(CBoMLN-1) because the lower level BOM is the material/component (that already
has cost) for the upper BOM level. Equation (2.8) and values from Figure 4.1 are
used to calculate the direct cost of Comr: (Connected Stator) and CBomLo
(Assembled Generator).

CBOMLI1: Cost of Connected Stator = Connected Stator (Coi) + Impregnated
Stator (CBomL2).

=25%

CsomL1 = XCoi + 2CBOML2
Comri = 5% + 45% = 50%

CBOMLO0: Cost of Assembled Generator = Assembled Generator (Cog) +

Connected Stator (Comr1) + Frame (Csomr1) + Balanced Rotor (CsomLi).
CBomLo = XCo0 + 2CBOMLI
Comro = 10% + (50% + 10% + 30%) = 100%

The same approach should be applied for remaining BOM levels and
components until the lower level of the product.

Cost Weighted Factor for RPN (CWFRpPN) calculation: To calculate the
financial impact of failure, operation and work centre on the final product, Equation
(2.9) should be used. Below is presented the example for failure cause — 7.C
Defective Material; operation — OpA; and work centre — W2.
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CBOML7

Figure 4.1. Assembled Generator BOM structure

Failure Cause: 7.C Defective material

CWF wpronw = %XIOS = 28,1

Operation: OpA

CWF wppon = %x (80 +84) = 42,6

Work Centre: W2

CWF o = %x (120 +120 +96) = 94,1

Similarly, applying Equation (2.10) should be used for the BOM level. An
example for Balanced Rotor and Connected Stator is presented below.
BOML1: Balanced Rotor

CWF woisons, = %x (108 +80 + 84 +120 +96) = 182 ,4

BOMLI1: Connected Stator

CWF wpsons = %x (105 + 72 +96 + 90 +128) = 2455

4.2.4 Measure in TOC

According to the data from the report of “Wind Power Generator A” in Figure
4.12, the Swimline diagram was created in Figure 4.2, which shows that the
constraint for the current process is the assembly department (W10). The CT in this
department is 2 hours (compared with other departments). This department restricts
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product throughput and it does not allow releasing the required amount of the
product (e.g., 6 units) on time. In order to increase the TH of this department, for
example, additional resources can be added (labour, machines), but in this
computational experiment, to increase the TH of the constraint, the RPNReal value of
failures (at least failures which influence the TH) should be decreased or they
should be eliminated completely in the constraint. It is first necessary to calculate
the TH of the constraint using Equation (1.1). The result is: Throughput 5 units. See
further explanation in “Analyse in TOC” section.

RPN [CFW |Cycle
Real | RPN (Time
L 0.4 05 7. Supplier problem 7C. Defective material 108 | 28,1
= OpA (> OpB 1_Design problem 1A Inadequate design 30 [208] |272(70,7| 09
108 28.1 164 | |426 5. Training deficiency  |5A. No training provided 84 1218
|
R ﬁ 1. Equipment problem 1E. Bad equipment work 120 |33.6
; OpC 5. Training deficiency 5E. Inadequate content 120 |33.6 336 |94.1| 0.6
| 336 941 ‘3, Personnel error 3A_ Inadequate work environment 9 (269
= ﬁ [1_Equipment problem ]lC, Software failure 105 1494 1771832 | 06
= E?};E |2. Procedure problem  [2B. Lack of procedure [ 72 [33.8] i o
v
- 04 0.5 6. Management problem |6B. Work organization 96 |45.1
= OpF |«  OpE 2. Procedure problem  |2A. Defective or inadequate procedure | 90 |42.3 | | 314 [146.3] 0.9
128 589 186 | [874 3. Personnel error 3B. Inattention to detail 128 [58.9
X 4. Design problem 4C. Dimensions related problems 72 | 5.8
bt} Iﬁl M lﬁl 5. Training deficiency 5A. No training provided 120 | 9.6
= OpG |» OpH [»  Opl ! ! ! 351 (35,1 1
192 154 105 ’W T‘ ’W 7. Supplier problem 7B. On-time delivery problem 105 | 6.3
. - l - 2. Procedure problem 2C. Error in equipment or mat. select. 54 132
i 1. E quipment problem 1C. Software failure 140 | 133
L 05 0.8 0.7 7. Supplier problem 7B. On time delivery problem 72 |684
= OpL | OpK |«| OpI 1. Equipment problem | 1E. Bad equipment work 140 1302 | 550|550 | 2
126 | |1159] |212 1972) [212| |2014] |6. Management problem |6D. Improper resource allocation 72 | 67
5 Training deficiency _ |3A. No training provided 126 |115.9
Figure 4.2. Swimline process for “Wind Power Generator A” in TOC
4.2.5 Comparison of KPIs in AHP
1 2 3 4 5 6 7 8 9
| L 1 I | 1 1 | |
QuatiyKPT [ [ [ [ [ [ T T TX] CostKPI
1 2 3 4 5 6 7 8 9
| | [ ] | [ ] ] [
CostKPI | | | | [ X ] | | | | Delivery KPI
1 2 3 4 5 6 7 8 9
| | [ | | I | | I
DeliveyKPL [ | [ | [ | [X] [ | QualityKPI

Figure 4.3. AHP assessment scale for Quality, Cost and Delivery KPI
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To identify which KPI is more important for “Wind Power Generator A”, the
AHP approach and Equation (1.2) should be applied. Figure 4.3 presents the scale
of the assessment and pairwise comparison of Quality, Cost and Delivery KPI with
respect to each other.

The result of the KPI comparison shows that the Quality KPI has a high score
(0,9), subsequently this KPI has higher priority for improvement than other factors.

Quality KPI=9 +7=(16/18) = 0,9
CostKPI =9 +5=(14/18) =0,8
Delivery KPI =5 +7=(12/18) =0,7

4.3 Actions in Analyse step

The results from the Measure step enables to create various charts and diagrams,
and perform the analysis of the data from FMEA, FCC and TOC phases.

4.3.1 Analyse in FMEA and FCC

Based on the calculated data in FMEA and FCC from the Measure step, various
charts are created that allow analyse these results. The Cost Weighted Chart for
CWEFRrPN and Pareto charts are built and compared.

Chart for CWEFRPN, CM0 and RPNReal creation: Figure 4.4 presents the Cost
Weighted Chart for RPNReal per operation from FMEA, for CWFrpN and Cym and
Co from FCC. This chart shows which operations have high RPNReal value
(quality), CWFrpN and Cmo (direct cost) impact on the final product (e.g., these are
operations “OpJ” and “OpK”). The chart shows that these operations are critical
from any point of view (quality and cost) and they have priority for improvement as
compared to other operations, for example, visually it can be noticed that the
operation “Opl” has low RPN value, material/component direct cost and low
CWFRPN. In other words, it does not have high impact on the quality and cost of the
final product.

350
300
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200

o
0

OpA, CpB C OpD OpE OpF opG OpH Opl Opl OpkK OpL
H Cost or Mate?ialanc?(%peratiopn [CMOf% IpRPNReaIil Per Opgration P ECWERPN Perr}Operatlpon

1

un

1

=1

L
=]

Figure 4.4. Chart for RPNReal, CMO and CWFRPN per operation
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Pareto chart creation for RPNReai: Based on the calculated RPNRreal values from
the FMEA, the Pareto chart per failure is created, which also shows in which
operation it happened. The chart presented in Figure 4.5 indicates the most critical
failures in the production process from the product quality point of view. Using this
chart, an engineer can define which failures should be eliminated or at least where
RPNReal values should be decreased in order to improve the PSPL that influences
the Quality KPI.

Cause and Effect 040,977 00%
o 3, 87% 0% _ "
90% 00, 83%
80% —g0s] 3% R
70% L 65%
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60% 508202 -
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Z 10% 3305 A
7270,
g 30% a0, “?Aj/
U
20% 14% 7
. 7%
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Figure 4.5. Pareto chart for RPNReal of failure per operation
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Figure 4.6. Pareto chart for CWFRPN of failure per operation

Pareto chart creation for CWFRrPN: Based on the calculated CWFRrpPN values
from the FCC, the Pareto chart for per failure is created, which also shows in which
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operation it happened (a similar RPNRrea! is presented in Figure 4.5). The chart
presented in Figure 4.6 indicates the most critical failures in the process from the
financial point of view. Using this chart, an engineer can define which failures
should be decreased or eliminated to improve the product CWFRrpn that influences
the Cost KPI.

Table 4.1. Summary of failure sequence from Pareto charts

Sequence | RPNReal per Operation CWFRrpN per Operation
1 (OpJ) 1C. Software failure (Op)) 1C. Software failure
(OpK) 1E. Bad equipment work | (OpK) 1E. Bad equipment work
3 (OpF) 3B. Inattention to detail (OpL) 5A. No training provided
. . (OpJ) 7B. On time delivery
4 (OpL) 5A. No training provided problem
. (OpK) 6D. Improper resource
5 (OpC) 1E. Bad equipment work allocation
6 (OpC) SE. Inadequate content (OpF) 3B. Inattention to detail
7 (OpG) 5A. No training provided | (OpD) IC. Software failure
8 (OpA) 7C. Defective material (OpE) 6B. Work organization
. (OpE) 2A. Defective or
9 (OpD) 1IC. Software failure inadequate procedure
10 (OpH) 7B. Time delivery error (OpD) 2B. Lack of procedure
(OpC) 3A. Inadequate work .
1 environment (OpC) 1E. Bad equipment work
12 (OpE) 6B. Work organization (OpC) 5E. Inadequate content
(OpE) 2A. Defective or . .
13 inadequate procedure (OpA) 7C. Defective material
.. . (OpC) 3A. Inadequate work
14 (OpB) 5A. No training provided environment
15 (OpB) 4A. Inadequate design (OpB) 5A. No training provided
16 (OpD) 2B. Lack of procedure (OpB) 4A. Inadequate design
(OpG) 4C. Dimensions related . .
17 problems (OpG) 5A. No training provided
(OpJ) 7B. On time delivery . .
18 problem (OpH) 7B. Time delivery error
(OpK) 6D. Improper resource | (OpG) 4C. Dimensions related
19 allocation problems
(Opl) 2C. Error in equipment or | (Opl) 2C. Error in equipment or
20 mat. select. mat. select.

Comparison of these two charts shows that the failures have different sequences.
For example, the sequence of failures in the Pareto chart for RPNreal in the FMEA
is different from the sequence of failures in the Pareto chart for CWFRrpN in the
FCC. Table 4.1 presents differences in failure sequence, which show that only the
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sequence of three failures remained unchanged (1, 2, 20), all other failures are in
different sequence. These are operations (“OpJ”, “OpK” and “Opl”) that have
been already mentioned in Figure 4.4. It shows that operations “OpJ” and “OpK”
are very critical from all quality and cost points of view and the operation “Opl”
has low importance. Based on these results, an engineer, for instance, can make a
decision that in the current process it is essential to improve first two operations that
influence PSPL and CWFrpN indicators and subsequently the Quality and Cost
KPIs.

4.3.2 Analyse in FMEA

By applying the RPNReal values from the FMEA, it can be observed that the
process variability of the component name, work centres, operations and failures are
identified by minimum and maximum RPNRrea! value per failure. In addition, an
average RPNRreal value per general production process is calculated. In this
computational experiment, an example for a general production system is presented
that has five different “Wind Power Generator” products (A, B, C, D, E) in the
production process. The analysis made for the component name, work centres,
operations, failure group and failure cause as presented in the figures below.

Component Name: The production process by the component name Generator
(Figure 4.7) is selected and sorted, which shows that it is used for the production of
five products (A, B, C, D, E). Also, this component is produced in the work centre
“W10” with operations “OpJ”, “OpK” and “OpL” with many failures. In addition,
it shows that the minimum RPNReal value is 45 points, maximum 160 points and
average 99 points.

Product Data Production Data Failure Classifier Failure Mode and Effect Analysis
o RPN
@ o g gl =
-] E 8 o (S| & =
gl S |2 2 = | 5 |8 E e | =
G| S = € 5 g Z |m| F Failure Group Failure Cause 7 9 a
z| 2 o o) 2 e E el = aQ = =
5| B | § 5 |82 8 | 2 |8 2 z | E| £
3| o g g = - T |8 ® 2 5 il @
S 8| 5 5 Blg 5| & (&2 | 8| & 2
=l & | & S a8 = | & |56 A T - £
oy 1l aa 1. Equipment problem 1C. Software failure 7 4 5 140
P | 7. Supplier/subcontractor problem 7B. On-time delivery problem 6 3 4 72
Al XYZ | 2001 | Generator | O] 1| W10 oK | 2| 04 1. Equipment problem 1E. Bad equipment work 7 5 4 140
P " | 6. Management problem 6D. Improper resource allocation 8 3 3 72
OpL | 3| 0,1 | 5. Training deficiency 5A. No training provided 7 6 3 126
oy 1l aa 6. Management problem 6D. Improper resource allocation [ 3 4 72
P i 1. Equipment problem 1D. Equipment failure 5 3 3 45
B| VWX | 2002 | Generator | O 1| W10 opk | 2| 04 5. Training deficiency 5E. Inadequate presentation or materials 6 5 4 120
P | 7. Supplier/subcontractor problem 7B. On-time delivery problem T 3 3 63
OpL | 3| 0.1 | 3 Personnel eror 3C. Violation of requirement or procedure 3 5 3 90
onl 1| 03 5. Training deficiency 5D. Insufficient refresher training 8 5 4 160
P | 7. Supplier/subcontractor problem 7C. Defective product or matenial 5 4 3 60
G| HIJ | 2003 | Generator | O] 1) W10 | o | 5| g4 1. Equipment problem 1D. Equipment failure 6 5 4 120
P *" | 4. Design problem 4C. Dimensions related problems 7 4 3 84
OpL | 3| 0,1 | 2. Procedure problem (Technology) 2A. Defective or inadequate procedure 6 5 4 120
onl 1| 03 2. Procedure problem (Technology) 2B. Lack of procedure [ 3 4 72
P i 1. Equipment problem 1D. Equipment failure 5 3 3 45
D| TUV | 2004 | Generator | 0| 1| W10 ok | 2| 04 5. Training 5E. presentation or materials 4 5 4 80
P “7 | 7. Supplier/subcontractor problem 7C. Defective product or material 6 3 3 54
OpL | 3| 0,1 | 3. Personnel error 3C. Violation of requirement or procedure [ 5 K] 90
onl |1 03 1. Equipment problem 1C. Software failure 8 5 4 160
P " | 7. Supplier/subcontractor problem 7B. On-time delivery problem 5 5 4 100
E| FGH | 2005 | Generator | O 1| W10 oK | 2| 04 3. Personnel error 3C. Violation of requirement or procedure 6 5 4 120
P +* |4 Design problem 4C. Dimensions related problems 7 4 5 140
OpL | 3| 0,1 | 2. Procedure problem (Technology) 2B. Lack of procedure 6 5 4 120
Minimum 45
160
Average 99

Figure 4.7. Process analysis per component
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Work Centre: The production process by the work centre “W01” (Figure 4.8) is
selected and sorted, which shows that it is used for the production of five products
(A, B, C, D, E). Also, this work centre produces Rotor with operations “OpA4”~ and
“OpB” with many failures. In addition, it shows that the minimum RPNRreal value is
60 points, maximum 175 points and average 110 points.

Figure 4.8. Process analysis per work centre

Operation: It is a selected and sorted
“OpD” (Figure 4.9) and it shows that it is used for production of five products (A,
B, C, D, E). Also, this operation is used for the production of Stator in the work
centre “W03” with many failures. In addition, it shows that the minimum RPNReal
value is 63 points, maximum 140 points and average 97 points.

Product Data Production Data Failure Classifier Failure Mode and Effect Analysis
v
. Y v 8 o RPN
B £ g o (8] =~
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=1 = = S|E| = g Iz ® T s 3 £
g B | § g B3 5| & (%28 3| 3| 3 =
T & [5] [5] alc| = (o3 [s]l(e) o o [=] &
OpA | 1| 0,3 | 7. Supplier/subcontractor problem 7C. Defective product or material 6 6 3 108
ABC | 1001 Rotor 1] 1| wo1 oes | 2| 05 4. Design problem 4A. Inadequate design 5 4 4 80
P " | 5. Training deficiency 5A. No training provided 7 4 3 84
OpA | 1| 0,4 | 3. Personnel error 3C. Violation of requirement or procedure 5 5 4 100
B| MNO | 1004 Roter 1| 1| wo1 oms | 2| 05 5. Training 5A_ No training provided 3 6 5 90
P i 1. Equipment problem 1C. Software failure [} 4 3 72
OpA | 1| 0,4 | 1. Equipment problem 1B. Defective or failed material 7 5 4 140
C| YZA [ 1007 Rotor 1 1 wo1t oo | 2| 05 4. Design problem 4A. Inadequate design 5 7 5 175
P " | 2. Procedure problem 2D. Error in tool or cutting data selection 8 5 4 160
OpA | 1] 04 | 4 Design problem 4B. Drawing, or data errors 5 4 3 60
D| KLM | 1010 Rotor 1| 1| wo1 oee | 2| 05 5. Training deficiency 5A. No training provided 3 6 5 90
P ’ 1. Equipment problem 1E. Bad equipment work 5 4 3 60
OpA | 1| 0,4 | 3. Personnel error 3A. Inadequate work environment 7 5 4 140
E| WXY | 1013 Rotor 1| 1| wo1 oes | 2| 05 4. Design problem 4B. Drawing, specification, or data errors 5 6 5 150
& " | 2. Procedure problem 2D. Error in tool or cutting data selection 7 5 4 140
Minimum 60
Maximum 175
Average 110

production process by the operation

Figure 4.9. Process analysis per operation
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2. Procedure problem (Technology) 2B. Lack of procedure 8 3 3 72
2. Procedure problem (Technology) 2A Defective or inadeguate procedure [} 4 3 72
B| PQR [ 1005 Stator 1( 1| W03 (OpD | 1| 06

3. Personnel error 3A. Inadequate work environment 7 3 3 63
ol seo | 1008 Stator 1] 1| wos | opp | 1] 06 7. Supplier/subcontractor problem 7A. Communication problems 6 5 4 120
4. Design problem 4B. Drawing, specification, or data errors 7 4 5 140
7. Supplier/subcontractor problem 7A. Communication problems 6 4 3 72

D| NOP | 1011 | Stator | 1[1| wo3 |opD | 1] 06 L2 E . &
3. Personnel error 3B. Inattention to detail 7 3 3 63
7. Supplier/subcontractor problem 7A. Communication problems 6 5 4 120
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140
Average 97

Failure Group: 1t is a selected and sorted production process by the failure
group “Management problem”, and Figure 4.10 shows that it is happening for
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production of five products (A, B, C, D, E). Also, this failure group occurs during
the production of Stator, Rotor, Frame and Generator and in various operations. In
addition, it shows that the minimum RPNReal value is 54 points, maximum 120
points and average 92 points.

Product Data Production Data Failure Classifier Failure Mode and Effect Analysis
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Figure 4.10. Process analysis per failure group

Failure Cause: 1t is a selected and sorted production process at the failure cause
“Violation of requirement or procedure” (Figure 4.11), which shows that it is
happening in the production of four products (B, C, D, E). Also, this failure cause
occurs during the production of Rotor and Generator in various operations. In
addition, it shows that the minimum RPNRrea value is 90 points, maximum 150
points and average 110 points.

Product Data Production Data Failure Classifier Failure Mode and Effect Analysis
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Average 110

Figure 4.11. Process analysis per failure cause

Every production process may consist of many different operations, which
operate in a specified order; moreover, these operations can be reused in the same
production process. In addition, some specified operation may have different or
even the same failure cause and the same or different RPNReal value in the same
production process and/or in a general production system. In other words, there are
many options. This kind of process analysis allows better understanding of which
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work centres, operations and failures are critical for the general production system.
An engineer can identify the worst failures with high RPNReal value and improve or
eliminate them. Similar analysis can be done not only for a general production
system, but also for some specified product type.

4.3.3 Analyse in FCC

After calculating CWFrpn for both BOM levels (Connected Stator and Balanced
Rotor) in the Measure step, the following summary can be made using the data from
Figure 4.12. The CWFrpn value for Connected Stator is higher than the CWFrpN
value for Balanced Rotor, despite the fact that the Balanced Rotor has more failures
and higher RPNReal value per BOM level in FMEA than the Connected Stator. It
means that the improvements should be made on the Connected Stator that has high
financial impact on the final product.

Exception: In real life, the CWFrPN may have special exception. For example,
the direct cost of Rotor Plates (Figure 4.1) is 10% from the Assembled Generator
and this component does not influence the entire product quality, e.g., the defected
Rotor Plates could be demounted from the design point of view; in this case, it does
not have high financial impact on the final product. Another example, if a
component can influence the entire product quality, e.g., the scrap component could
not be demounted from the final product, from the design point of view, as this may
result in entire product scrap. Here are Stator Coils that have high financial impact
on the overall product. The total direct cost of this component is 10% from the
Assembled Generator cost, but in case it has some undetected failures during the
production process, it can cause the burning of the entire product (for instance, on
the customer site) — loss of 100% of Assembled Generator. In this case, engineers
should pay their attention to the process improvement for this important component.

4.3.4 Analyse in TOC

Using data from Figure 4.12, a Swimline diagram with the data from the PR card
(work centre, operation name and time), FC (failures), FMEA (RPNReal values) and
FCC (CWFrpN values) was created.

In this computational experiment, the PC is an assembly department (W10) that
causes product TH restriction. Figure 4.12 allows to understand visually which
failures are necessary to improve (decrease RPNreal values of failures) or eliminate
to decrease the operations CT and increase the product 7H to improve the product
Delivery KPI. Table 4.2 shows the list of failures and their RPNRreal values that
cause the TH. For example, the worst failure groups are “I. Equipment problem”
and “5. Training deficiency”. In order to decrease the operations CT and increase
the product TH of the work centre (W10), it is necessary to improve or eliminate
three first failures because their RPNreal values are high (140 points). These failures
influence the production process delay (very frequent corrections and idle time) that
consequently increases the operations C7 and decreases the product 7H.

After the failures are improved or eliminated and the PC elevated in the work
centre (W10), the PC can move to another work centre, for example, to the work
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centre (W05). The same improvement (C7 reduction by eliminating failures) should
be repeated until the next constraint is elevated.

Table 4.2. List of failures in the assembly department for improvement

Failure Group Failure Cause S | O | D | RPNReal
1. Equipment problem 1C. Software failure 71415 140
1. Equipment problem 1E. Bad equipment work 7151 4 140
5. Training deficiency 5A. No training provided 71613 126
7. Supplier / 7B. On time delivery

. 6 |34 72
subcontracting problem | problem
6. Management problem 6D. .Improper fesouree e 131 3 72

allocation

4.4 Actions in Improve step

After performing comparative analysis of the KPIs using the AHP approach, it is
revealed that the most important KPI is the Quality, but in this section examples of
the corrective actions for Cost and Delivery KPIs will be presented as well.

Based on the results from the first three steps, an engineer can develop an
improvement program that enables to decrease production process variability and
number of failures. Below examples of corrective actions for every KPI are given.

To improve the Quality KPI, it is first necessary to determine on what PSPL
process it operates and which failures are most harmful to the production process
(using RPNReal values), i.e., to determine which failures have a negative impact on
the quality of the semi-products as well as on the final product. To do this, it is
necessary to build the Pareto chart presented in Figure 4.5. This chart shows the
most harmful failures (according to the Pareto law 80/20): “(OpJ) IC. Software
failure”, “(OpK) IE. Bad equipment work” and “(OpF) 3B. Inattention to detail”.
These failures are related to the “Equipment problem” and “Personnel error”
failure group. From here it can be summarized that in order to reduce the RPNReal
values of these failures or eliminate them completely and increase PSPL that
influences the Quality KPI, it is necessary to take corrective actions. For example,
provide employee required training how to operate a machine, create a simple and
clear instruction guide and during the training period provide an experienced
operator as the mentor who can help acquire needed experience.

The same approach should be carried out for the Cost KPI. It is necessary to
determine which failures are most harmful in the production process from the
financial point of view (using CWFRrpn values). The Pareto chart presented in
Figure 4.6 shows the most harmful failures: “(OpJ) 1C. Software failure”, “(OpK)
1E. Bad equipment work” and “(OpL) 54. No training provided”. These failures
are related to the “Equipment problem” and “Training deficiency” failure group.
As in the previous case, in order to improve the Cost KPI, it is first necessary to
reduce the RPNReal values of the failures that influence the high CWFrpy values or
eliminate them completely. In that case, as in the previous example, employee
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training should be provided how to operate a machine, create a simple and clear
instruction guide and provide a mentor who can help acquire needed experience
during the training period.

From the two examples above, it can be summarized that the cause of poor
product quality and financial losses is the lack of operator knowledge and
experience. In that case, in order to increase these KPIs, company management
should provide required training to the operators to increase their competence.

To improve the product Delivery KPI, a very similar approach should be used. A
Swimline diagram created with the required data in Figure 4.12 shows the most
harmful failures presented in Table 4.2. This table reveals that there are three
failures with a high RPNreal value that are related to “/C. Software failure” and
“1E. Bad equipment work” that both are related to “1. Equipment problem” failure
group and “5A4. No training provided” that is related to “5. Training deficiency”
failure group. These two failures delay the production process (frequent problem
corrections, scrap rework, idle time etc.) that increases the process C7 and
decreases the product TH. In addition, the repeat problem with equipment causes
the company fine (penalty) for the product delayed delivery every month in amount
of 10 000€ (120 000€ per year). In order to improve product delivery on-time, it is
necessary to increase product TH that can be done by replacing old equipment by
new one. This solution requires investment into new equipment but at the same time
facilitates company to decrease the process CT, increase the product 7H and satisfy
the customer by releasing needed quantities of products on-time.

The price of new equipment is equal to 360 000€. As this is the investment
(overhead cost), the cost of new equipment pay off or break-even point can be
calculated in the following way (360 000 / (12 x 10 000) = 3 years). Thus, the
company investment into the new equipment begins to make a profit in just three
years. But from the author’s point of view, it is more important to have a satisfied
customer, as the satisfied customer is willing to make repeat orders, which is very
important for the company stability, wellbeing and financial revenue.

When the needed corrective actions are implemented, the “mini DMAIC
process” should be carried out until the process in the work centre — W10 becomes
stable. After improvement of the process, the constraint can move to another work
centre, for example, to the work centre — WO05. Then, the same procedure (CT
reduction by eliminating failures and applying corrective actions) should be
repeated until the constraint is elevated.

The overall result of the previous paragraph shows that in all cases mainly the
same failures related to the “I. Equipment problem” failure group. If in the first
two cases, the failures affect the quality and direct cost of the product and it can be
solved by increasing the competence of the operators, then in the last case, the same
failures which affect the product TH can be solved with the acquisition of new
equipment. In this computational experiment, it is decided that by combining the
two types of solutions into one common, i.e. acquire new equipment and provide
training to the operators, this will improve the quality, direct cost and the delivery
of the product.
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4.5 Actions in Control step

The goal of the Control step is to document and sustain the corrective actions
made and monitor the implemented solution in the daily production process. The
improvements should be checked by applying the “mini DMAIC” process and
continuous improvements for the process must be made. If the implemented
corrective actions satisfy, then continuous improvement for other problem
processes should be proceeded.

4.5.1 Validation of the improvements

When the corrective actions were applied (new equipment purchased and
necessary training provided), based on the charts below, the following conclusions
can be drawn. The failures that had high RPNrea! values earlier have low values
now. These values influence the PSPL KPI that shows the level of product quality
(2,90), CWFrpn KPI that shows financial impact of a failure on the final product,
and the TH KPI that affects product delivery. The Data Mart report presented in
Figure 4.17 shows the improvements (highlighted by yellow).

Comparing the chart from Figure 4.4 and the new chart from Figure 4.13, it is
revealed that after improvement of selected failures, the operations “OpF”, “OpJ”,
“OpK” and “OpL” have less impact on the Quality and the Cost KPI. This chart
also shows that, for example, the next improvement can be made for the operation
“OpC” that has high impact on the product Quality and the Cost KPlIs.

350
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i||| IIII_i-n_Im_I II"I"II

OphA OpB OopC OpD OpE OpF OpG OpH Opl OpkK OpL
M Cost Of Material and Operation (CMO) %  ERPNReal Per Operat|0n E CWFRPN Per Operation

un
[=]

Figure 4.13. Chart for RPNReal, CMO and CWFRPN per operation

Comparing the Pareto chart in Figure 4.5 and the new Pareto chart in Figure
4.14, it can be summarized that the sequence of the failures after improvement is
changed. The new chart in Figure 4.14 indicates the most critical failures in the
production process from the product quality point of view. Using this chart, an
engineer can define which failures are necessary to eliminate to increase the PSPL
KPIL
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Figure 4.14. Pareto chart for the RPNReal of failure per operation

Comparing the Pareto chart in Figure 4.6 and the new Pareto chart in Figure
4.15, it can be summarized that the sequence of the failures after improvement is
changed. The new chart presented in Figure 4.15 indicates the most critical failures
in the process from the finance point of view. Using this chart, an engineer can
define which failures are necessary to eliminate to improve the CWFrprN KPL.

970498%99% 100%

Cause and Effect a4 6% 0

Failure in Operation

Figure 4.15. Pareto chart for the CWFRPN of failure per operation
The Swimline diagram in Figure 4.16 shows the failures, operations and work

centres (highlighted by red) where improvements were made. The purpose of the
improvements was to decrease operations C7T in the work centre (W10) by

71



eliminating the RPNReal values of failures (new equipment and training to the
operator). After the process constraint was eliminated, the process became stable
and reliable, the operation CT was decreased and the product TH of the assembly
department (W10) was increased. The TH can be re-calculated using Equation (1.1);
the result is: Throughput of 6,7 units as compared to the previous 5 units.

TH = s ~ 6,7
RPN |CFW/[Cyele
Ral | RPN |Time
L 0. 05 7. Supplier problem 7C. Defective material 108 | 28,1
; OpA OpB 4. Design problem 4A_ Inadequate design 80 [20.8 2721707 | 0.9
108 28.1 164 | |426 5. Training deficiency  |5A. No training provided 84 218
R [0.6 ] 1. Equipment problem 1E. Bad equipment work 120 |33.6
; OpC 5. Training deficiency 5E. Inadequate content 120 |33.6 336 |94.1| 0.6
| 336 941 3. Personnel error 3A_ Inadequate work environment 9 (269
= ﬁmOpD ‘], E quipment problem IIC, Software failure 105 |49.4 1771832 06
= 177 232 [2. Procedure problem | 2B. Lack of procedure [ 72 133.3] - &
v
- 04 0.5 6. Management problem |6B. Work organization 96 |45.1 |
g OpF | OpE 2. Procedure problem 2A_Defective or inadequate procedure | 90 [423| | 240 (115.2) 0.9
54 248 186 874 3. Personnel error 3B. Inattention to detail 54 |248
v 4. Design problem 4C. Dimensions related problems 72 [58
ke l(‘)’,ﬁ%l |, %’ Lyl l%l 5. Training deficiency 5A. No training provided 120 | 9.6 351 (351 1
= —‘ l—| ’— _l ’— 7. Supplier problem 7B. On-time delivery problem 105 | 6.3 :
L3 L 105 £ = ‘ B 2. Procedure problem 2C. Error in equipment or mat. select. 54 |32
i 1. E quipment problem 1C. Software failure 10 | 9.5
L 0,5 0,5 0,5 7. Supplier problem 7B. On time delivery problem 72 6&4]
E OpL OpK | Opl 1. Equipment problem  [1E. Bad equipment work 30 |27.9] | 229|229 [BIES
45 414 102 949 82 77.9| |6. Management problem |6D. Improper resource allocation 72 | 67 |
5. Training deficiency SA. No training provided 45 (414

Figure 4.16. Improved Process Constraint in TOC

4.5.2 KPIs re-calculation

When the improvements for the production process KPIs (PSPL, CWFrpN and
TH), which influence the Quality, Cost and Delivery KPIs are made, they should be
re-calculated in the following way.

Company received 10 units, the order has 1 defect unit. The Quality KPI for
this order is 90%. Calculation: (9/10 = 90%).

Customer ordered 10 units, the order has a requested release date of November
1. The company delivered 9 units on time, the remaining 1 unit on November 5.
The Delivery KPI for this order is 90%. Calculation: (9/10 = 90%).

The Cost KPI is improved indirectly by improving the reliability of the
production processes. The more reliable the production process, the less scrap
rework is needed because of additional cost expenditures and the less idle time that
influences the product delivery on time in case company delivers product not on
time, it has to pay penalties. As a result, the less extra expenditures (scrap rework,
idle time, etc.), the more the company saves financially.
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CONCLUSIONS

In order to fulfil the research objective, four main tasks were implemented.

1. The new dynamic management framework for continuous improvement
of the production process was developed. This framework enables to improve
process Key Performance Indicators (KPIs), such as Process/Product Sigma
Performance Level (PSPL), Cost Weighted Factor for RPN (CWFrpN) and
Throughput (7H) that influence the product Quality, Cost and Delivery KPIs.

2. The framework was integrated into five steps of Six Sigma DMAIC
(Define, Measure, Analyse, Improve, Control) methodology. The basic focus of
this research is on the Measure and Analyse step. The main target of this framework
is to improve the production process by decreasing the number of defects/failures in
the process, thus decreasing their real Risk Priority Number (RPNReal) value that
increases production process KPIs.

In the Define step, the problem and main KPIs were identified and evaluated.

In the Measure step, different phases were considered: the modified Failure
Classifier (FC), Failure Mode and Effect Analysis (FMEA), Failure Cost
Calculation (FCC), Theory Of Constraints (TOC), and Analytic Hierarchy Process
(AHP).
¢ In the FC phase, the types of failures for each operation were assigned. Further,

this became the basis for the next steps and phases of the research.

o In the FMEA phase, the weight of each failure was assessed, measured in FC, by
Severity, Occurrence and Detection rating and then the RPNReal value was
calculated. In addition, based on the FMEA results, the PSPL was calculated that
indicates the general level of the process/product quality.

e In the FCC phase, the direct costs of the components and BOM levels were
calculated using the RPNReal values from the FMEA and the financial impact of
failure (CWFRrpPN) on the final product that allows monitoring the product direct
cost.

e In the TOC phase, the operation Cycle Time (CT) was calculated that enables
identification of the Process Constraint (PC) of the process. Further, this PC was
elevated by reducing the RPNRreal values or the number of failures in the process
that in turn allowed to decrease the operation C7T and increase the product
throughput TH.

e Using the AHP approach, product KPIs were compared and those most
important for improvement were identified.

In the Analyse step, based on the results from the Measure step, various charts
and diagrams were built. Introduction of a new analysis method in which various
charts/diagrams are compared and analysed facilitated identification of which
failures should be improved or eliminated to increase the level of specified KPI for
the specified process and product. The results revealed the most critical failures in
the process from the product quality, cost and delivery point of view. Based on
these results and AHP comparison, an engineer can make decisions about the
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failures to be improved for a particular KPI and for some specified product type or

for the general production system.

o In the FMEA phase, using the RPNreal values, the variability of the process by
failures, operations, work centres and BOM level was observed and the Pareto
chart was created and analysed.

e In the FCC phase, using the CWFrpN values, the Pareto chart was created that
allowed analysis of failures from the financial point of view.

e In addition, using RPNReal value from FMEA, CWFrpen and Cost of Material and
Operation (Cmo) from FCC, the chart was created that visually indicated which
operations have worst impact on the final product from the quality and direct
cost point of view.

e In the TOC phase, a Swimline diagram with the presented data from FC
(failures), FMEA (RPNreal value) and FCC (CWFRreN value) was created. This
diagram allowed visual understanding of which failures with RPNReal values
should be improved or eliminated to decrease the operation CT and increase
product 7H.

The first three steps of the DMAIC process (Define, Measure, Analyse)
characterize the nature of the problem to be solved. When these steps were
completed, the problems and their root causes were known. Further, based on these
steps, the Improve and Control steps were applied where appropriate changes in the
manufacturing process were implemented and sustained.

3. The new Data Mart was developed for the presented framework and
applied into the Information System (IS) environment. This Data Mart plays the
role of a “dashboard” that allows a decision maker’s quick access to the required
data, creating various reports and charts for analysis, monitoring production
processes (e.g., based on the data for the previous day) that indicate which failures
should be improved to increase the specific KPI.

4. The presented new framework was checked in a computational
experiment with the real data from production floor. In order to improve the
process KPIs, it is necessary to strive to eliminate failures or decrease RPNReal
values. The smaller the number of failures and/or their RPNreal value, the higher are
the process and product KPIs, customer satisfaction and company revenue.

Scientific novelty of the research

The novelty of this research is the dynamic management framework for
continuous improvement of the production process that enables improvement of
product Quality, Cost and Delivery based on the priorities of the decision maker.

This framework was applied into the Data Mart and IS environment that enables the

following actions to be performed:

e Assessment and monitoring of the production process KPIs (PSPL, CWFRPN
and TH) (based on data for the last day) using the data from FMEA, FCC and
Swimline process that influence product KPIs (Quality, Cost and Delivery);

e Process KPIs show the following: PSPL — level of process/product quality;
CWFRrpN — failure weight from the financial point of view; TH — allows to
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identify PC and elevate it by eliminating failures and decreasing CT of
operations;

o Identification of failures that are worst in the process from the product KPIs
point of view;

e Determination of priorities for improvement of product KPIs (Quality, Cost or
Delivery) from the company and/or customer point of view using the AHP
approach.

Future work

Marina Kostina’s work (Kostina, 2012) has presented an approach that enables
to improve the reliability of production processes using Bayesian Believe Networks
(BBN) (O'Hagan, 1994; Heckerman, 1998; Neapolitan, 2003; Shevtshenko and
Wang, 2009), e.g. to identify what the probability of scrap of the final product is
after applying corrective actions for the specific failure. Figure B (section 1) shows
the basic steps of this approach. In this thesis, for probability calculation, BBN
software GeNle was used with the RPNreal values from FMEA and failures from
FC that allowed calculation of the Probability of Scrap.

The current work (section 2) and Kostina’s PhD work (section 1) and possibly
other studies can be the basis for the future work using BBN. For instance, the
approach of Kostina can be applied to calculate the Cost Weighted Probability of
Final Product Failure using the CWFrpN from FCC and failures from FC. Such
approach enables to identify what the probability of improvement or deterioration
of product Quality or Cost is after the corrective actions are applied. Also, by
identifying PC in TOC, an engineer can see which failures influence the TH. Then,
by applying corrective actions to the specified failure, an engineer can compare how
the corrective action can influence the probability of the product Quality and Cost
(dashed arrow). Therefore, a decision can be made which is more important Quality
or Cost at improved Delivery or maybe there is no reason to improve Delivery as
the product Quality and Cost are more important for a customer. Figure B shows
future work in section 3.

In addition, one of the most important goals of the future work is to create
software for the above described framework. This kind of software will allow the
production engineers select quickly, efficiently and with high precision the worst
failures which influence the process and product KPIs and then improve them.
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Figure B. Basic steps of the fulfilled, current and future work
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ABSTRACT

Dynamic Management Framework for Continuous Improvement of
Production Processes

To be competitive and successful on the market place today and satisfy
customers, companies have to make strenuous efforts, for example, to improve
various Key Performance Indicators (KPIs). However, the most widely spread
problem faced by many manufacturing companies is that companies know the
problems they have, for instance, unreliable production processes, poor product
quality, financial losses, delay in product delivery, but frequently, they are unaware
of the root causes of these problems. To solve these problems, companies are trying
to implement various quality improvement programs, tools and methodologies. In
many cases, these measures are used quite successfully to attain the goals
appointed, but at the same time, they are working separately from each other and as
a result, are not effective and consolidated enough.

Therefore, in this research a framework that integrates various quality
improvement tools and methodologies has been created. This framework enables
continuous enhancement of the reliability of a production process that influences
the improvement of product quality, cost and delivery, with lower expenditures by
collecting production data (problems, failures) about production processes. Further,
these data help to define the most critical operations in the process and improve
them. As a result, the process variability is reduced and process reliability is
increased, which in turn decreases product scrap and rework. A reliable production
process can save resources (labour, time, money), consequently can provide better
product quality, save money and reduce delivery time, which improves company
revenue and customer satisfaction.

Finally, the presented new framework will be adapted into the database — Data
Mart, which will play the role of a “dashboard” which allows monitoring
production processes (collect data about production problems, failures), measuring
and analysis (based on various charts) based on data for the previous day. In
addition, the new Data Mart will be applied into the Information Systems (IS)
environment with various tools (Product Data Management (PDM), Extract
Transfer Load (ETL), Enterprise Resource Planning (ERP) system) that enable us to
process different data from one system to another and derive new knowledge useful
for business processes management, decision making and customer satisfaction.

By integrating various quality improvement tools and methodologies with
Information Technologies (IT) and IS tools, it will hold a vital and successful role
in company’s business. This kind of integration helps businesses improve the
efficiency and effectiveness of their production and business processes, production
team support and collaboration and managerial decision-making, for example,
which KPI is more important for a product, a company and a customer. This new
framework strengthens company competitive positions, enables the company to be
more adaptable to the rapidly changing marketplace and increase financial revenue.
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KOKKUVOTE

Tootmisprotsesside pideva parenduse diinaamiline juhtimisraamistik

Konkurentsivdoime ja edu ning klientide rahulolu tagamiseks tédnapéevasel turul
peavad firmad tugevasti pingutama. Naiteks peavad nad parandama oma
pOhitegevuse tulemusnéitajaid. Samal ajal paljud tootmisfirmad tunnistavad, et nad
on teadlikud oma probleemidest, nditeks et tootmisprotsess on madala
tookindlusega, toode on madala kvaliteediga, esineb finantskadusid, venitusi kauba
tarnimisel jne. Sageli aga nad ei mdista nende probleemide tekke pdhiallikaid.
Nende probleemide lahendamiseks piitiavad firmad rakendada mitmesuguseid
kvaliteedi kindlustamise programme, instrumente ja metodoloogiaid. Paljudel
juhtudel saab neid edukalt kasutada seatud eesmérkide saavutamiseks. Samal ajal
aga rakendatakse neid eraldi, mis ei voOimalda saavutada efektiivseid ja
kontsentreeritud tulemusi.

Selletottu on antud uurimuses loodud raamistik, mis integreerib mitmesugused
kvaliteedi kindlustamise vahendid ja metodoloogiad. Nimetatud raamistik
voimaldab jarjepidevalt parandada tootmisprotsessi usaldusvéérsust, mis mojutab
toote kvaliteedi, hinna ja tarne parandamist madalamate kulutustega, kasutades
selleks tootmisandmete kogumist tootmisprotsessist (probleemid, torked). Need
andmed aitavad defineerida ja parandada protsessi koige kriitilisemaid
operatsioone. Tootmisprotsesside tdiustamine vihendab protsesside varieerumist ja
suurendab protsesside tookindlust, mis omakorda vdhendab jddtmeid ja uustootluse
vajadust. Tookindel tootmisprotsess vOib sddsta ressursse (t00d, aega, raha), seega
voimaldab paremat tootekvaliteeti, raha sddstmist ja tarneaja lithendamist, mis
parandab firma sissetulekuid ja kliendi rahulolu.

Kokkuvoéttes, esitatud uus raamistik on kohandatud vastavaks Data Mat
andmebaasile, mis méngib nn armatuurlaua osa, véimaldades tootmisprotsesside
jalgimist (andmete kogumist tootmisprotsessi probleemide ja torgete kohta), neid
modta ja analiiiisida (erinevate skeemide alusel) eelmise pdeva andmete pohjal.
Lisaks rakendatakse uut Data Mart’i informatsioonisiisteemide (IS) keskkonnas
koos mitmesuguste instrumentidega (Product Data Management (PDM), Extract
Transfer Load (ETL), Enterprise Resource Planning (ERP) siisteemidega), mis
voimaldab erinevaid andmeid iihes siisteemis tdddelda ja saada uusi teadmisi, mida
saab kasutada é&riprotsesside juhtimisel, otsuste tegemisel ja kliendi rahulolu
kindlustamisel.

Erinevate kvaliteedi kindlustamise vahendite ja metodoloogiate integreerimine
infotehnoloogias (IT) ja infosilisteemides (IS) tdidab olulist rolli firma edukas
aritegevuses. Selline integratsioon aitab parandada &dritegevuse efektiivsust ning
tootmis- ja driprotsesside tShusust, meeskondade toetust ja koostdod, samuti otsuste
tegemist juhtkonna tasandil; néditeks missugused vOtmetulemusniitajad on
tdhtsamad toote, firma ja kliendi puhul. See uus raamistik tugevdab firma
konkurentsipositsiooni ja vOimaldab paremini adapteeruda kiiresti muutuva turu
tingimustes ja suurendada sissetulekuid.
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