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Abstract

During the last years, the sophistication and complexity of cyber threats have been gaining

the capability of bypassing traditional monitoring solutions and compromising enterprise

systems silently. The result is that traditional network security solutions cannot detect and

prevent these types of threats. Hence, there is growing interest in building tools relying

on machine learning techniques to detect abnormal network traffic. This research will

present a novel method that uses the Prophet forecasting algorithm on NetFlow data to

detect abnormal network traffic. The proposed method managed to achieve a classifica-

tion error of 0.0107 and an accuracy of 0.99 in the detection of anomalies.

This thesis is written in English and is 65 pages long, including 8 chapters, 38 figures and

2 tables.
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1 Introduction

The following study focuses on the problem of detecting abnormal behaviour in the net-

work traffic from the NetFlow data. A network anomaly can have many causes. For ex-

ample, anomalies could result from port scans, DoS and DDoS attacks, faulty hardware,

or some misconfigurations. The problem is of significant importance for cybersecurity

experts dealing with the setup of network monitoring systems.

To understand the importance of the problem, one should consider that in 2022 new

types of threats are built with the capability of bypassing traditional monitoring solutions

and silently compromising enterprise systems [1]. The result is that the traditional net-

work perimeter and signature-based security solutions might not be enough to protect

enterprise systems from these new types of cyber threats because of the fact that attackers

have tools that are able to bypass these types of security solutions [1]. The result is that

increasingly more tools try to detect intruders by analyzing the network traffic behaviour

to identify anomalies and generate alerts on their occurrence. There are already some

commercial tools available that use this approach to detect intrusions. For example, the

NetFlow Traffic Analyzer commercialised by SolarWinds [2] allows configuring different

types of alerts by using some thresholds on the NetFlow traffic characteristics, like input

or output traffic. However, the process of manually setting alerts can become a bit error-

prone when managing large environments. The result is that the tool will generate many

false positives and becomes difficult to scale.

For these kinds of reasons, it can become convenient to use artificial intelligence and

machine learning methods. The idea is that a machine learning model is able to extract

the network traffic behaviour and its pattern to create some baseline. When there is some

traffic that does not conform to these patterns, the model will identify it as an anomaly

and will generate an alert.

However, these types of security solutions are not meant to be a substitute for the

traditional security solutions described before, but a better performance can be achieved

when combining both security tools [1].

1.1 Scope and Goal

The main goal of this research is answering to the following question: does the Prophet

forecasting model can be used to detect network traffic anomalies in the NetFlow data?
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The Prophet forecasting model is a time-series model, which will be introduced in a more

detailed way in Section 2. The result of this research will be a prototype of a tool that au-

tomatically detects some traffic anomalies on the time series generated from the NetFlow

data. However, since it is a prototype, it is not a tool that is ready and meant to be used

in a real production environment since it has some limitations which will be covered in

more detail in Section 8.

1.2 Assumptions

The main assumption is that the network data on which the model will be tested comes

from a real-world infrastructure. The infrastructure used is one of the data centres of

the company where I work. Hence, this process might introduce some biases since the

network traffic highly depends on the type of service deployed in the data centre and on

their load during the collection of the data. However, I do not have many other means

available to obtain the data needed to test the proposed solution.

The other element to consider is that the performance of the implementation of the

solution depends on the traffic volume where it has been tested. Hence, there is no guar-

antee that the implementation will work in other production environments, and it will be

able to handle their traffic volume since it has not been tested in different environments.

However, the idea of this study is to present a framework, so the developed tool is just a

prototype that should be extended before being used in real production environments.

1.3 Ethical Considerations

The main ethical concern comes from the fact that the implementation has been done

on the infrastructure provided by the company where I am currently employed. Hence, it

would be unethical from my side to share all the implementation details, all the exact con-

figuration lines used to set up the NetFlow collection and the exact network architecture

of the environment used to collect data. However, I will try to provide this information

at a higher level during the study. For instance, there will be no explicit code during the

presentation of this study, but it will be substituted by pseudocode. Also, I will report

only the most important configuration lines and the network diagrams will not contain all

the details.
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1.4 Novelty

The main novelty of this study consists of the use of the Prophet forecasting algorithm to

detect anomalies in the network traffic by using NetFlow data. In fact, as the literature

in Section 2 will show, there are already existing studies using time series forecasting

techniques on NetFlow data to detect network anomalies. While most of the literature

focuses on using techniques such as Holt-Winters, there is no literature regarding the use

of the Prophet forecasting algorithm on NetFlow data yet.

Another small novelty is that the proposed framework will try to separate and build

a distinct time series for each of the services which generated the network traffic. The

service identification will be made through the use of layer 4 protocol number and port

number for UDP and TCP. The main reason is that this method allows some better visibil-

ity of which service is the cause of the anomaly. It is considered a lesser novelty because

the literature does not make this separation but builds a single time series from all the

NetFlow data collected.

1.5 Research Methods

The research will use quasi-experimental methods since the data used to build the pro-

posed data will not be artificially generated but will be collected from a real-world envi-

ronment. Hence, it is not possible to create a truly experimental setup since this process

will not give any control over the type and volume of traffic, which might introduce some

biases, as already discussed in Subsection 1.2.

In order to validate the proposed strategy, the study will provide some details for the

implementation of the presented framework. The proposed implementation will be tested

on two weeks of data to assess its performance.

The performance will be assessed by first computing the number of true/false positives

and true/false negatives. Then, these numbers will be used to compute the actual accuracy

and error rate for the implementation of the model over the two weeks of data used for

testing. Section 7 will try to provide more details about the results and the methods used

to validate the proposed method to detect anomalous network traffic.

14



1.6 Structure of this Report

Section 2 will try to provide an introduction of the concepts required to understand the

methods used in the rest of the work. Section 3 will try to present the environment setup

to collect the raw NetFlow data and turn it into the time-series data. Section 4 will try

to collect some insight into the time series generated with the techniques described in

Section 3 through some data visualization. Section 5 will try to provide some model visu-

alisations used during the development process to make some decisions easier. Section 6

will try to provide some details about the implementation of the prototype of the alerting

system. Section 7 will try to give an evaluation of the model presented throughout the

whole study. Finally, Section 8 concludes the report.
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2 Background

This section gives an introduction to the background concepts needed for the understand-

ing of the methods used in the rest of the work. It gives an introduction to the NetFlow

protocol and its uses. Then, there is a discussion of the approaches that other related

works use to solve the same problem. Finally, it gives an introduction to the Prophet

forecasting model, which is the model used to detect anomalies from the NetFlow data.

2.1 The NetFlow Protocol

One of the first concepts to introduce is the features of the NetFlow protocol. The NetFlow

protocol can be used to provide several services, such as accounting, usage-based network

billing, network planning, network security analysis, and traffic engineering [3, 4]. The

following study [5] analyses and provides a critique of some of the most common us-

ages of better known flow protocols, including the NetFlow protocol. One of the usages

analysed in [5] is network anomaly detection, also known as anomaly-based IDS. Net-

work anomaly detection consists of finding patterns in the network traffic that are not

expected user’s behavior [5]. This work will focus on using the NetFlow for anomaly-

based IDS [5].

The two main components of NetFlow are flow caching and the NetFlow reporting

collection [4]. The flow caching is responsible for the analysis and the collection of the

IP data flows from the networking device and prepares them for export [4]. The NetFlow

reporting collection is responsible for the aggregation of the data exported from the net-

working devices based on customer-defined policies [4]. From the NetFlow packet format

defined in the RFC 3954 [6] and the Cisco documentation [7], it is possible to understand

the data sent from the NetFlow protocol. The most important data exported consists of

the source IP address, the source port, the destination IP address, the destination port, the

transport protocol, and the number of bytes.

Then, it is important to understand how to deploy a NetFlow monitoring system. The

following study [8] gives an in-depth analysis of all stages needed for the setup of a flow

monitoring system. According to [8], the main steps needed to set up a flow monitoring

system are the following:

1. Packet Observation. The stage in which the packets are captured [8].

2. Flow Metering & Export. The stage in which the packets are aggregated into flows
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which are placed into the datagram of the deployed flow-export protocol [8].

3. Data Collection. The stage in which the flow data from the previous stages is

received, stored, and pre-processed [8].

4. Data Analysis. The stage in which common analysis functions like correlation or

aggregation are applied to flow data [8].

In particular, [8] shows many open source NetFlow collector implementations. A prac-

tical implementation of a NetFlow monitoring and visualisation system for an enterprise

network is covered in the following study [9].

In addition, another important factor in setting up a flow monitoring system is the

sampling of the collected data. As the following study [10] shows, the introduction of

sampling on the flow data can drastically degrade the accuracy of the used methods to

perform traffic classification. However, the removal of sampling introduces the problem

of flow data storage, which on a large-scale infrastructure can be quite challenging be-

cause of the number of flows. The following study [11] presents a possible solution to

mitigate this problem by using Adaptive NetFlow that dynamically adapts the sampling

rate. Regarding the characteristics of the network traffic on large-scale infrastructure, the

following study [12] gives an in-depth look of the type of traffic in the data centres, pro-

viding interesting statistics on traffic between the networking devices in different network

architectures. Also, the following study [13] proposes a methodology to profile the Inter-

net traffic, and the results show many characteristics of the Internet traffic, like volume

and duration of the flows based on the protocols.

There are many applications of the NetFlow protocol for monitoring and understand-

ing the network traffic behaviour. For example, the following study [14] presents an

algorithm that uses NetFlow data to estimate the RTT and estimate network performance.

There are also applications of NetFlow data to detect network attacks. For example,

the following study [15] presents a framework that combines the score resulting from

the combination of the exponentially weighted moving average (EWMA) based anomaly

detection, the algorithm proposed by [16], the clustering-based anomaly detection, the

algorithm proposed by [17] and the sketch-based anomaly detection proposed by [15] to

detect anomalies on end-user machines.
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2.2 Related Work

There are different classes of methods that can be used to detect anomalies in some net-

work traffic. Based on the following study [18], the main classes of methods for network

anomaly detection are the following:

– Classification. It is based on a profile built from the normal network traffic that

creates a knowledge base, and any event different from the baseline is classified as

anomalous [18].

– Statistical. It is based on a profile built on the normal network traffic, and any event

with a large deviation from the profile is considered anomalous[18]. For exam-

ple, the following article [19] provides an in-depth explanation of some statistical

methods to detect anomalies. Also, there is a focus from companies like Netflix

on statistical methods for anomaly detection, as the following article [20] shows.

The article [20] presents the RAD algorithm, which is a method to detect anomalies

in big data based on PCA. Also, the method that will be described in this study

belongs to this class of methods.

– Clustering. It is based on a clustering algorithm that does not need labelled data

to group events that are similar, and events are considered anomalous based on the

compactness and the distance of the built clusters [18]. For example, the following

study [21] shows different clustering algorithms to perform network traffic classifi-

cation.

– Information Theory. It is based on the use of information theory measures like the

entropy [18]. For example, the following study [22] proposes a method to detect

different types of cyber-attacks that relies on the Shannon entropy measure.

Some studies use supervised machine learning to accomplish the task of detecting attacks

from flow data. For example, in this paper [23], it is shown the use of different supervised

machine learning algorithms on NetFlow data to detect the behaviour and the presence

of bots on a network. In [23], the implementation using Random Forests is the one that

gives the best accuracy. Also, the following study [24] proposes an approach using Ran-

dom Forests to detect DDoS attacks that manage to achieve an average accuracy of more

than 99% and a false-positive rate lower than 0.5%. There are also studies using SVM to

accomplish the task of finding anomalies in the network traffic. For example, the follow-

ing study [25] presents an approach using the C-support vector classification algorithm
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that leads to an accuracy of 99.67%, a detection rate of 99.26%, and a classification er-

ror of 0.33% and a false alarm rate of 0.08%. Some studies provide machine learning

solutions to detect traffic anomalies and provide human-readable labels that allow an in-

terpretation of the results, like the algorithm presented in the following paper [26]. The

already mentioned analysis [5] also reports some of the accuracies achieved in several

studies with the use of machine learning in detecting network anomalies.

There are also some studies using unsupervised machine learning to accomplish the

task of detecting attacks from flow data. For example, the following study [27] focuses

on the use of unsupervised machine learning techniques, namely the K-Means algorithm

and the Gaussian Mixture Models on NetFlow data, to detect anomalies in the WAN daily

network traffic. In [27], the use of the Gaussian Mixture Models leads to better results

over the K-Means algorithm.

There are also some studies using deep learning to accomplish the the task of detecting

attacks from flow data. For example, the following paper [28] focuses on the use of

a Recurrent Neural Network on NetFlow data to achieve an attack detection with 98%

accuracy. Also, the following study [29] compares deep neural networks, recurrent neural

networks, and long short-term memory in detecting cyber-attacks from NetFlow data. The

results from [29] show that the long short-term memory and the recurrent neural network

approaches lead to better results compared to the deep neural network approach.

There are also some studies that focus on the use of statics to detect anomalies in the

flow data. For example, the already mentioned before study [9] also includes two statistic-

based intrusion detection algorithms: one is based on variance similarity, and another is

based on Euclidean distance. Also, the following study [30] gives a small analysis of

the performance in anomaly detection of some statistical methods such as the Poisson

processes or the Kolmogorov-Smirnov test.

The idea of treating the NetFlow data as time series data is also not new. For example,

the already presented study [15] includes the use of the exponentially weighted moving

average (EWMA) based anomaly detection algorithm proposed by [16] in the presented

framework. The following study [31] presents a kernel function model to find anomalies

in NetFlow data treated as a time series. However, as stated in [30], the presented method

has some problems, such as the fact that the classification does not occur online. Also,

the following study [32] treats the NetFlow data as a time series and presents a method
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to find anomalies in the network traffic by generating mini-clusters without any previous

knowledge of the data. There are also studies using time-series techniques on NetFlow

data different from the ones described so far. For example, the following study [33]

presents a framework using a multiplicative decomposition model to generate forecasts

from NetFlow data. Based on the framework presented in [33], a data point at time t can

be predicted using the following equation

y(t) = g(t)× s(t)× εt

where g(t) is the trend component, s(t) is a seasonality component and εt is a random

error. According with the following study [34], the use of the Holt-Winters forecasting

algorithm can also achieve a low level of error measured with MAE, MAPE and RMSE

when forecasting NetFlow data. Then, the following study [35] shows how changing the

aggregation level of flow data impacts the predictions generated from the Holt-Winters

algorithm. The result is that the Holt-Winters with small flows aggregation levels achieve

the best performance for short-term predictions, which are suitable for anomaly detec-

tion [35]. Also, the following study [36] manages to improve the accuracy of the tra-

ditional Holt-Winters algorithm through the introduction of a slight modification. The

modification involves the use of time intervals equal to a seasonal cycle instead of the

ones immediately before the current ones in the baseline and level equations [36].

2.3 The Prophet Forecasting Model

The Prophet forecasting model [37] uses a decomposable time series model [38]. In the

Prophet forecasting model, a prediction at time t is given by the following equation

y(t) = g(t)+ s(t)+h(t)+ εt

In the above equation, the main components are the following

■ g(t) represents the trend component. The purpose of the tend component is mod-

elling the non-periodic changes [37]. The two models to fit the trend component

are the saturating growth model and the piecewise linear model [37]. The saturating

growth model is used when there is a nonlinear growth, and it is modelled with the
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following equation [37]

g(t) =
C

1+ exp(−k(t −m))

where k is the growth rate, m is an offset parameter and C represents the carrying

capacity [37]. The carrying capacity is a term that does not have to be constant,

but it can change over time [37]. When there is no saturating growth in the time

series data, the piecewise linear model is used and it is given by the following

equation [37]

g(t) = (k+a(t)⊺δ )t +(m+a(t)⊺γ)

where k is the growth rate and m is an offset parameter[37]. Changepoints are points

in the time series when there are changes in the trend growth rate [37]. Then, a(t) is

a binary vector with a(t)∈ {0,1}S with S being the number of changepoints at times

s j in the time series [37]. The elements of vector a(t) are defined as follows [37]

a j(t) =

1, if t ≥ s j

0, otherwise

Then, δ is a vector δ ∈ RS with δ j being the rate adjustment happening at time

s j [37]. The last parameter γ is a vector γ ∈ RS with γ j = −s jδ j to make the g(t)

function continuous.

■ s(t) represents the seasonality component. The seasonality component models the

periodic changes in the time series data [37]. These periodic changes are modelled

through a Fourier series [37, 39]. The main equation to model this component is

the following

s(t) =
N

∑
n=1

(
an cos

(
2πnt

P

)
+bn sin

(
2πnt

P

))

where the term P represents the period and the term N represents the order which

regulates how quickly changes in the time series are fitted [37]. Hence, fitting the

seasonality component consists into estimating a vector of size 2N [37].

■ h(t) represents the holiday component. The holiday component models all the

changes that are caused by holidays [37]. Each holiday i is modelled by adding
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a parameter κi, which introduces a change in the forecast [37]. This parameter κi

is introduced based on the output of an indicator function which checks if time t is

during holiday i.

■ εt represents the error component. The error component models any change in the

time series that is not captured by the model.

In general, as stated in [37], compared to other time-series forecasting methods, the main

advantages of the Prophet forecasting model are the following:

■ It is more flexible in capturing seasonality with more periods [37].

■ Unlike models like ARIMA, There is no requirement to have regularly spaced data

with no missing data-points [37].

■ The reduced fitting time compared to other forecasting models [37].

■ The model has parameters with an easier interpretation compared to other forecast-

ing models like RNN [37].

The main reason why I considered using the Prophet forecasting model for this study is

the reduced fitting times compared to other time-series forecasting methods. The need for

reduced fitting times is because the proposed solution tries several parameters during the

training phase before selecting the definitive model that is used to detect anomalies. The

proposed solution tries to treat the traffic generated by each service separately. Hence, for

each of the time-series data generated by each service, the proposed solution will perform

a grid search to find the best performance parameters. Other methods might have longer

training times for each of the parameters tested, so testing various models before picking

a definitive one for each service becomes a bit unfeasible. In addition, the NetFlow data is

exported every 5 minutes, so the amount of data exported is quite large. Hence, it becomes

quite convenient to have reduced fitting times, especially when updating the model with

new observations.

The second reason I decided to consider the Prophet forecasting model is that some

services generate traffic patterns affected by multiple seasonality. For example, the vol-

ume of traffic to some services is affected by holidays, business working hours or business

working days. In particular, the Prophet forecasting model allows capturing weekly and

daily seasonality, so it is expected to perform well on these kinds of services. However,

I will not focus on treating holiday effects and yearly seasonality since the time frame in

which I collected the data was not enough to cover one year.
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3 Data Collection

This section covers the problem of collecting the raw NetFlow data and turning it into

the time-series data that will be used in the following sections of the study. It gives an

overview of the relevant steps used to set up the environment from where the NetFlow

data has been collected. Then, it gives a description of how the time-series data were

obtained from the raw NetFlow data collected.

3.1 Data Collection Environment Setup

The data used in implementing the alerting system has been collected from a data centre.

The data centre uses the Top-of-Rack topology [40]. Computes are connected to TOR

switches which are interconnected through aggregation switches. The figure 1 shows the

high-level architecture of the environment used to collect data. The study focuses on the

Figure 1. Topology of the flows’ collection environment.

flows exported from the Cisco ASA firewall. The first step is configuring the destination

where to send the NetFlow data. For example, the configuration lines shown in figure 2

export the NetFlow data to a collector at address 192.168.3.2 on port UDP 9555 which is

reachable through interface netflow. Then, the class of traffic to export and the actions

(config )# flow -export destination netflow 192.168.3.2 9555

Figure 2. Cisco ASA firewall configuration lines to export the NetFlow data to a collector at address
192.168.3.2 on port UDP 9555 which is reachable through interface netflow.

to take on such traffic need to be defined. In the study, every type of traffic needs to be
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analysed. Hence, the configuration shown in figure 3 would export all kinds of traffic to

the destination example from the previous configuration lines.

(config )# class -map NETFLOW
(config -cmap)# match any

(config )# policy -map global_policy
(config -pmap)# class NETFLOW
(config -pmap -c)# flow -export event -type all

destination 192.168.3.2

(config )# service -policy global_policy global

Figure 3. Cisco ASA firewall configuration lines to export all kinds of traffic to the destination example
from the previous configuration lines.

Once the exporter is configured, the next step is adding some NetFlow collector. For

the study, the collector software used is NfSen [41]. After installing NfSen, the most

crucial element in the configuration file is defining the sources exporting NetFlow data.

Continuing the example above, the configuration lines to configure the sources in NfSen

will be the ones shown in figure 4.

%sources = (
’ASA_test ’ => {

’port ’ => ’9555’,
’col ’ => ’#cccccc ’,
’type ’ => ’netflow ’

}
);

Figure 4. NfSen configuration lines to configure the sources of netflow data.

3.2 Time Series Data

The next step consists of converting the NetFlow flows from the networking devices into

time-series data.

In this study, the data points of the generated time series are separated by regular in-

tervals of five minutes. One of the reasons behind the choice of using five minutes spaced

time series is related to the speed by which the misbehaviour of some services is detected.

Choosing a long interval does not allow for detecting anomalies in a time that is quick

enough to prevent some possible incidents. For example, an interval of one hour or one

day have the problem of detecting some anomalous traffic when the effects of such an

event might be already evident. On the other hand, choosing a really short interval can
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have problems related to the storage and the processing of the collected data. For in-

stance, an interval of one minute has the main issue of generating too many data points

that require some extra disk space available for storing, resulting in problems related to

the scalability of the solution. In addition, when the new measurements are available,

it might not be guaranteed that the processing related to the previous measurements has

completely finished. Hence, during the study, five minutes intervals have shown to be a

good compromise between the quick detection of anomalies and the storage and process-

ing overhead.

The idea of this study is to treat the traffic generated by each service in a different way

to have better visibility of which service is misbehaving and generating some anomalous

traffic. For this purpose, in this study, the NetFlow data will be aggregated based on the

port and the protocol resulting in a different time series for each of the services running

into the environment used for the data collection. For instance, flows generated from an

SSH session on port TCP 22, a DNS query and response on port UDP 53, or an ESP

session will generate data points belonging to three different time series. This study will

use only some fixed services running in the environment used for data collection to test

the proposed solution. The decision came from the long training times. However, it is

possible removing such filtering to have a time series for the traffic generated by each

service running in the monitored environment.

After aggregating the flows, there is the problem of generating time series data points

from the raw NetFlow data. The possible options considered were the following.

■ Using the number of flows recorded in the five minutes interval as a data point in

the final time series.

■ Using the amount of data exchanged in the five minutes interval as a data point in

the final time series.

■ Computing a ratio between the amount of data exchanged and the number of flows

recorded in the five minutes interval as a data point in the final time series.

During the study, it was decided to generate the time series data point from the number

of flows recorded for simplicity. However, it might be worth exploring the other two

approaches in some future studies.

Hence, the figure 5 shows a high-level pseudo-code of the procedure that was used to

turn the raw NetFlow data into time-series data.
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Function aggregateFlows(flows)
// let m be a new hash map from string to time series
// let services be a set of services to monitor

For flow in flows
key = flow.protocol
If flow.protocol is UDP or flow.protocol is TCP

key = flow.destination_port + ’/’ + flow.protocol
End If

If key not in services
Next

End If

time = flow.time
time.milliseconds = 0
time.seconds = 0
time.minutes = time.minutes - (time.minutes mod 5)

If key not in m
m[key][time] = 0

End If

m[key][time] += 1
End For

Return m
End Function

Figure 5. High level pseudo-code to build time series based on the service traffic.
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4 Data Visualisation

This section tries to provide some visualization of the time series data obtained to have

some better insights into the data used to train the anomalies detection model used during

the study. For such purpose, the ports TCP 443 and TCP 25 were selected since they are

the two main services running into the environment where the data has been collected.

Then, also the traffic on port TCP 22 was chosen since it has traffic size and patterns quite

unpredictable.

4.1 Time Plots

The time series plots are the most obvious plots to start with to gain some insights into

the collected data. For the sake of clarity of the plots, two weeks of data were used to

generate the time plots in this section. The figure 6 shows the time plot of the time series

built using the number of flows recorded during the time interval for port TCP 443. In

Figure 6. The time plot of the time series built using the number of flows recorded during the time interval
for port TCP 443.

this case, the time plot shown in figure 6 immediately reveals some weekly and daily

seasonality reflecting the business working hours. In fact, there is a clear drop in the

number of flows during the night and during the weekends.

The figure 7 shows the time plot of the time series built using the number of flows
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recorded during the time interval for port TCP 25. As in the previous case, the time plot

Figure 7. The time plot of the time series built using the number of flows recorded during the time interval
for port TCP 25.

is shown in figure 7 above also shows some weekly and daily seasonality which reflects

the business working hours. However, compared to the case of port TCP 443, there is a

higher level of noise in the data and the drops at the weekends and during the nights are

less evident.

The figure 8 shows the time plot of the time series built using the number of flows

recorded during the time interval for port TCP 22. In the case of figure 8, the data seems

quite noisy and does not show any particular pattern. There is also a spike that could be

identified as an anomaly on 04/02/2022 at around 12 pm.

4.2 Seasonal Plots

Some of the time plots have revealed some daily and weekly seasonality, so it is worth

investigating them and highlighting them through some seasonality plots. The following

sections will analyse the seasonality plots generated with a period of one week first and a

period of one day after.
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Figure 8. The time plot of the time series built using the number of flows recorded during the time interval
for port TCP 22.

4.3 Weekly Seasonal Plots

The seasonal plots with seasonality of seven days will try to make the weekly seasonality

more evident. To not have too crowded plots resulting in less readable plots, four weeks

of data were used to generate the time plots in this section.

The figure 9 shows the weekly seasonal plot of the time series built using the number

of flows recorded during the time interval for port TCP 443. As discussed previously, the

plot shown in figure 9 reveals a strong weekly seasonality reflecting the 5-days working

week. Hence, it is clear that the number of flows is lower during the weekends compared

to the working weekdays.

The figure 10 shows the weekly seasonal plot of the time series built using the number

of flows recorded during the time interval for port TCP 25. Also, in this case, the figure 10

shows some weekly seasonality which reflects the 5-days working week. However, in

this case, the difference in the number of flows between the weekends and the working

weekdays is less pronounced compared to the traffic on port TCP 443.

The figure 11 shows the weekly seasonal plot of the time series built using the number

of flows recorded during the time interval for port TCP 22. As noted before, in the case

of the data shown in figure 11 the number of flows does not show any particular pattern
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Figure 9. The weekly seasonal plot of the time series built using the number of flows recorded during the
time interval for port TCP 443.

Figure 10. The weekly seasonal plot of the time series built using the number of flows recorded during the
time interval for port TCP 25.
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Figure 11. The weekly seasonal plot of the time series built using the number of flows recorded during the
time interval for port TCP 22.

and seems constant through time.

4.4 Daily Seasonal Plots

The seasonal plots with seasonality of one day will try to make the daily seasonality more

evident. To not have too crowded plots resulting in less readable plots, two weeks of data

were used to generate the time plots in this section. Also, when the daily seasonality has

a different pattern between weekend and workday, two plots were generated to have more

understandable readings which are not affected by the scaling due to a lower number of

flows during the weekend.

In the case of the traffic on port TCP 443, the difference between weekend and week-

day number of flow was already evident from the previous plots, so two different plots

for weekday and weekend were produced. The figure 12 shows the daily seasonal plot for

the weekdays of the time series built using the number of flows recorded during the time

interval for port TCP 443. The figure 13 shows the daily seasonal plot for the weekend

of the time series built using the number of flows recorded during the time interval for

port TCP 443. The two plots in figure 12 and figure 13 show the daily seasonality of the

data, which respects the working hours during the day. For instance, the number of flows

during the day is higher than the ones during the night. Also, from the second plot, it is
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Figure 12. The daily seasonal plot for the weekdays of the time series built using the number of flows
recorded during the time interval for port TCP 443.

Figure 13. The daily seasonal plot for the weekend of the time series built using the number of flows
recorded during the time interval for port TCP 443.
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evident that the time series built with the number of flows recorded during the weekend

follows a different profile compared to the weekdays since there is a lower number of

flows.

The figure 14 shows the daily seasonal plot for the weekdays of the time series built

using the number of flows recorded during the time interval for port TCP 25. The figure 15

Figure 14. The daily seasonal plot for the weekdays of the time series built using the number of flows
recorded during the time interval for port TCP 25.

shows the daily seasonal plot for the weekend of the time series built using the number

of flows recorded during the time interval for port TCP 25. In this case, the two plots in

figure 14 and figure 15 show a daily seasonality as in the case of the plots generated for

port TCP 443. However, such seasonality is less evident since there is a lower number of

flows, and there is more noise in the collected data.

The figure 16 shows the daily seasonal plot of the time series built using the number

of flows recorded during the time interval for port TCP 22. Also, in this case, the figure 16

shows that the number of flows is not affected much by the working hours during the day.

For instance, the number of flows during the day is slightly higher compared to the ones

during the night.
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Figure 15. The daily seasonal plot for the weekend of the time series built using the number of flows
recorded during the time interval for port TCP 25.

Figure 16. The daily seasonal plot of the time series built using the number of flows recorded during the
time interval for port TCP 22.
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4.5 ETS Decomposition

It is useful to separate out the components of the time series to build a more detailed

understanding of the general behaviour insights of the time series analysed during the

study. For such purpose, the ETS decomposition was used. The figure 17 shows the ETS

decomposition plots of the time series built using the number of flows recorded during the

time interval for port TCP 443. From the ETS decomposition in figure 17, the time series

Figure 17. The ETS decomposition plots of the time series built using the number of flows recorded during
the time interval for port TCP 443.

has a clear seasonality. Also, it shows a constant trend with some sudden drops during the

weekends.

The figure 18 shows the ETS decomposition plots of the time series built using the

number of flows recorded during the time interval for port TCP 25. In this case, the ETS

decomposition in figure 18 shows a slightly less evident seasonality of the time series.

Also, there are no clear trend components in the time series analysed.

The figure 19 shows the ETS decomposition plots of the time series built using the

number of flows recorded during the time interval for port TCP 22. As in the previous

case, the ETS decomposition in figure 19 shows some seasonality with no clear trend

pattern.
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Figure 18. The ETS decomposition plots of the time series built using the number of flows recorded during
the time interval for port TCP 25.

Figure 19. The ETS decomposition plots of the time series built using the number of flows recorded during
the time interval for port TCP 22.
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4.6 Autocorrelation Plots

Plotting the autocorrelation function for the time series can give more insights into the

time series. Namely, it allows identifying how much the older values impact the current

value in the time series due to the presence of periodic patterns. The plots were generated

with a confidence level of 95% represented by the blue shaded area on the plots. The

figure 20 shows the ACF plot of the time series built using the number of flows recorded

during the time interval for port TCP 443. The plots in figure 20 show a gradual decline

Figure 20. The ACF plot of the time series built using the number of flows recorded during the time interval
for port TCP 443.

meaning that newer values are slowly less impacted by previous values. From the plot, it is

also possible noticing the seasonality of the data by the fact that autocorrelation increases

after a certain amount of shifts which corresponds approximately to one day. In addition,

it is clear the presence of a cycle of the length of approximately 145, which corresponds

to a half-day cycle. Also, it is worth noticing the presence of a negative value, which

implies that newer numbers of flows recorded will be more likely below average if the

previous numbers of flows recorded were above average and the other way around.

The figure 21 shows the ACF plot of the time series built using the number of flows

recorded during the time interval for port TCP 25. Similarly, for the case of port TCP 443,

the plot in figure 21 shows a gradual decline which is an indicator of the fact that newer
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Figure 21. The ACF plot of the time series built using the number of flows recorded during the time interval
for port TCP 25.

values are slowly less impacted by previous ones.

The figure 22 shows the ACF plot of the time series built using the number of flows

recorded during the time interval for port TCP 22. Differently from the previous plots,

Figure 22. The ACF plot of the time series built using the number of flows recorded during the time interval
for port TCP 22.
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the plot in figure 22 shows a sharp drop off, meaning that newer values are more quickly

less impacted by older values.
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5 Software Modelling

This section will try to provide some of the models used during the development process

of the alerting system prototype to visualise how the project works and facilitate decision

making. It first provides the diagrams created to model the scenario in which a malicious

user causes some traffic anomalies by generating some traffic over the network. Then, it

provides a model for the functioning of the anomaly detection system.

Malicious User Caused Traffic Anomaly Modelling

The first element modelled was an attack scenario where a malicious user creates a traffic

anomaly. The decision of modelling a typical attack scenario is to visualise a use case of

the proposed solution and the processes allowing that allow the detection of an attack. For

this purpose, the scenario was modelled using the security risk-oriented BPMN modelling

language discussed in [42].

The first model will visualise the generic environment where it is possible to deploy

the NetFlow based anomaly detection system. The anomaly detection system should be

running on the infrastructure with some network traffic. In general, the infrastructure

hosts some application that generates traffic over the network by connecting to some in-

frastructure services it relies on for its functioning. Hence, some application component

generates some data which needs to be transferred over the network to some infrastruc-

ture service that will be responsible for processing it. From a security perspective, it is

essential ensuring the availability of the application data and their processing from the

service running on the infrastructure for the correct functioning of the application compo-

nent. The figure 23 shows the model containing the asset analysis and identification just

described.

Then, the second model tries to analyse the security risk scenario where there is an

anomaly in the network traffic generated by the action of some malicious user. In this

attack scenario, the malicious actor will try to generate some network traffic to overflow

the network. The attacker tries to exploit the limited network bandwidth and use all of

it to overflow the network. The impact of this action is that there will be that some of

the traffic will start being dropped, resulting in reduced network latency and high packet

loss. It means that the network will also start dropping some legit traffic between the

application components and the infrastructure services they try to connect. The result is
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Figure 23. Asset analysis with security risk-oriented BPMN.
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that the infrastructure services will not be available to the application components which

rely on them for their functioning. The figure 24 shows the model containing an analysis

of the security risk scenario just described.

Figure 24. Model of the security risk scenario of an anomaly in the network traffic generated by the action
of some malicious user with security risk-aware BPMN.

Finally, the third model tries to analyse how the use of a NetFlow based anomaly

detection system allows detecting the actions of the malicious user, providing treatment

to the security risk identified in the model in figure 24. Every five minutes, the networking

devices will export the NetFlow data, which the NetFlow anomaly detector will receive

for processing. The NetFlow anomalies detector compares the received NetFlow data

against some baseline. If there is a large deviation from the baseline, it is considered

an anomaly and the NetFlow IDS will generate an alert. The figure 25 shows the model

containing an analysis of how the NetFlow based anomaly detection system provides a

security risk treatment to the security risk scenario identified in the model in figure 24.
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Figure 25. Security risk treatment provided by the NetFlow based anomaly detection system with security
risk-oriented BPMN.
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NetFlow Anomalies Detector Modelling

The functioning of the anomalies detection system was modelled using the activity dia-

gram modelling language discussed in [43].

The first model produced tries to show the functioning of the tool from a high level.

Once the tool is started, it reads the configuration file that contains all the parameters,

such as the set of parameters that should be tried during the training phase. Then, parses

the arguments given to the program. One of the arguments is used to decide if the tool

will run in training mode or not. If it runs in training mode, it will train the model for each

of the services configured in the configuration file. If it does not run in training mode, it

will read the best parameters from the training mode and the data. Then, it will train the

model with the best performance and will use it to detect anomalies. The figure 26 shows

the activity diagram for the high-level functioning of the NetFlow anomalies detector.

Then, the second model produced tries to show how the anomaly detection cycle for

one service works. The model makes a forecast and computes the uncertainty interval on

that. The way the uncertainty interval is computed will be discussed in Section 6. When

the NetFlow data is available from the NetFlow collector, the NetFlow anomalies detector

parses the NetFlow data and compares it to the prediction by checking if it is outside of

the uncertainty interval. If the data point is outside of the confidence interval, the model

will generate an alert; otherwise, nothing will happen. Finally, the model will be updated

with the new data point received. The figure 27 shows how the anomaly detection cycle

for one service works. Lastly, the last model produced tries to show how the training

procedure for one service works.

The model splits the available data into train, validation and test data. Then, it loads

the training parameters and starts iterating over them. If there are still training parameters,

it fetches the next parameters to test and trains the model using the training data and the

fetched parameters. Finally, it assesses the performance of the model on the validation

data. If there are no training parameters left, it uses the parameters which gave the best

performance on the validation data to train the model on the training and validation data.

Then, it assesses the model performance on the test data and saves the best parameters

to make them available for when the tool runs in anomaly detection mode. The model

performance on the test data is used to compute the uncertainty interval, but Section 6

will provide mode details about the formula used.

44



Figure 26. The activity diagram for the high-level functioning of the NetFlow anomalies detector.
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Figure 27. The activity diagram showing how the anomaly detection cycle for one service works.
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The figure 28 shows how the training procedure for one service works.

Figure 28. The activity diagram showing how the training procedure for one service works.
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6 Implementation

This section tries to provide some of the details about the implementation of the NetFlow

based anomalies detection system. I will explain which components of the Prophet fore-

casting model was used. Then, it will give an overview of the condition used to decide

if an observation is anomalous or not. Finally, it will try to show how model parameters

were selected and which parameters were tuned.

6.1 Model Specifics

The specifics of the model to find anomalies in the NetFlow data were derived from the

insights gained from the data visualisation presented in Section 4. The model implemen-

tation is in Python, so the Python API of the Facebook Prophet library [44] was used.

The first element taken into consideration is the seasonality of the data. In general, the

data was showing a weekly seasonality which was simply modelled with a Fourier series

with period 7 and order 3, as described in [37]. The data was also generally showing a

daily seasonality. However, the daily seasonality was a bit more challenging to model

since, in most cases, the weekdays have a different profile from the weekends. To solve

this problem, the Prophet model offers a conditional seasonality which is a seasonality

that affects only some of the dates in the training set and the predictions.

Once the model has generated a forecast, the next important element to consider is the

criteria used to classify an observation as an anomaly or not. To do this task, the model

checks if the observation is outside or inside some uncertainty interval. Given a prediction

ŷ, the upper bound of such interval is defined as

ŷup = ŷ+ k ·β

and the lower bound of such interval is defined as

ŷlow = ŷ− k ·β

In the above equations, k is a configurable constant parameter indicating how noisy should

the alerting be. In the concrete implementation of the model during the study, this param-

eter has been set to k = 3.5. The other parameter β is a parameter indicating how well the
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model is able to make forecasts. In the concrete implementation of the model during the

study, this parameter has been set to the RMSE computed on the test data after the train-

ing procedure. Hence, given an observation it is simply needed to verify the following

predicate

p(y) : y > ŷup ∨ y < ŷlow

The other crucial element to discuss is the training of the model. The training phase aims

to find the best parameters for each of the time series from each monitored service. For

this purpose, the implementation uses a grid search where the performance of the model

is evaluated by using the RMSE between the prediction and the observed data. Figure 29

shows a high level pseudo-code of the procedure used to grid search.

The main parameters tuned during the training are the following:

■ changepoint_prior_scale: it is a parameter that regulates how much the trend com-

ponent changes at the changepoints [45]. This parameter was selected since it was

revealed to be one of the most impactful in reducing the error in the predictions.

■ seasonality_prior_scale: it is a parameter which regulates how much the season-

ality component changes [45]. This parameter was tuned for both weekly and daily

seasonality.
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Function train(data , params)
// Split data into train , validation , test

best_e = +Inf
best_param = nil

For param in params
// let model be the model fitted on train
// with parameter param

// predicting validation.length data points in
// future with the fitted model
predictions = model.predict(validation.length)

// computing the RMSE between the predictions
// and the validation data
e = rmse(predictions , validation)

If e < best_e
best_e = e
best_param = param

End
End

// let model be the model fitted on train and
// validation with parameters best_param

// predicting test.length data points in
// future with the fitted model
predictions = model.predict(test.length)

// computing the RMSE between the predictions
// and the test data and save it in
// best_param[’beta ’] which is used for
// computing uncertainty interval
best_param[’beta ’] = rmse(predictions , test)

Return best_param
End Function

Figure 29. High level pseudo-code of the grid search used to find the parameters for the model.
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7 Evaluation

This section tries to provide some evaluation of the resulting solution. It will try to show

some of the time plots used to evaluate the model. Finally, it will provide the error rate

and accuracy classification metrics used to assess the model.

Predicted Time Series Plots

In order to validate the performance of the model implementation, the model was used to

predict two weeks of data on some of the services running in the data centre where the data

collection happened. Since the time-series data points are evenly spaced at 5 minutes, the

total number of predicted points is 4032. The services on which the model was tested run

on ports TCP 443, TCP 25, TCP 22, TCP 3306, TCP 12280 and TCP 8000. Only some

services were selected because of the long training times due to the parameter grid search

discussed in Section 6 which is one of the limitations of the initial model implementation.

The model limitations will be discussed more in Section 8. During the two weeks used

to evaluate the solution, there were no recorded attacks, so the data will not contain any

anomalies generated by an attack. However, an attack is not the only cause for a network

traffic anomaly, but also events such as a misconfiguration of the service or some fault

deployment of the application using the given service might generate anomalies in the

network traffic. Hence, the cause of some of the anomalies identified can be traced back

to these kinds of events, which were present in the two weeks used for testing.

After running the model, the time series plots of the predicted data against the original,

the uncertainty interval, and the anomalies detected were generated to find true/false pos-

itives and true/false negatives. The anomalies identified by the model were classified as

true or false positive based on the incident records and the identified cause of the incident

from the company owning the environment used for testing. According to the incident

causes reported in the records, there were no attack traces. Still, there were some faulty

deployments or configuration changes around the time when the model alerted to some

anomalies.

Figure 30 shows the time plot of the predicted data against the original data and the

uncertainty interval and the anomalies detected for port TCP 443. For the case of port

TCP 443, the model was able to identify 1 anomaly. However, by looking at the incident

records and the plot in figure 30, it is clear that the identified anomaly is a false positive
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Figure 30. Time plot of the predicted data against the original and the uncertainty interval and the anomalies
detected for port TCP 443.

since there were no events in the incident records affecting the service listening on port

TCP 443.

Figure 31 shows the time plot of the predicted data against the original and the un-

certainty interval and the anomalies detected for port TCP 25. For the case of port TCP

Figure 31. Time plot of the predicted data against the original and the uncertainty interval and the anomalies
detected for port TCP 25.
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25, the model was able to identify 17 anomalies. By looking at the incident records and

the plot in figure 31, it is possible identifying that only some of the identified anomalies

are false positives. For instance, the anomalies identified on 28/03/2022, 31/03/2022 and

04/04/2022 can be considered false positives since the incident records do not report any

event that affected the service running on port TCP 25. Hence, by looking at figure 31,

it is clear that the total number of false positives is around 4. However, on 05/04/2022, a

faulty deployment resulted in the application abusing the service running on port TCP 25.

Therefore, the identified anomalies are legit, and the number of true positives is around

13.

Figure 32 shows the time plot of the predicted data against the original and the uncer-

tainty interval and the anomalies detected for port TCP 22. For the case of port TCP 22,

Figure 32. Time plot of the predicted data against the original and the uncertainty interval and the anomalies
detected for port TCP 22.

the model was able to identify 15 anomalies. However, by looking at the incident records

and the plot in figure 32, it is clear that the identified anomaly is a false positive since

there were no events in the incident records affecting the service listening on port TCP

22.

Figure 33 shows the time plot of the predicted data against the original and the uncer-

tainty interval and the anomalies detected for port TCP 3306. For the case of port TCP

3306, the model did not identify any anomaly. From the incident records, it is clear that
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Figure 33. Time plot of the predicted data against the original and the uncertainty interval and the anomalies
detected for port TCP 3306.

there were no events that affected the service listening on port TCP 3306. By looking at

the plot in figure 33, the model performed pretty well since it did not produce any false

positives or false negatives.

Figure 34 shows the time plot of the predicted data against the original and the uncer-

tainty interval and the anomalies detected for port TCP 12280. For the case of port TCP

12280, the model was able to identify 229 anomalies. However, by looking at the inci-

dent records and the graphic in figure 34, it is clear that the identified anomaly is a false

positive since there were no events in the incident records affecting the service listening

on port TCP 12280.

Figure 35 shows the time plot of the predicted data against the original and the uncer-

tainty interval and the anomalies detected for port TCP 8000. For the case of port TCP

8000, the model was able to identify 12 anomalies. By looking at the plot in figure 35, it

is possible identifying that only some of the identified anomalies are false positives. For

instance, the anomalies identified between 28/03/2022 and 06/04/2022 can be considered

false positives since the incident records did not report any event that affected the service

running on port TCP 25. Hence, by looking at figure 35, it is clear that the total number

of false positives is around 10. However, on 08/04/2022 afternoon, some engineers tested

some configuration changes for the service running on port TCP 8000 to mitigate an inci-
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Figure 34. Time plot of the predicted data against the original and the uncertainty interval and the anomalies
detected for port TCP 12280.

Figure 35. Time plot of the predicted data against the original and the uncertainty interval and the anomalies
detected for port TCP 8000.
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Service
Anomalies

found
False

positives
True

positives
False

negatives
True

negatives
TCP 443 1 1 0 0 4031
TCP 25 17 4 13 0 4015
TCP 22 15 15 0 0 4017
TCP 3306 0 0 0 0 4032
TCP 12280 229 229 0 0 3803
TCP 8000 12 10 2 0 4020

Table 1. Summary of the number of anomalies found, true/false positives and true/false negatives.

dent. Therefore, the identified anomalies can be considered legit, and the number of true

positives is around 2.

7.1 Classification Metrics

The problem of finding anomalous NetFlow time series can be reduced to a binary classi-

fication problem where each data point belongs to either an anomalous or a not anomalous

class. Hence, it makes sense to use classification metrics to evaluate the approach pro-

posed in this study, like the accuracy and the error rate. The accuracy of a model is given

by the following formula

Accuracy =
T P+T N

N

where T P is the number of true positives, T N is the number of true negatives and N is the

number of data points. The error rate of the model is given by the following formula

Error rate =
FP+FN

N

where FP is the number of false positives, FN is the number of false negatives and N is

the number of data points.

Hence, before computing such metrics, it is helpful to find the number of true/false

positives and true/false negatives. For this purpose, table 1 presents a summary of the

number anomalies found, true/false positives and true/false negatives. The values reported

in table 1 have been computed based on the analysis from Subsection 7. It is worth

noticing that table 1 does not report any false negatives. It is possible to identify the main

reason for the lack of false negatives in the absence of no attack traces during the weeks

used to test the solution. In addition, the incident records do not show any other event
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Service Accuracy Error rate
TCP 443 0.99 0.0002
TCP 25 0.99 0.0007
TCP 22 0.99 0.0037
TCP 3306 1 0
TCP 12280 0.94 0.0568
TCP 8000 0.99 0.0024
Total 0.99 0.0107

Table 2. Accuracy and error rate for the model.

that affected the services used for testing in that environment other than the ones already

discussed before. From the data in table 1 it becomes easy to compute the accuracy and

error rate for the model described during the study.

Hence, table 2 reports the accuracy and error rate for the model. As we can see, table 2

shows that the model has quite some good performance on the data. However, there are

some limitations that will be discussed more in Section 8.
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8 Conclusion

During this study, we have been able to take on the traffic anomalies detection problem

using the NetFlow data. We have developed a novel method to detect traffic anomalies

that rely on the use of the Prophet forecasting model. During a training phase, the model

tries to first find which are the best parameters to fit the time series data. The time-series

data is generated from the number of flows collected during a five minutes interval. After

fitting the data with the parameters found in the training mode, it starts generating alerts.

It generates predictions and an uncertainty interval around them. If the observed value

is outside of the predicted uncertainty interval, the model will generate an alert to notify

about the anomaly detected.

This model managed to achieve an overall accuracy of 0.99 and an error rate of 0.0107,

which is a quite satisfying result. However, the model has some limitations which leave

room for improvements and could be the topic for some future studies.

8.1 Model Limitations

The proposed approach has two major limitations, which are the following:

■ The training of the model is an operation that is quite inefficient. The grid search

works well enough when the number of parameters and the number of time series

fitted are not excessive. However, the problem rises when there are many parame-

ters to tune or many services to monitor since the training times become quite long.

For this reason, the simple implementation of the proposed model might not work

in a real-world environment where there are many services to monitor.

■ The model does not fit well spikes in the traffic. The problem is particularly evident

in Section 7 with the results obtained by fitting data from ports TCP 12280 or TCP

25. In fact, in this case, the traffic is quite noisy. The result is that the model does

not achieve good performance on this data.

8.2 Future Work

Since one of the model’s limitations relates to the slow training times, one possible future

research could focus on trying to find a more efficient alternative for finding the best

parameters. For example, it could be interesting to test if some heuristics allow optimising

the grid search by excluding some parameters without fitting the model on the training
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data.

Another room for further development, analysis and possible improvement consists

of trying to improve the model performance when fitting spiky data. For example, the

additive Holt-Winters method has also been tested in addition to the Prophet model. The

method used to compute the uncertainty interval used to classify an observation as an

anomaly or not is the same as the one described in Section 6. The only difference is in

using the Holt-Winters method to compute the predictions instead of the Prophet model.

The Holt-Winters method has been tested on traffic generated from services running on

ports TCP 25, TCP 22, and TCP 8000. These services were selected because they did not

present any regular pattern when visualised.

Figure 36 shows the time plot of the predicted data using additive Holt-Winters against

the original data and the uncertainty interval and the anomalies detected for port TCP 22.

Figure 36. Time plot of the predicted data using additive Holt-Winters against the original and the uncer-
tainty interval and the anomalies detected for port TCP 22.

Figure 37 shows the time plot of the predicted data using additive Holt-Winters against

the original data and the uncertainty interval and the anomalies detected for port TCP 25.

Figure 38 shows the time plot of the predicted data using additive Holt-Winters against

the original data and the uncertainty interval and the anomalies detected for port TCP
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Figure 37. Time plot of the predicted data using additive Holt-Winters against the original and the uncer-
tainty interval and the anomalies detected for port TCP 25.

8000. In all three cases shown in figure 36, figure 37 and figure 38, the Holt-Winters

Figure 38. Time plot of the predicted data using additive Holt-Winters against the original and the uncer-
tainty interval and the anomalies detected for port TCP 8000.

managed to provide a better fit of the curve compared to the Prophet model on the spiky

data, even though it found more anomalies, so a higher number of false positives since the

period used is the same as the one discussed in Section 7. However, the cause of the higher

number of false positives might have its roots in the method used to find the uncertainty

interval. Hence, an area of further development could be related to testing other ways
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of computing the uncertainty interval compared to the one proposed in this study. In

addition, the Holt-Winters method was also more expensive in computing resources than

the Prophet model, so it is possible exploring some ways of improving its performance.

For instance, the Prophet and the Holt-Winters methods were both tested on a machine

with two cores and 2 GB of RAM. The machine where the Holt-Winters method ran

was constantly alerting about CPU usage in contrast with the machine where the Prophet

method was running. Hence, future studies could also focus on measuring and improving

the computational cost of the method used to generate predictions. However, there is a lot

of room for improvement to find a way of fitting data with spiky behaviour. For example,

a future study could try testing the method proposed in [46] to detect anomalies in the

NetFlow data.

Finally, it could be interesting to try the proposed approach on time series built dif-

ferently from the approach used in this study. For instance, during this study, the time

series was built by using the number of flows collected in the time frame of 5 minutes.

However, there are other possible options that could be considered, such as the amount

of data exchanged or the ratio between the amount of data exchanged and the number of

flows collected.
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