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1. INTRODUCTION 

Robotic technology and Industry 4.0 movement have brought newer industrial robots 

and solutions into manufacturing industry [1]. Even though the production has increased 

significantly, there are handicaps of those robotic systems. One of the main challenges 

is robots are not as flexible as humans in adapting new or dynamic environments. It is 

not easy to change the working area of the robot for that robots would need to be 

updated, re-planed or structured again.  

On top of that, we want to integrate robots into human everyday lives in a way they 

can work with humans and learn from them, namely collaborative robots. Most of the 

industrial robots are pre-programmed for their tasks and interacting with a human 

worker or with a complex working environment is a challenging task. These challenges 

are even bigger if we expect from a robot to perform numerous tasks. For some tasks 

robots may not have flexible movement abilities as humans do. It is an open problem 

to program such robots with those human-like abilities, so the robots can assist humans 

in various tasks such as medical surgery [2] [3] and rehabilitation [4].  

Due to mentioned problems, artificial intelligence methods are being used for training 

collaborative robots. Trained robots can be more adaptive to their changing 

environments or to various tasks but training a system requires considerable amount of 

data and the collecting training data is another challenge on its own.  

 

1.1 Motivation 

Fully autonomous robotic technology, including natural interaction, learning from and 

with a human, safe and flexible multi-tasking ability for challenging tasks in 

unstructured and dynamic environments will remain out of reach for the near future. In 

the predicted future factory scenarios, home and office environments, humans and 

robots are expected to share the same workspace and perform different tasks in a 

collaborative manner. Before having robots and humans in the same environment, 

safety must be assured and considered in every possible state which can only be done 

by testing and analysing both human and robot factors. In a virtual/digital environment, 

where collecting training data, robot training and testing were possible and easily 
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accessible, creating data sets and testing robots in possible or extreme environments 

would be much easier, safer and faster. 

 

1.2 Structure of the thesis 

This paper, in its first chapter, gives a general overview on the current needs and 

development of the industry. Some problems we are having and we might be having in 

the future are also highlighted along with the suggested solutions.  

The second chapter will look into virtual robot testing applications, the term “digital 

twins” and its differences than classic simulation environments to emphasize the need 

of better digital applications. Also, collaborative robots, robot trainings and robotic 

simulation softwares will be evaluated by both positive and negative sides.  

The third section will be dedicated to our reinforcement learning framework, our 

intentions on the work and our approach to the solution.  

Of course, we will face problems on the way but those problems are the learning 

checkpoints for us. We will discuss the problems, solutions and improve our work for 

the future works. 

At last, in the fifth chapter, we will conclude our work to have couple of words about 

what we have done and why we are happy with it. 
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2. LITERATURE REVIEW 

2.1 Preparation for the research 

Digital Twins: The digital twin is a comprehensive digital model of an individual 

product. It consists of the same properties, condition and behaviour of the real-life 

object through digital models and received data. The digital twin is a set of realistic 

models that can simulate its actual behaviour in the actual environment. And the digital 

twin is developed alongside its physical model and remains its virtual look and abilities 

throughout the entire product lifecycle [5]. Every update and changes on the physical 

twin should be applied to the digital twin as well. A digital twin can be considered as a 

collection of all digital replicas of the actual model that is linked with all data that is 

generated during product use. Yet, it is argued [6] that a digital twin is a collection of 

connection between only the relevant data and parts of the physical models. The digital 

models which are used as digital twins are specifically designed for their intended 

purpose. There are already methods which use digital twins and digital environments in 

order to collect data and train neural networks for a specific purpose [7] which shows 

us using a digital twin in a digital environment to execute different situations is a valid 

method. Hence, relevant data can be collected in such digital environments. 

Training data collection and data sources: Data and data collecting is vital for both 

technological research and development, which is why data mining and big data 

terminologies are being commonly used nowadays. Regardless its methods, whether 

empiric or theoretical, there are numerous approaches to gather relevant data, but, for 

the purpose of this work, empiric methods are where we put our efforts in. Training data 

types differ for different training purposes [8]. Some examples to commonly used data 

types are: angle, rotation, location, speed, image, pressure… All those data can be 

observed from different sources, be it objects, animals, humans, plants etc. The 

observation can be done by different cameras, sensors, microphones; and the quality 

of the data depends on the quality of the sensor which can increase the price. Apart 

from that, needed sensor may not be presented or affordable for the time being. For 

instant, human motion and movement can be measured using gloves or different types 

of cameras or a group of cameras, namely depth cameras [9]. Currently, motion 

capturing or object tracking is mostly done by tracking markers by a set of cameras or 

placing sensors at specific places at human body and collect relevant data [10]. A 

student or an organization may not afford or have a space to mount such equipment. 

On top of it, some scenarios may be hard or harmful to create and observe in real world 
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(jumping from a high wall, falling from a building, rolling down from a hill, etc.). Creating 

sensors and scenarios in a virtual environment could provide higher flexibility for 

prototyping and testing purposes.  

Collaborative robot: Collaborative robots (cobot) are the robots that can share the 

same workspace while working together or working side by side [11][12]. Many robotics 

manufacturers like KUKA and ABB produce cobots. Many other cobots are also available 

for different applications [13]. The difference between any other robot and a cobot is 

that cobots are designed to work and interact with humans which of course brings extra 

safety measurements. To guarantee safety, there are restrictions on power, speed, 

working range, maximum load limit, etc. (ISO-TS 15066 [14]).  

Reinforcement Learning: Reinforcement learning is a way of Machine Learning which 

evaluates the learning environment without needing initial datasets. It is sometimes 

classified as an unsupervised learning method but unlike unsupervised methods, 

reinforcement learning does not require a set of correct behaviors to create a pattern 

[15].        

Reinforcement learning solves problem by focusing on “what to do”, “how to address 

the situations for next steps” and “maximize the final reward with the best result”. 

Reinforcement systems are closed-loop problems, which is to say, a result of an attempt 

is used as an input for the next attempt. In reinforcement learning, the system is not 

told how to execute actions but actions give positive or negative feedback to system. 

Depending on the final feedback, system decides how to operate next time to get a 

better results and it tries all the possible ways. These three characteristics; the necessity 

of operating in a closed-loop, working without having direct instructions and the 

possibility of a result of a previous action may be affecting the system in the future, are 

differences of reinforcement learning from other methods [16]. 

In a practice, reinforcement learning algorithm produces an action and introduces that 

action to the environment through an agent. In return, it collects an observed state and 

rewards it to distinguish how well the system acted.  
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Figure 2.1 Reinforcement learning structure 

 

 

Some pros of the reinforcement learning are: 

1) It is not limited to a data set, therefore it can maximize the performance when 

positive rewarding is used (however long however short time it requires). 

2) It is close to human learning so it is much easier to design a reinforcement 

learning model. 

3) It can correct errors as the training continues. 

Some cons of the reinforcement learning are: 

1) Creating a logic, framework is much different than we expect. The model can 

find loops we cannot think of, it may not be able to distinguish actions if the 

reward system is not designed properly. 

2) It requires a lot of data, hence long computations. 
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Game Engines: A game engine is a software-development tool for creating video 

games. Developers can create games for different platforms such as consoles, mobile 

devices, and computers. A game engine provides a renderer for graphics, a physics 

engine and collision detection along with other extra tools such as  scripting, animation, 

artificial intelligence, threading, localization and so on.  

A physics engine in a game engine is a software that provides an approximate simulation 

of physical laws within the software, such as rigid body dynamics, fluid dynamics… 

Physics engines term is used generally to describe any software system for simulating 

physics, such as scientific simulation. 

 

2.2 Digital testing methods 

Virtual environments, simulations, and virtual products are widely used for 

advertisement purposes, testing and development stages. IEEE defines "testing" as "the 

process of operating a system or component under specified conditions, observing or 

recording the results, and making an evaluation of some aspect of the system or 

component" [17], we can see that observation and data collection is necessary in the 

testing stages. And that is what makes a virtual twin different than a simple digital 

model of a product. A virtual twin should be able to produce outputs which are close to 

the real life data or at least those data should be meaningful for the sake of testing or 

development. As producing reliable data is the expectation, it is also one of the most 

discussed subject about digital twins if we can rely on data produced by a digital source 

such as simulations [18]. 

Currently, there are several testing methods used for testing hardware and software. 

The two most known and used testing methods are white box method and black box 

testing method. White box testing can be used for the products which we have 

information about inner structure and details. This can be the source codes, libraries, 

hardware components, design details, etc. If we can track the output and reason it 

based on the internal structure, white box methods can be used. This testing is mostly 

valid for the product owners, producers. Besides the white box, black box testing can 

be used for those products we cannot interfere or inspect which generally happens when 

we purchase a product, and use it without having access to see what is in it and how it 
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works. Such products generally take an input and produce an output. We may not be 

able to see the logic behind it, or the evaluation of the input and the output, such as 

Labview blocks [19]. Therefore, we can only compare inputs and outputs which is called 

input-output conformance (ioco) testing [20].  

 

2.3 Digital design methods 

Apart from testing, there are different design methods that have been designed to 

estimate and overcome the possible defects and system errors before they occurred or 

the final product is produced. There are six design methods we can address for their 

closeness to digital twin concept; Layered, Component-Based, V-model, Model Based 

Development, Virtual Integration and the most similar one, Platform Based Design[21].  

Those methods have two principles, horizontal and vertical processes. Layered, V Model 

and Model Based Development are focused on designs at different levels and processes 

between them. Those models show us how different stages and different components 

(progresses) affect one another (vertical process). In those models, output of an 

element can be used as an input for another element.  

For Model Based design, we can give Matlab and Simulink as an example. Those 

softwares can be used for virtual testing or early stage prototyping. The idea here is to 

use pre-made models as examples and put them together to estimate a final result. 

Depending on that plan, a real design can be shaped. If virtual models of the products 

are available, then virtual integration can be used. Virtual models put together in a 

simulation environment before they are assembled in real life to see if any problem 

would occur during the installation or the connections work as intended.  

Component based, on the other hand, focuses on analysis of elements at the same level 

(horizontal process). Executions take place at the same time and their effects on one 

another, or individual results are taken into account for component based design. Thus, 

using component based design may require numerous progress to be validated if there 

are many at the same processing level.  
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However, platform based design brings those vertical and horizontal principles together. 

Platform based design includes available components and customizable indicators. 

Available components can be put together but if the components are not available or 

yet to be designed, custom parts can replace those components. Those custom parts 

can be set to the expected behaviour (like blocks with user defined functions, inputs or 

outputs). If the system works properly, those custom parts can be designed later.  

 

2.4 Requirements and benefits of digital twins  

All those system design solutions and testing methods being considered, we can say 

that, virtual twins covers all those testing, development and tracking purposes to some 

extent, hence all models and methods mentioned above and many others contributes 

to digital twin concept directly or indirectly.  Nonetheless, the word “twin” suggests that 

a virtual twin should be created next to it is physical pair and should be able to produce 

similar outputs which means a digital twin is not an early stage prototype (unlike the 

platform based design) but an exclusive representation of an existing model. To have a 

digital twin, there should be a reference product to be compared and the digital twin 

should be validated accordingly. Since a digital twin is a current representation of a real 

model, it can be used to discover new abilities and limitations of the physical models in 

different environments and under different conditions without having to try them in real 

world.  

Real time/world testing is expensive due to the time needed for physical allocation and 

human resources. Also the subject unit may not be accessible for the time being (it can 

be purchased overseas and delivery may take time, system may not be running for a 

reason, etc.) or running tests may harm system or the testing environment. That is why 

digital methods reduce the cost and physical casualties. To do so, generally a new task 

or/and a new environment is introduced in a virtual environment. Those tasks or 

environments can be produced manually or automatically (mostly created randomly by 

a script, such as random maze or moving objects in random directions). Owing to the 

flexible nature of the digital twins and digital environments, both new behaviour of the 

twin or its interaction with a new environment can be observed. Generally, machine 

learning algorithms or new production lines or work spaces tried out using digital twin 

to see the results before taking any action in real life.  
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2.5 Current digital twin and cobot applications 

A recent application with digital twins [22] shows how digital twins are used to see 

adaptation of robots’ behaviour in production lines. Another study focuses on only digital 

twins regardless its environment [6]. More and more, from small sized production lines 

to bigger factories, digital transformation is taking place. As the robots replace humans 

or learn how to work with humans, production areas need to be re-planned and this is 

where digital twins come in handy. Several works show how factories, companies are 

transforming their facilities using cobots [22][23]. Around 30 cobot application 

presented in [24] shows how widely cobots taking place in our lives. Therefore, they 

have to be more flexible and suitable for different tasks and they should be able work 

with humans safely. The most common way of preparing cobots for new tasks is using 

teaching pendants. Cobots like ABB YuMi, can take instructions through a teach pendant. 

Robot programming by using the teach pendant (conventional teaching) can be tiring 

and time-consuming and may require significant technical experience [25]. However 

conventional teaching is still one of the most used method of all. Yet still, new and more 

practical approaches to program robots are needed. As an alternative to conventional 

teaching, machine learning techniques are being used. Even though artificial intelligence 

is a strong tool, there is not a universal solution for all robotics systems. Therefore, the 

most suitable solution must be applied for a specific solution.  

For example, cameras, motion capturing methods and vision assistance can be used for 

teaching robots by demonstrating tasks and solutions [26][27]. In such scenario, robot 

learns from its demonstrator which is not fully autonomous. In this times, we expect 

robots to understand and create solutions on their own. Even better, we expect them to 

work as a colony on some occasions and learn from one another as they explore their 

environment [28]. In many works, the contribution of artificial intelligence for collision 

avoidance solutions [29] and workspace identification [30] can be seen. Amongst many 

artificial intelligence solution, reinforcement learning seems to be promising for creating 

adaptive robots. A study shows how to implement reinforcement learning on an ABB 

YuMi cobot to solve complex problems [31]. But still, there are challenges with 

reinforcement learning [32] such as smoothness, safety, scalability, etc. 

Considering all the works mentioned above, we can point out some of the problems with 

cobots: 
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 Cobots are taught using teach pendants or by offline programming which 

requires time and specialists which means the user has to complete a training 

beforehand.  

 Cobot can be taught by demonstrating which includes machine learning and 

machine vision. As it is robust, it teaches cobots how to operate like humans. 

That practice limits the potential of the cobot 

 Some artificial intelligence methods are used for cobots but most of them 

requires data sets a clear objectives to train cobots which adds an extra “data 

collection” phase to the teaching progress.  

 

2.6 Simulation environment and software 

So far, we discussed the purpose of digital testing, digital design, and digital twins and 

tried to highlight the differences. Also, we mentioned collaborative robots, and different 

artificial intelligence solutions being applied on them, such as reinforcement learning. 

Before we conclude the literature review, it is also important to look into simulation 

software solutions we have nowadays.  

As we mentioned above, Matlab and Simulink are used frequently for testing and 

simulation systems. Besides them, Gazebo, Simscape and similar applications are being 

used as concluded in a survey [33]. However, the price of such advance softwares and 

license considered, they all come at a cost [25]. Also they can be used if only the robot 

environment is known and modelled precisely [34]. Still, manufacturers may have their 

software which comes with the product, for instance, RobotStudio from ABB Robotics. 

However, in recent years, robot simulation techniques improved considerably, owing to 

advance computing and graphical animation technologies. Nowadays, game 

technologies started to copy industrial methods to create more realistic games and they 

put many effort for improving their physics engines and environmental design tools. 

They became way too advance, they can be used for architectural purposes to create 

realistic urban scenarios.  
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Following those game industry, virtual reality and augmented reality gained power and 

eventually they took their places in robotics as [35] much as they did in game industry. 

On top of that, it is a growing trend to use game engines and virtual reality tools for 

education purposes. Different than classic methods, e.g. Matlab, Solidworks, game 

engines are mostly free and allows users to design robots and whole environment [36] 

with high accuracy. Some works shows that, nowadays, people are switching to game 

engines for simulation purposes [37] [38] [39]. 

 

2.7 Objectives of the thesis 

After considering all the studies and applications mentioned in previous sections, we can 

summarize digital twins and their differences as: 

 Digital twins are not prototypes, but an executive digital copy of a physical model 

 Digital twins cannot exist without their physical model 

 Digital twins can their physical models cannot have different versions (if a model 

is updated, digital twins must be updated as well) or different working 

environments. 

 Digital twins can be used for testing, and they can be modified for estimating a 

newer version but the modified version cannot be considered as a digital twin for 

having differences than its physical model.  

It is also important to know the distinction of collaborative robots than any other robots: 

 Collaborative robots are designed to share the same workplace with humans or 

work/interact with them. 

 Being close to humans requires restrictions on robots’ design (hardware and 

software). Therefore, collaborative robots should fulfil safety requirements.  
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On top of that, it is beneficial to highlight the advantages of game engines against 

classical simulation and CAD softwares: 

 Game engines allow users to script without having to use additional software 

(such as using Matlab with Solidworks). 

 Game engines allow users to design their systems/models as well as with their 

environments with supported physics engine features (fluids, winds, lighting, 

etc.). 

 Game engines are easy to create virtual reality and augmented reality solutions 

which can be used for Human-Computer/Robot interaction applications. 

 Game engines offer high resolution and rendering  

All those being said, in this work; 

 We will first find a way to import classic CAD files into the game engine 

environment. Even though most of the robot models are available in CAD format, 

game engines do not support CAD files directly.  

 After, we will decide which reinforcement learning libraries we can use. Machine 

learning libraries require different dependencies and additive libraries. We will 

try to scale our needs down and work on minimum requirements to abstain from 

too many dependencies.  

 Then we will start implementing decided libraries and address the challenges we 

might encounter. 

 At the end, we will finalize this work with a generic reinforcement learning 

framework for Unreal Engine which then can be used for future works and 

researches. 
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During the work, 3D model of a collaborative robot ABB YuMi will be imported in Unreal 

Engine 4 environment to represent a digital twin. This will also show the readers how 

Unreal Engine handles CAD formats. 
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3. METHODOLOGY  

3.1 Importing CAD files into Unreal Engine 

The subject cobot, ABB YuMi, is selected for this work for its secure and precise technical 

capacities.  

 

Figure 3.1 ABB YuMi  

 

ABB YuMi is designed for high security to satisfy cobot requirements. A cage is not 

needed for ABB YuMi, which allows humans to interact and work closely. It also has a 

very light design and rather slow acceleration rate which significantly increases security. 

YuMi also supports various communication interfaces, and vision equipment which can 

be used in the future for advance machine learning purposes. In this work, YuMi is 

selected to show how to import SolidWorks files into Unreal Engine 4. Using 

reinforcement learning algorithms to train such a robot is a challenging task and requires 

a decent understanding of machine learning concepts and methods.  

Generally, game engines are compatible with certain 3D modelling softwares, however, 

CAD formats are not supported in many cases. Those models must be converted into 
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different file formats, which may cause deformations or produce errors along the way. 

Unreal Engine is powered by a package named “DataSmith” to convert CAD files.  

Unreal Engine and similar game engines do not have any tools to align or assemble 

objects. It is important to import an assembled model. The ABB Yumi model we used 

was taken from the official website and assembled in SolidWorks. The assemble file 

imported into Unreal Engine by using “DataSmith” . 

 

Figure 3.2 Imported YuMi model 

  

At first glance, the model does not look too different than a classic CAD model. The 

conversion of the model and the coordinates of each part of it is calculated relatively to 

the world coordinates of the environment. The arms rotates around their joints and the 

axis that represents this center point of the rotation is set to X axis. In the CAD model, 



22 

 

the X axis is perpendicular to the joint surface but the converted model uses Unreal 

Engine world coordinates which does not look quite right.  

 

 

Figure 3.3 Difference between original axis (red arrow) and Unreal Engine axis 

 

The transformation between CAD axis and Unreal Engine axis is calculated by 

“DataSmith” and the values can be seen in the transformation menu. 
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Figure 3.4 Transformation result of converted axis 

 

Transformation is not the only thing that is effected, hierarchy between parts is also 

lost. Hierarchy tree must be formed from scratch. 

 

Figure 3.5 Joint hierarchy 

 

Now it should be possible to move a joint by adjusting its rotation around X axis and all 

the child parts should follow the parent. 
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Figure 3.6 Movement of a joint and children joints 

 

 

3.2 Reinforcement Learning Libraries and Frameworks 

Reinforcement learning requires a well-organized action-reward system. There is not 

one standard way of training the system, there is however a certain format which 

determines how to introduce the inputs to the system.  

OpenAI offers an open-source reinforcement learning framework which can be used as 

a base for different libraries. Simply, OpenAI Gym reinforcement learning framework 

consists of 3 main functions: 

1) Init: Init function is used for initializing the environment and the spaces. This 

function sets the action space and observation space. 

a. Action Space: An action space represents the actions to be produced 

during the training process and, consequently, by the trained model. In 

another words, this is the output we receive at each training episode.  

Action spaces can be defined in several forms, but not every available 

machine learning libraries support those possible formats. The decision 

must be made upon a library’s capacity. In this framework, only two types 

of action space formats will be used. 

i. Discrete Action Space: A discreet action is simply an integer value 

produced within an evenly distributed range. Based on the rules 
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of OpenAI Gym, the value is produced in a range starting from 0 

to a given integer value (excluded).  

ii. Continuous (Box) Action Space: A continuous action value is a 

float value and is produced in a range of minimum value(s) and 

maximum value(s) range. 

b. Observation Space: Observation space is the definition of the range of 

the values to be tracked/observed. Those values are produced a user-

defined custom function and received as an input to create an action 

based on them.  Unlike action spaces, continuous observation space 

works for both discrete and continuous values. Minimum and maximum 

limits of the observation space must be set in the same way action space 

is set. 

2) Step: Step function is a collection of functions which will be executed based on 

the action produced by the system. Simply, it takes an action and the current 

state, computes the logic set by the researcher, and produces a new observation 

state, a reward and an acknowledgement message to indicate if the training 

episode is ended or not. An episode may terminate on reaching a total number 

of episodes or on occurrence of any particular. There are several points worth 

mentioning: 

a. Discrete functions produces actions starting from 0 to a maximum value. 

In that case, the action should be adjusted by the user. Say, a negative 

value is needed as an action, then a subtraction must be applied to the 

action.  

b. Reward values should be kept as small as possible but a balance must be 

preserved between negative and positive rewards. The difference should 

be distinguishable.   

3) Reset: Reset function is used for resetting the environment, the reward and the 

observation criteria if needed.   

Using this framework, and a library that supports OpenAI Gym [40] can be used for 

further training. The most used libraries are TensorFlow [41], Keras [42] and Stable 

Baselines [43]. In this work, we will be using Stable Baselines for following reasons: 

1) It is designed to work with OpenAI Gym. 
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2) It has limited action space formats which keeps the framework under control, 

too many features cause complexity. 

3) It offers 12 different policies and multi agent training option. In this work, only 

one is shown but users can access rest of the policies in the next versions of the 

framework. 

4) It is easy to save and reuse the trained model later on. 

The versions of the libraries are extremely important. Even two different versions of the 

same library may differ considerably. For this work, we will be using Python 3.6.13, 

OpenAI Gym 0.18.0, Tensorflow 1.14.0 and Stable Baselines 2.10.2. The policy we will 

be using is Proximal Policy Optimization 2 [44]. 

 

 

3.3 Socket connection workflow  

The networking blueprints should be able to send and receive data back and forth. 

Unreal Engine should work as the server and python script should connect to the server. 

If the connection is successful, the following data flow should be possible and 

acknowledgement messages can be sent and received to make sure the messages are 

being transferred correctly. 

 

Figure 3.7 Data flow between server and the client 
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4.  UNREAL ENGINE AND REINFORCEMENT LEARNING 

IMPLEMENTATION 

Unreal Engine, just like other popular game engines, does not support too many artificial 

intelligence features. But it is not hard to find a way to work around it. Working with 

data processing, data transferring is an essential step for robotics and this is mostly 

done by socket connections. We could use this opportunity to connect new artificial 

intelligence libraries to our game engine. Another option would be using wrappers but 

in this work, Conscious Actors (CONSAC), we will be using socket connections to bring 

reinforcement learning feature to Unreal Engine. 

Stable baselines uses python and python offers a very simple and easy to use socket 

connection. If a TCP connection can be set up in Unreal Engine as well, two sides of this 

project would work fluently.  

Unreal Engine is a game engine and by the nature of it, it has multiplayer network 

connection but it is not designed for a third party library. Which means, a TCP connection 

has to be done by a user defined script. Unreal Engine uses C++, however, a language 

like C++ would cause performance failures if not used properly. To prevent this, Unreal 

Engine uses its own custom variables, structures and function (TArray, FString, FName, 

eg.)[47] which is almost a new language. Classic C++ networking methods would not 

work in this case but Unreal Engine has its own networking functions. It was intended 

to use Unreal Engine as the server side and the script was written based on this decision. 

For the ease of the usage, the C++ script was exposed to Blueprints so it can be used 

for graphical programming by researches.  

With all those being said, it is worth mentioning why it is important to use blueprints 

and what challenges and what benefits it has.  Blueprints, as mentioned in the previous 

sections, are designed to enable users to code without having to write the code on their 

own. Blueprints has a logic that consists of fundamentals of algorithms such as loops. 

Decision blocks, arithmetical and logical expressions which is not too different than that 

of Matlab or similar softwares. Given the fact that researches are using Matlab widely, 

blueprints make it easy to adopt for those users who have an algorithm background in 

any language. However, not every method, member or variable types that Unreal Engine 

has can be accessed by the blueprints directly. That is why, some functionalities should 

be placed in blueprints compatible functions and served as a blueprint library. In this 

project, it was needed to use IP and port numbers, socket classes and pointers to those 

classes, socket related functions but none of them could be exposed to blueprints 
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directly. Instead, those functions should be placed in a blueprint suitable function 

format, say a function which takes a string of and IP address as an input, process the 

string under the hood into an IP address variable and returns a bool value if the socket 

is created successfully. 

Yet again, this brings us back to the coding which is not that easy to code in Unreal 

Engine and requires a solid C++ knowledge. But, what we want from this framework is 

to allow people to train their models only by using blueprints. Therefore, we had to 

create blueprint blocks on our own for establishing a socket connection which is where 

we started at. 

 

 

4.1  TCP connection 

A TCP connection consists of 2 sides, a server and a client. The blueprints we will we 

creating should provide the following communication flow between the server and the 

client.  

 

Figure 4.1 General TCP/IP connection 

 

First blueprint node we created is the “Create Socket” node. The user has to set up 

buffer sizes and the end point (IP address and the port). There are no overloaded 

functions, therefore the values cannot be empty. This connection can be used for any 

other application but for this study, it is set to the following end point. The given end 

point will be decoded and used in an Unreal Engine function which cannot be exposed 

to the blueprints.  
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Figure 4.2 Blueprint node for creating a socket 

 

“Create Socket” will create a socket but will not activate it right away. Following the 

create function, the socket connection can be started and closed by using two functions. 

The reason to put “Open Socket” functionality out of Create Socket is that Unreal Engine 

(and all the other engines) have an Awake/Start function that runs only once at the 

beginning of the application. Than the engine runs at a frame based update function 

which runs in a loop. Socket can be created at the beginning but if the user wants, it 

can be activated elsewhere on the runtime.  

       

Figure 4.3 Blueprint node for opening and closing a socket 

 

If a socket is open at the given end point, it must be closed after used so it can be used 

again. If not, the next time, Unreal Engine will crash on an attempt to open a socket 

which is already open.  

Once the socket is on, the user can set it to listening mode to listen incoming clients by 

using check connection function and accept the client if there is any (if the function 

returns true, trying to accept a non-existing client will crash the engine). On accepting 

the client, a new socket will be assigned to the client and this socket is handled in the 

script and not exposed to the blueprints. 
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Figure 4.4 Blueprint node for listening and accepting a client 

 

Incoming data can be checked by the “Check Pending Data” function and if there is any 

(if the function returns true), it can be accepted and a string will be received. Unreal 

Engine uses UTF-8 decoding, in case the user is using the connection blueprints for a 

personal use. Accepted data will be decoded and the output string doesn’t need to be 

decoded again. 

    

Figure 4.5 Blueprint node for listening and accepting a data 

 

Sending data can be done by the Send Data function. A string can be sent and 

encoding will be handled automatically. As mentioned before, it will be encoded in 

UTF-8, so the receiving client should decode accordingly. Return value will show the 

data sent, if the user is sending a custom string, created by appending different values 

into a string, then it may need to be debugged.  

 

Figure 4.6 Blueprint node for sending data 
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If the connection with the client is to be closed, “Close Connection” function should be 

used. This is different than closing the socket’s itself. Opening a socket will require a 

proper closing. If the user fails to close the socket on a certain end point, the next 

attempt to open a socket on the same end point will fail as it is not closed and still 

assigned. If it fails, it means the endpoint was assigned but now is released and it can 

be used again.  

 

Figure 4.7 Blueprint node for closing a client connection 

 

If Unreal Engine is being used in editor mode and the running simulations is stopped 

without closing the socket properly, the next attempt on running the simulation will 

fail the whole engine and Unreal Engine will shut down with an error. However, not 

closing the connection between server and the client is not that severe and it will not 

cause any problem.  

 

4.2 Reinforcement learning environment in Unreal Engine 

To set up reinforcement learning environment, an action space and an observation space 

must be created. This is done in 2 ways: 

1) Discrete spaces: Discrete spaces are integer value spaces and exist in a range. 

For example, a discrete space of 3 means this space can only consists of two 

values, starting from 0: 0, 1 and 2. To set up a discrete space, discrete option 

should be checked and the length should be set. Low and high values must be 

set to zero as the function doesn’t have and overloaded option. 

2) Continuous spaces: A continuous space can be any value within a range. For 

instance in the range of 0 to 1, there are infinite values that can be produced. 

Those values however can be bypassed, clamped to avoid high computation 

volume. Lower value and high value can be set separately, unlike discrete 
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spaces. However, the size of the space must be defined, low and high values 

must be separated with a coma.  

All the details regarding the environments can be found in the documentations of 

OpenAI Gym and Stable Baselines. In the scope of this work, it is not intended to explain 

how those frameworks function but rather create an easy working environment for 

researches to power their simulations with game engines and machine learning 

algorithms.  

In this section, we will design our system in order to satisfy the structure in the following 

figure. But before we achieve the desired result, we need to design several core 

blueprints. Later on, we will combine them into nodes to have a user friendly framework. 

 

 

Figure 4.8 Reinforcement learning framework design 

 

 



33 

 

We have started with writing a C++ script and exposed it to blueprints for setting up 

the environment.  

 

Figure 4.9 Blueprint node for compiling environment message 

 

Training length must be set at the beginning but each episode in a training cycle will 

be determined by the user with custom functions. 

The return value is a string that consists of all the required parameters and it can be 

sent to the client directly. The workflow and the format of this message will be 

explained in the following pages.  

The environment parameters are sent only once and it cannot be changed during the 

training. Once it is set, the next things is to start sending observation, reward and 

done information and receive an action in return. This is the loop that the user needs 

to create. Once again, details about how the reinforcement learning works with 

OpenAI Gym environments and Stable baselines can be found in the documentation of 

OpeanAI Gym and Stable Baselines. 
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Figure 4.10 Blueprint node for compiling training data 

 

The training data is a collection of a self-state (observation), reward and done status. 

The function for formatting inputs into a string is created in C++ and exposed to 

blueprints. The reward can be in any numerical type, Unreal Engine will handle the 

conversion. Return data is a formatted string, ready to be sent to the client.   

 

Figure 4.11 Blueprint node for accepting data from reinforcement learning algorithm 

 

A blueprint node “Wait and Accept Message” is also available for accepting incoming 

action data and sending the observation data back. This is a collection of socket 

functions mentioned above. The user can create a custom “Check Pending Data” – 

“Accept Pending Data” – “Send Data” but the “Wait and Accept Message” is created to 

keep it easy and organized for the user. It takes the observation data as an input to 

send and returns the action received. 

The actions can be decoded from a string form into a numerical array format to be 

used for the calculation. This format is an array even if there is only one action to 

receive. This is a generic format to support multiple actions. 
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Figure 4.12 Blueprint node for decoding action string into an array 

 

 

4.3  Reinforcement learning environment in Python  

Python side of this project is close to the users and cannot be changed for the following 

reasons: 

1) The flow of the data should not be disturbed, any small change in the source 

code could violate this fluency. 

2) Stable baselines, OpenAI gym and their dependencies are version sensitive. If 

the script is not running in a proper python environment, it would suffer from 

versioning errors.  

3) Simply, it is not possible to see the source code in the last product as it is 

delivered as a package to run without needing a python environment setup. 

The general syntax for the python package is: 

function init() 

envData = receiveEnvironment() 

[actionSpace, observationSpace] = decodeEnvironmentData(envData) 

function step(self,action) 

sendAction(action) 

[observation, reward, done ] = receiveObservation() 



36 

 

Return observation, reward, done 

function reset() 

resetValues() 

receiveResetObservation() 

step(action) 

 

There are three types of messages being sent and received by the both sides: 

1) Environment setup message 

a. ActionSpaceType # ActionSpaceSize#ActionSpaceLowAndHigh 

b. ObsSpaceType # ObsSpaceSize#ObsSpaceLowAndHigh 

c. TrainingLength 

Discrete space is represented with ‘D’ and Continuous space is represented 

with ‘B’ which stands for Box. All the variables are separated by a delimiter 

‘#’.  

For instance; D#3#0#B#3#0,0,0,5,6,7#1000 

2) Observation message 

a. Observation 

b. Reward 

c. Done 

Observation is an array of observed values, it cannot exceed the size of 

observation space, specified at the beginning. Reward can be an integer or a 

float number. Done is a bool value but it is represented with 1 and 0.  

As an example; 2.23,4.1,5#2.3#0 
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3) Action value 

Action value is received as an array, containing action values only. It is then 

decoded into a float array. Actions can be accessed by their index and used as 

intended.  

If the connection works as it is supposed to, the progress of the training can be tracked 

as follows. Every once in a while, stable baselines will give a feedback on the status of 

the training. Total time steps indicates the training cycle. When it reaches to the training 

maximum length the user provided, training session ends. 

   

Figure 4.13 Feedback from reinforcement learning algorithm 

 

4.4  Saving and reusing the trained models 

OpenAI Gym does not support trained model saving, hence Stable Baselines handles 

the saving and loading models. Multiple models can be saved and loaded separately, as 

well as they can be overwritten.  

To load and save a model, user has to supply a name for the model to be saved or to 

be loaded. Above, an input regarding models did not exist yet and implemented at the 

last step of this work. Now the user can give a name to the model at the beginning, 

using “Setup Environment” node. This node is also improved with a socket property 

under the hood.  
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Figure 4.14 Setup environment with model feature 

 

Accepting the client which is our python package, is handled by a new node block 

“Training Connection”. This node will listen for an incoming connection and accept it. 

And if there is a client connected, it will return true. This function should be used with 

an if statement (a branch in blueprints). The reason will be explained later with a real 

example. 

 

Figure 4.15 New node for handling client connection 
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Another new node “Training” will take the observation data, send it to the client, receive 

a new action in return, decode it and convert it into an array.  

 

Figure 4.16 New node to manage training data flow 

 

If the training is completed, “Training Completed” node will return true.  

 

Figure 4.17 New node the control training status 

 

At the end of the training, you can use the new model now.  

 

Figure 4.18 New node to load models 
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“Model Connection” node will take an observation value and return an action from the 

trained model. As you can see, observation value does not have to include a reward and 

done indicator anymore. To be able to save a model, “Environment Setup” node should 

be used at the beginning with a proper model name. 

We can see the whole construction on an example. First, we setup an environment using 

“Setup Environment” node and open a socket under the hood. This block handles the 

socket opening, therefore it must be used for both training and loading a model. This 

has to be done once which is why we used it after an “Event Begin Play”. 

 

Figure 4.19 Use case of 'Setup Environment' 

 

Now it is possible to listen for a client and accept the client before starting the training 

session. We mentioned that the “Training Connection” node must be used with an if 

statement (called Branch in Unreal Engine). The “Event Tick” creates a loop that runs 

at every frame. There should be a mechanism which will block the process if there is no 

client, otherwise the functions used for sending and receiving data in the following steps 

will try to send a message to a non-existing client and end up with an error. 

Consequently, we need a decision making block to allow us to send data if only a client 

is ready for it. 
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Figure 4.20 Use case of 'Training Connection' 

 

In the example, there is a ‘for loop’ shown. This loop is not necessary, because the 

“Event tick” already creates a loop. But event tick loop runs once at each frame, whereas 

a “for loop” runs at much higher rates. It can be removed but the speed will decrease 

drastically.  

If the connection is successful, training process can be started with a “Training” node. 

The “Observation” node in the image above is a custom node, user can produce the 

inputs for the “Training” node in the way they like. The “Reset” node is a custom node 

created by us for this specific example, for resetting the training episode, it is not 

included in the framework. 

 

Figure 4.21 Use case of 'Training' and 'Training Completed' 
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In every step, user should check with “Training Completed” node if the training is 

completed. The “Step” node is a custom node, it takes the received action and uses it 

as the user defined. When the training process comes to an end, “Training Completed” 

node returns true. In this example, we closed all the connections and stopped editor.  

 

Figure 4.22 Closing connection properly 

 

It is then possible to reuse the model with a “Model Connection” node. This still requires 

an “Environment Setup” block to open a socket and send the model name to be loaded. 

 

Figure 4.23 Model loading 
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We have shown a use case of Unreal Engine blueprints above. Now we can see the 

output of it on the python side.  

The definition of our environment: We have a discrete road, where the start point A is 

0 and the end point B is 40. Our actor Mario is placed at 10 and a golden coin is placed 

randomly. After every 50 episode, coin location is assigned to a new random value. We 

expect our actor to move to the gold coin. Our observation consists of those two values, 

the state of our actor Mario and the state of gold coin. 

 

Figure 4.24 Actor and objective for the training 

 

Rewarding system: If our actors move towards to our goal destination, it gets +1 point. 

If not, it gets 0 point. If the actor goes out of our 0-40 limits, the system signals “Done” 

and everything resets. Actor gets a random starting point, goal destination gets a 

random point. 

We trained our model for 20000 training episodes which took around 20 seconds. This 

is the benefit of using a for loop as we discussed before. At a fixed frame rate, training 

would take 4 to 5 times longer.  

In the feedback message, total timesteps shows how many training episode has passed. 

This message is published by Stable Baselines and it occurs only when training the 

model. A trained model do not give any feedback. The state received message where 

you can see the last observation, the first part separated with a delimiter ‘#’ showing 

actor state and the destination state,  before resetting the system is added by us.  
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Figure 4.25 Feedback during the training 

 

The training data is saved into a logged file which has the same name as the model. 

The progress can also be tracked by TensorBoard using the log file.  
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Figure 4.26 Reward tracking on TensorBoard 
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Figure 4.27 Traceable extra features 

 

A loaded model will produce an observation message where we can track how our model 

is acting. Here, we can see that our actor is moving towards the destination. On arriving, 

a new destination is assigned and the actors starts reacting immediately.  

 

Figure 4.28 Trained model output 
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5. DISCUSSION  

In this work, we worked on importing CAD models, deciding on a suitable reinforcement 

learning library, connection between the library and the game engine. Finally, we have 

created a generic reinforcement learning framework for Unreal Engine. Along the way, 

there have been several challenges. 

1) Importing CAD files are not as easy as it seems. The materials on the model may 

cause importing problems, may not be visible in Unreal Engine and may require 

another conversions.  

2) CAD model origins must be corrected in a CAD software carefully. Unreal Engine 

accepts a model as a whole, it is not possible to select edges, vertices or surfaces. 

Aligning objects or rearranging axis is not possible as it is in a CAD software.   

3) Unreal Engine encourages people to use blueprints and blueprints works just 

fine. As we have done for this project, it is also possible to create custom 

blueprints from scratch. From user’s side, blueprints looks identical but a native 

blueprint to native blue print connection is quite different than a native blueprint 

to custom blueprint connection. A custom blueprint block should agree with the 

preceding block, hence the logical structure of the custom block requires 

adjustments.  

4) Unreal Engine uses C++ on its own way. Sometimes, it is not possible to use 

general C++ techniques for it would not agree with Unreal Engine. Simply, you 

should code by Unreal Engine’s own rules. 

5) There are several reinforcement learning libraries available, be it individual or 

co-working libraries. With new researches and developments, every publisher 

updates their libraries and publishes under different versions. It is very important 

to find correct versions of those libraries in the same project in order to keep 

them working together, which is quite cumbersome.  

6) There are also various reinforcement learning policies and each has its own rules, 

structures and working style. Trying to include all of them in one framework 

expends the scope of the framework and it takes it away from being a “generic” 

framework.  
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All the challenges we faced during this work showed us that the framework we 

created can make many people’s life easier in their researches. We were able to 

solve the problems along the way but not yet perfected it. This is where we set 

our new goals for the future. Starting with the framework we compiled in this 

work following improvements will take place in the future;  

1) All possible Stable Baselines reinforcement learning policies will be 

implemented to the framework. 

2) Hyper parameters for Stable Baselines policies will be added as adjustable 

properties. 

3) Keras library will be available after Stable Baselines is fully implemented. This 

is because the model saving/loading way of Keras library is close to that of 

Stable Baselines. 

4) At the moment, trained model requires a TCP connection to transfer data. In 

the future work, trained model will be imported directly. This will allow users 

to create standalone applications and run those applications without needing 

an external library support.  

5) And on top of all, there are still many reinforcement learning solutions out 

there. This framework should have an open end that would allow users to use 

any library they want via TCP connection, as long as they stick to the format 

of the framework. 
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6. SUMMARY  

In this work, we tried to draw a frame around the term ‘Digital Twin’, hoping that it 

would be useful to distinguish digital twins from simulations. The motivation in digital 

twins is “Can we go beyond the simulation and get it as close as possible to the real 

model?”. We can always go further, that is a valid purpose for simulations as well, but 

we may not have the exact tools for that. For a digital twin design, we might need 

different simulations and tools to work together. We took it from there and decided to 

create a new tool to combine the power of game engines and reinforcement learning 

into one project, Conscious Actors (CONSAC).  

Along the way, we repeatedly mentioned the benefits of digital twins, reinforcement 

learning and their use cases. The term “Digital twins” is still too new, there is still too 

much to try and find out what digital twins can offer to us. Regarding reinforcement 

learning, it is exciting to let a system to discover its own potential, even small 

possibilities we wouldn’t take into account, and see it evolving in the right direction.  

As promising as reinforcement learning and digital twins sound, it takes time, hard work 

and rigorous study to create a robust model. We do believe, this work will offer new 

tools and possibilities to users owing to the features that come with game engines; and 

hopefully make the process easier for them.  
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7. KÕKKUVÕTE 

Selle töö käigus prooviti luua raamistikku terminile “digitaalne kaksik”, lootes et see 

tuleb kasuks digitaalse kaksiku ja simulatsioonide vahel eristamisel. Digitaalsete 

kaksikute põhimõte on “Kas on võimalik saavutada järgmine aste simulatsioonist, mis 

oleks võimalikult sarnane tegelikule mudelile?”. Alati on võimalik simulatsioone 

täiendada, kuid nende jaoks ei pruugi leiduda õigeid vahendeid. Digitaalse kaksiku 

loomise puhul võib vaja minna erinevaid simulatsioone ja vahendeid, mis töötaksid 

üheskoos. Seega otsustati luua uus platvorm, mis kombineeriks mängumoototire 

võimekuse ja stiimulõppe ühte projekti, Conscious Actors (CONSAC).  

Töö käigus toodi korduvalt välja digitaalse kaksiku ja stiimulõpe kasulikkus ning nende 

erinevad kasutusalad. Digitaalset kaksikut on siiski alles liiga vähe käsitletud ja selle 

teema kohta on veel palju uurida, et teada saada, kuidas see võiks inimestele abiks olla. 

Stiimulõppe algoritmid on rakendatud nii, et süsteem avastab iseseisvalt enda 

potentsiaali, arvestab ka kõige vähemolulisi nüansse ning areneb maksimeeritud 

tulemuse saavutamise suunas.  

Ehkki stiimulõpe ja digitaalne kaksik kõlavad väga paljulubavalt, võtab robustse mudeli 

loomine palju aega, uurimist ja tööd. On tugev uskumus, et käesolev töö loob uue 

platvormi ja erinevad võimalused kasutajatele, mis muudab kogu protsessi lihtsamaks 

, võimaldades kasutada mängumootorite erinevaid funktsioone.  
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