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1 Introduction
The invention of electricity in the 19th century changed the everyday habits of humankind.Nowadays it is difficult to imagine a world without constant electricity consumption—light, motors, modern transport, computers, communication—all these technologies havebecome viral in modern civilization. Nevertheless, every human activity has positive andnegative outcomes. Consequently, fossil fuel-based energy has become one of the rea-sons for global warming, though trends have changed dramatically since internationalagreements on power have been signed by many countries. For the future of power en-gineering, an important step is to move towards the concept of a recyclable economy.Moreover, the International Energy Agency (IEA) predicts that by 2030, global electricityconsumption will increase to 30,000 TWh, i.e. twice the energy consumed in 2010 [79].

These changes significantly increased demand for renewable energy sources, whichshould replace traditional power plants. However, the generation of stable and sustain-able power from natural sources is a big challenge for today’s infrastructure because ACpower networks, widely used since their victory in thewars of the currents, were designedto be provided by power with stable generation and high inertia. In contrast, renewablepower sources, including wind turbines and electronics-based solar panels, are unstableand have low inertia, the impact of which increases in parallel with degree of variablerenewable energy (VRE) penetration. Therefore, VREs are applicable for grids designedto adapt generators with decreased inertia. An isolated microgrid is a great example ofthis power system, where a high-inertial thermal power plant (TPP) works alongside low-inertial wind generators and PV panels that have instant inertia drop. If inertia becomestoo low, there is a high risk of a short-term grid shutdown and damage to many electricaldevices. This can happen due to a drop in frequency and a high rate of change of fre-quency (RoCoF), hence the full scale of the impact so far requires deeper understanding[97, 61, 41, 46]. Therefore, low-inertia phenomena appeared due to the transition froma generator-dominated to an inverter-dominated power system (See Fig. 1). This poses asignificant challenge to the industry of distributed power systems. So far, decreased in-ertia is an open problem that requires study balance models, stability theory and controlmethodologies, which still need to be developed and validated [61, 46, 36]. Moreover,microgrids introduce a complex and ramified network of interconnected generators withvarying inertia and have many criteria for frequency stability support, which is criticallyimportant.

Figure 1: Evolution of inverter-dominated systems adopted from [93]
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Nowadays engineers have proposedmethodologies to facilitate themitigation of prob-lems. For instance, a common way is virtual inertia emulation, usually for inertia emula-tion, which applies the battery storage system combined with a power electronics deviceknown as a virtual synchronous generator [98, 95, 61]. However, the inertia emulationprocess should be controlled using a robust method. In recent works, the droop controlhas been mentioned in [78, 24], where a comparative analysis between implementationsfor virtual synchronous machine were provided. Certain developments have been dedi-cated to frequency support by inertia response [13] and frequencymeasurement by phaselock-loop device (PLL) [93]. Someworks propose inertia control provided by virtual inertia-based PI controller [28, 42] and use of the derivative control technique [9, 22], includingthe frequency support by method time-variable droop characteristic in [19].The latest achievements in machine learning development (e.g. reinforcement learn-ing, evolution algorithms and supervised learning) demonstrate high adaptivity to unstud-ied conditions in various tasks, such asmedicine, economics, datamining, self-driving cars,cyber-security, gaming [20, 91]. Therefore, recent research focuses on searching for a so-lution based on computational intelligence. Recent developments in the field of artificialintelligence propose a large number of methods, but only a limited number of AI methodswas applied for microgirds [110].According to a recent study on the state of the art of the virtual inertia control meth-ods provided in[86], several works tried to solve the problem of controllable virtual inertiaemulation. All of the proposed methods have advantages and limitations that can havea serious impact on real implementation. For example, classical methods, such as thecoefficient diagram method (CDM) and H∞ in [2, 34] are robust but use the state-spacerepresentation of the process, whichmakes it difficult to recreate the dynamics of the realsystem and guarantee stability. Besides, H∞ has problems with order reduction. The fuzzylogic controller (FLC) proposed in [38] is an advanced adaptive method with flexible ar-chitecture but requires good knowledge of the design of optimal fuzzy rules that performmanually alongside a computational complex. A hybridmethod such as the optimal PI/PIDcontroller tuned by particle swarm optimisation (PSO) in [53] is a realistic alternative, butlearning takes place in the offline mode, which means that the optimal performance pro-vided is limited and requires a long time for repeated tuning. Another hybrid method isthemodel predictive controller (MPC) proposed in [33, 90], which is a robust method thatuses the finite-horizon method for adaption to uncertainties, but its performance heavilydepends on the accuracy of the predicted input signal. Most of thesemethods are difficultto deploy for coordinated control or for another multi-scale system. Moreover, most ofthe methods lack any validation rules for fail-safe mode when applied to real processes inan unstudied environment.This thesis is based on a collection of peer-revived scientific works published in re-puted conferences and journals, where the study on virtual inertia problems and majorcontributions provided by the prepared doctoral thesis can be summarised as:
• Design of ANN-based controller for virtual inertia control (VIC).We design an ANNfor VIC application and train by model-free reinforcement learning (RL) methodswith DDPG and SDDPG policy rules.
• Design of reward/punishment system for VIC applications.We apply a data-drivenapproach for the study of unknown systems and train any controller by trial anderror, where we design a specific set of reward and punishment rules to providerobust training of the RL agent in an unstudied environment and where the majorcriterion for rewarding is the calculated frequency stability.
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• Combinationof advancedenergy storage control schemewithMIMOneural network-
based controller trainedbydeep reinforcement learning. A redesignedANNcanbeapplied as a controller and/or an online tuning strategy for another control method.In an applied energy storage model we provide (dis)charge dynamics and optimaloperation of a control scheme, where the designedMIMO controller organises con-trol of incoming power flowand additional control of positive andnegative feedbackparts.

• Design ofmulti-agent reinforcement learning control architecture for coordinated
control of hybrid microgrid. RL can be deployed as a multi-agent strategy and pro-vide parallel training of multiple controllers. For example, a hybrid isolated micro-grid model requires the design of a coordinated control strategy. We apply themulti-agent approach, whichwas trainedby stochastic reinforcement learning (SRL).

• Combination of neural network-based tuner with VFOPID controller. The pro-posed hybrid model combines the robustness of VFOPID and the flexibility of anANN, where training is supported by reinforcement learning. In addition, a combi-nation of SRL and SDDPG policy is provided to optimise the duration of training.
1.1 Thesis structure
The thesis separated into seven chapters and covers one research topic, with two sub-topics of isolated microgrid and hybrid microgrid. A brief description of the content ofeach chapter is provided in the following list:

• Chapter 1, Introduction, provides an introduction to the topic virtual inertia controlin isolated microgrid systems.
• Chapter 2, Background and challenges, addresses research questions and problemsof the related topic.
• Chapter 3, Modelling of isolated microgrid, provides information on the features ofthe mathematical model isolated microgrid, including TPP, VIC, ESS, System inertiaand damping, Domestic loads, VRE.
• Chapter 4, Analysis of methods for virtual inertia control in isolated microgrid, re-flects the state of the art in recent algorithms applied for VIC, discusses their bene-fits and drawbacks.
• Chapter 5, Virtual inertia control in isolated microgrid mode, provides solutions onVIC proposed by the thesis, including a solution for the advanced energy storagemodel.
• Chapter 6, Coordinated frequency control in hybrid microgrid, provides a solutionto the problem of the coordinated load-frequency control of hybrid microgrids.
• Chapter 7, Conclusion and Future Plans, addresses conclusion and final discussionof this thesis and future plans.
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1.2 Research questions
In thesis we tried find answers for following research questions:

• How virtual inertia emulation help mitigate low inertia problem?
• What advantages reinforcement learning has in contrast to other optimization/trainingmethods?
• What benefits combination of ANN and (FO)PID controllers has?
• How multi-agent reinforcement learning can be applied for coordinated control ofhybrid microgrid?
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2 Background and challenges
2.1 State of the art on low inertia systems

The low-inertia microgrid encompasses participants with different inertia power gener-ation capacities and loads with very complex dynamics [28, 78, 24, 30]. Therefore, mi-crogrids with high RES penetration are a big barrier for integration into massive distribu-tion networks, creating various challenges such as: (1) active/reactive power imbalanceand voltage droop in transmission lines; (2) production/consumption imbalance in dis-tribution loads; and (3) frequency mismatch with other microgrids and the rest of thepower grid [61, 59]. Hence, energy storage systems are considered as the prime actua-tor in frequency stability control, which in reality have physical limitations such as: (1)(dis)charge cycles; (2) restricted power reservation; (3) reserved power losses; and (4)individual speed of (dis)charge. Moreover, energy storage control performed by virtualinertia or virtual synchronous generator (VSG) uses power-inverting electronics, whichcome with physical delays and limitations in frequency measurement and power conver-sion [99, 108, 8, 107, 13, 93].
Renewable energy sources (RES) are frequently deployed in modern power grids topromote myriad environmental and economical aspects. However, increasing integrationof RES significantly decreases the rotational inertia of the grid, which jeopardises grid sta-bility and its overall dynamic behaviour [98, 41, 61, 42]. A central challenge is the regula-tion of the grid’s frequency, considering the high penetration levels of renewable sources.One approach to the mitigation of this problem is the installation of fast-reacting stor-age systems with integrated virtual synchronous generators alongside low-inertia powersources. Such controllers have been studied extensively in recent years [9, 22, 101, 21, 69,1, 36]. Each control method has its own benefits and limitations. For instance, classicalcontrol paradigms are simple in general but are designed for specific scenarios, whereasdata-driven algorithms are flexible and enable online learning. On the other hand, thesealgorithms are numerically complex and require adequate data to operate efficiently. Fur-thermore, hybrid control strategies have low numeric complexity, but their convergenceis hard to guarantee in most cases. Proposing suitable guidelines for choosing the bestalgorithm is currently an open question—a question which becomes more acute whenthe microgrid is isolated [93, 64, 109, 105, 53, 72, 36].
Isolated microgrids have received increasing attention as a means of integrating dis-tributed generation into the electricity grid. Usually described as confined clusters ofloads, storage devices and small generators, these autonomous networks connect as sin-gle entities to the public distribution grid through a point of common coupling (PCC).Fig. 2 illustrates a typical microgrid network. Microgrids comprise a variety of technolo-gies: renewable sources such as photovoltaic andwind generators are operated alongsidetraditional high-inertia synchronous generators, batteries and fuel-cells. Thus, energy isgenerated near the loads, enabling the utilisation of small-scale generators that increasereliability and reduce losses over long power lines. The locality of the microgrid networkenables the improved management of energy. Generators (and possibly loads) may becontrolled by a local energy management system to optimise power flow within the net-work. The objectives of energy management depend on the mode of operation: islandedor grid-connected. In grid-connected mode, the typical objectives are to minimise theprice of energy import at the PCC, to improve the power factor at the PCC, and to optimisethe voltage/current profile within the microgrid. In islanded mode, which is addressed inthis work, the main goal of power management is to stabilise the system and preservehigh reliability and resiliency in terms of frequency, voltage and power.
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Figure 2: Schematic representation of a typicalmicrogrid, including power conversion devices, power
generators with different inertia

Few recent survey papers describe the various aspects in the context of virtual inertiawithin power grids with high penetration of RES. A comprehensive review of virtual iner-tia implementation techniques is provided in review work [93]. The reviewed works areclassified and compared by means of virtual inertia topologies. Some selected topologiesare simulated and it has been shown that a similar inertial response can be achieved byrelating the parameters of these topologies through time and inertia constants. More-over, a discussion on the challenges and research directions is presented and points outfuture research needs for the integration of virtual inertia systems. Review [82] presentsvarious topologies for emulating the virtual inertia algorithm along with control strategiesfor general distributed generation. Furthermore, it provides a review of the optimal sizeand location of synthetic inertia in a power system. In [16], the authors presented a reviewfocusing on inertia values for power systems. The inertia values were estimated based ondifferent regions in the last 20 years. Furthermore, the contribution of PV power plantsas virtual inertia is discussed and an analysis of the damping factor evolution provided.
Contrary to these comprehensive review papers, which focus on the implementationof virtual inertia topologies [93], virtual inertia and frequency control for distributed en-ergy sources [82] and inertia estimation evolution in power systems [16], this study focuseson the systematic comparison of virtual inertia control methods designed to solve the fre-quency regulation problem in islanded microgrids. In particular, we strive to understandwhy certain control methods are more efficient in different circumstances and which con-trol strategies will be gaining popularity in the upcoming years. To this end, we considerthe different control techniques available in literature for the period from 2010−2023 andthen categorise them into three groups of classic, advanced and hybrid methods. There-after, we provide a detailed analysis of each control and the optimisation paradigms bymeans of various quality criteria. Finally, we perform a contextual analysis and highlightthe current developments and trends for various combinations of virtual inertia controlmethods and technologies with a focus on microgrid applications.
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2.2 Motivation
Complex and interconnected microgrids with decreased rotational inertia are a challengefor the development of new methods that can provide the effective injection of syntheticinertia viamanaging electronic-based devices, including DC/AC inverters, and stabilise en-ergy in the multi-scale and decentralised energy generation network provided by grid-forming power sources, including thermal power plants, wind turbine parks and solarpanel parks, as well as grid-following power sources, including ultra-capacitors, batteries,fuel cells, private solar panels and wind turbines. In simulated microgrid the frequencysupport provides by virtual inertia emulation, which in real life is a serious challenge formany classical and advanced control algorithms, since every microgrid has individual fea-tures and limitations that should be studied. In this thesis, the goal is to develop flexiblealgorithms based on artificial neural networks using the deep reinforcement learning ap-proach. Many of the challenges are connected to the following tasks:

• Development of a reinforcement learning-based controller with (S)DDPG policy anddesign reward rules for application in a model of virtual inertia control.
• Study of microgrid dynamics to design the correct reward rules for training an RLcontrol agent.
• Design of a robust artificial neural network-based controller frequency support/controlin an isolated microgrid that can be a good alternative to the existing control meth-ods proposed in the state of the art, including MPC, PID, FLC and H∞.
• Application of the advanced energy storage scheme proposed in [47], which in-cludes modelling of (dis)charge dynamics and limitations. Design of an ANN-basedcontroller for applied system and development of simplified DDPG policy for controlapplications.
• Development of a hybrid of ANN and FOPID controllers for application in the virtualinertia controller scheme proposed in [36] in order to provide frequency support inan isolated microgrid.
• Development of multi-agent control architecture based on reinforcement learningto provide frequency support in a multi-area microgrid system.
• Development of multi-agent reinforcement learning for application in coordinatedcontrol of the hybrid microgrid model.
• Development of a reward system based on angular integral absolute error (IAE) toprovide accurate punishing/rewarding of an RL agent.
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3 Modelling of isolated microgrid
In this chapter, we illustrate the state of the art in modelling isolated microgrids applica-ble for testing control algorithms, which was proposed in [43] and in recent years saw anextension in an additional control loop provided by a virtual inertia controller. This thesispresents a simplified mathematical model of an isolated microgrid adopted from severalrecent publications [34, 38, 35, 2, 53, 84] and depicted in Fig. 3. The addressed scheme in-cludes simplified residential/industrial loads, energy sources (thermal power plant, windfarm and solar power plant) and energy storage systems [76, 65, 36]. The thermal powerplant is composed of a governor with a generator rate constraint (GRC) and a turbine witha frequency rate limiter, which restricts the valve opening/closing (VU , VL). The dynamicmodel of the microgrid utilises the hierarchical architecture with primary and secondarycontrol loops. The primary control loop has a droop coefficient of 1/R and the secondaryloop has an area control error (ACE) system with the second frequency controller with again of KI and the first-order integrator. The frequency regulation is performed by the vir-tual inertia device with an additional controller. The balancing system performed as thefirst-order transfer function with microgrid damping coefficient D and system inertia Hhas a common value for all generators. The power generation by variable energy sourcesis modelled as a random signal with the first-order holder. The structure of hierarchicalcontrol includes frequency control by the primary control loop (PCL) and secondary con-trol loops (SCL). The modelling parameters of the microgrid from different publicationsare summarised in Table 1.

Figure 3: Mathematical model of isolated microgrid with hierarchical control loop and frequency
support provided by virtual inertia controller, including renewable energy and domestic loads

3.1 Thermal power plant
In real life, a thermal power plant is represented as the major power supplier with a mas-sive synchronous generator, which has high rotational inertia. In the applied mathemati-cal model to control the frequency deviation ∆ f and preserve MG stability under variousdisturbances, two main frequency control schemes are employed: PCL, SCL. In this hier-archical architecture, PCL and SCL are responsible for balancing and restoring the system
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Table 1: Applied parameters of the isolated microgrid

Parameter Physical meaning Nominalvalue Unit

∆PT PP TPP power changes – p.u.
∆PE General power deviations – p.u.
H System inertia 0.083 p.u. s
D Damping coefficient 0.015 p.u./Hz
∆PV I Virtual inertia power changes – p.u.
KV I Virtual inertia constant – p.u. s
DV I Virtual damping coefficient 0.3 p.u./Hz
RV I Virtual inertia droop coefficient 2.7 Hz/p.u.
R Droop coefficient 2.4 Hz/p.u.
TV I Virtual inertia time constant 10 s
Tt Turbine time constant 0.4 s
∆PG Governor power changes – p.u.
TG Governor time constant 0.1 s
∆PSCL ACE action changes of SCL – p.u.
∆PPCL Control changes of PCL – p.u.
KI Integral controller gain 0.075 s
∆PRES RES power changes – p.u.
∆PWT G WTG power changes – p.u.
∆Pwind Initial wind power variation – p.u.
TWT G WTG time constant 1.85 s
∆PPV PV power changes – p.u.
∆Psolar Initial solar power variation – p.u.
TPV PV time constant 1.5 s
∆PL Load power changes – p.u.
∆PRL Residential loads variations – p.u.
∆PIL Industrial loads variations – p.u.
VU ,VL Governor valve limiter ±0.5 p.u.
∆Pg,

max
min Governor dead band limits ±0.12 p.u. MW/min

∆PV I ,
max
min Virtual inertia valve limiter ±0.25 p.u.

frequency stability, respectively. These two loops are applied to the thermal power plant(TPP) governor to generate power from the turbine system provided as

∆PG =
1

1+ sTG
(∆PSCL−∆PPCL) , (1)

in which ∆PPCL = R−1∆ f and ∆PSCL = s−1−KI∆ f are the control and ACE action changesfrom PCL and SCL, respectively; R is the droop constant; and KI is the integral controller
21



gain. Finally, its output is defined as:
∆PT PP =

1
1+ sTt

∆PG, (2)
where ∆PG is limited by valve opening/closing constantsVU andVL.
3.2 Variable renewable energy sources
In traditional power plants, the synchronous machine has high inertia, the magnitude ofwhich defines the total mass of the armature, so inertia is rather an advantage than adrawback. To understand the true scale of the problem, the fact that in traditional powerplants the rotational speed of the generator depends on controllable steam flow, which iseasily controlled by simple closed-loop methodologies, needs to be emphasised. In con-trast, the kinetic energy of wind turbines is defined by wind velocity and air density, whichis not controllable. Moreover, the rotational speed strongly depends on the total size andmass of the wind turbine. Unfortunately, future grids require an increase in wind turbinegeneration; an increased need for power requires larger and larger turbines. A similarsituation occurs in relation to solar panels; however, photoelectric panels have zero iner-tia and energy generation depends on the daily intensity of solar radiation. In modelling,we consider variable renewable energy as a source with unstable power generation anddecreased inertia, where solar panels∆PPV andwind turbines∆PWT G provided as the ran-dom signals with a transfer function that simulate natural transfer delay power flow. Tomake the simulated system more feasible, the renewable energy sources do not partici-pate in frequency management and are considered MG uncertainties. Hence, the follow-ing simplifiedmodels of the renewable energy power changes are sufficiently accurate forour analysis:

∆PRES = ∆PWT G +∆PPV =
1

1+ sTWT G
∆Pwind +

1
1+ sTPV

∆Psolar. (3)
where ∆Pwind and ∆Psolar are signals with random defined values, where TWT G and TPVare transfer delays of wind turbine and solar panels, respectively.
3.3 System inertia and damping
In the majority of power systems, the inertia model has a predefined constant of systeminertia H (sometimes referred to as M), whose nominal value is 0.083 (i.e. 100% inertia)and can be changed to simulate the dynamics scenario with decreased inertia, e.g. with80% and 40% of nominal magnitude; in the must-case load, damping coefficient D has anominal value of 0.015. By defining the damping D and inertia constant H, the frequencydeviation ∆ f can be represented as

∆ f =
1

2Hs+D
∆PE , (4)

where ∆PE is the general power deviation resulting from all power sources and loads andcan be calculated as
∆PE = ∆PT PP +∆PWT G +∆PPV +∆PV I−∆PL, (5)

with∆PL =∆PRL+∆PIL as the load power changes, respectively. The system and dampingfunction are based on a swing equation, which in the common form is represented as:
2H

f
d f
dt

= PM−PL (6)
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and simulates the simplified behavior of a real synchronous generator.
3.4 Energy Storage
Energy Storage is multidisciplinary domain in development technologies related to energyholding for a certain time. Since the invention of electricity, Energy Storage Systems (ESS)technologies have had implementations in various physical forms. The most perspectivetypes of ESS are battery storage system, supercapacitor, flywheel, pumped hydrostorageand superconducting magnetic. During the last decade, energy storage technology be-came essential in power systems as never before [61, 76], as they allow the smoothness ofany unstable energy source by energy accumulation for later dispatch. Energy storage canbe directly incorporated into frequency response services and activated quickly, slowingdown the RoCoF during a frequency event. Energy storage can be applied for any variablerenewable energy generator, including Wind and Solar. Using this method, energy canbe stored during overproduction and utilised during the underproduction of power in thegrid. In fact, themajority of storage technologies are considered expensive developmentsthat require additional enhancements. ESS has implementations in various physical real-isations [14, 63, 76] and can be directly incorporated into frequency response services tosupport RoCoF during a frequency change event. For the last decade, ESS has become anessential component in the integration of variable renewable energy, since it may providefrequency smoothness and balance for further dispatch [44, 75, 106, 71, 5, 9, 96]. Thesimplified model of ESS can be represented as:

∆PV I =





∆PV I max, ∆PV I > ∆PV I max

G(s)RoCoF, ∆PV I min < ∆PV I < ∆PV I max

∆PV I min, ∆PV I < ∆PV I min

(7)

where G(s) represented as first order function:
G(s) =

1
TV Is+1

, (8)
where TV I is time delay that simulates ESS speed and∆PV I the power injection limitations.
3.5 Domestic loads
Domestic loads simulate the dynamics of regular electricity consumers in every big set-tlement, including residential (i.e. residential buildings, civil institutions, private houses,schools) and industrial loads (i.e. factories, chemical plants, manufactures, mining insti-tutions). This part of MG is reasonably considered as a variable set point in a simulatedclosed-loop isolated microgrid, where residential and industrial loads are summarised toone signal represented as:

∆PL = ∆PRL +∆PIL, (9)
where ∆PRL and ∆PIL are randomly generated signals; to simulate natural delay, the firstorder holder is applied.
3.6 Virtual Inertia Control
A virtual synchronous generator (VSG) is a power converter-based device that producesthe power alternative to the real synchronous machine [6, 23, 61]. A VSG is designed tocompensate for the lack of inertia using a power injection mechanism. Such a generator
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can be applied in systemswith a high level of fluctuating renewable power to enhance thefrequency stability. A virtual inertia controller is a simplifiedmathematical model of a VSGthat neglects real measurements like voltage, current and (re)active power control [97, 61,36]. The default operational limitations of a virtual inertia controller (VIC) cannot providereliable frequency support. Therefore, the additional robust controller has to be used todeal with nonlinearities in low-inertia environments. Traditionally, a virtual inertia controlsetup (see Fig. 4) consists of a derivative component, virtual inertia variable gain KV I , anenergy storage system and a power limiter (∆PV I,max, ∆PV I,min). The main concept used invirtual inertia control is the so-called Rate of Change of Frequency (RoCoF), which can becalculated as:
RoCoF =

d(∆ f )
dt

. (10)
The RoCoF defines the time derivative of the frequency signal, which is used to calculatethe inertia response of the system as

∆PV I =
KV I

1+ sTV I

d(∆ f )
dt

, (11)
where virtual inertia constant KV I is usually defined as

KV I =
2HPInv

f0
, (12)

where f0 is the nominal frequency, PInv is the power of the inverter andH is the calculatedinertia [53, 2, 37].

Figure 4: Typical structure of virtual inertia controller with constant KV I described as virtual inertia
gain

3.7 Enhanced virtual inertia controller
An enhanced virtual inertia controller can be provided by:

∆PV I =
sKV I +DV I

1+ sTV I

(
∆ f (s)
RV I

)
. (13)

The enhancedVIC proposedby [36] decreases the influenceof decreased inertia (see 5),which provides an illustrative comparison between versions of virtual inertia controller, il-lustrated in Fig. 4. (a)—full scheme with proposed by [36]; (b)—scheme without virtualdroop block 1/RV I proposed by [37]; and (c)—scheme without virtual droop 1/RV I andvirtual inertia damping DV I proposed by [34, 53, 2, 84]. In the last version, we can seethe significant effect of decreased inertia. To be more specific, the minimum level of in-ertia, or its critical floor, is usually used to determine the minimum inertia required for
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the system to be stable and operate in a safe mode. This level can be determined basedon the maximum RoCoF and the frequency nadir. These two constraints can be deter-mined by analysing the transient response of the system. As can be seen in Fig. 5, allthree results show different RoCoF and frequency overshoot and nadir for different lev-els of inertia. When the system inertia and damping are reduced due to renewable energysources and distributed generations penetrations, the constraint nadir/overshoot of themicrogrid significantly increases, resulting in a longer stabilising time. Additionally, theRoCoF of the system increases, meaning that a system operator has less time to respondto disturbances. In this case, following the disturbance, the generated power fluctuatesmore, leading to the stress in this unit.
100% Inertia 40% Inertia

Figure 5: Illustration of decreased inertia effects with variations of virtual inertia controller: (a)—full
scheme with constant KV I ; (b)—without 1/RV I and (c)—without 1/RV I and DV I .
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4 Analysis of methods for virtual inertia control in isolatedmi-
crogrid

Several recent works [93, 52, 34, 53, 2, 38, 37, 35] address the problem of optimal fre-quency support with high penetration of variable renewable energy sources. For exam-ple, in [35], a robust H∞ controller was designed to provide stability support based on theRate of Change of Frequency (RoCoF). The proposed solution has shown advantages overconventional virtual inertia control and optimally tuned PI controllers in scenarios wherethe wind farm is connected, solar panels are disconnected and the system inertia is 10%and 100%, respectively. In [38], the problem was further studied by implementing a vir-tual inertia control scheme combined with a fuzzy-logic based approach. The proposedalgorithm performed robustly under different scenarios with additional uncertainties, in-cluding 80%, 40% and 30% total system inertia and amismatch in primary/secondary con-trol loops. In [33], the model predictive control scheme was proposed and compared tothe fuzzy-logic controller for the case of additional loads connection. Unlike the previousworks, the studied microgrid has conceptual differences, such as a closed-loop TTP sys-tem, RES power generation from two complex wind farms and minor differences in trans-fer function describing turbine and system inertia. Similar ideas were presented in [92]but without modelling renewable energy disturbances. Work [53] presents a PI controlleroptimised by particle swarm optimisation and combined with the digital frequency pro-tection system in scenarios of (dis)connecting load and renewable energy sources.

Figure 6: Classification of algorithms for virtual inertia control

4.1 H-infinity
H∞ applies the synthesis of an optimal controller by taking into consideration microgriddisturbances and uncertainties via state-space representation, which can provide high ro-bustness and simple hardware realisation. However, the main difficulty is the necessityto design an accurate state-space description for tuning the controller [34, 35]. The fre-quency control based on H∞ was used in [83, 39, 15, 34, 35]. In [104], mixed H2/H∞ wasapplied for multi-area microgrid and compared to fuzzy logic controllers. The solutionpresented in [35] applies linear fractional transformation in optimal H∞ regulator designas the basis for modelling microgrid uncertainties z, such as system inertia H, dampingproperties D and PLL delays (ωn and ζ ). H∞ optimisation preforms in offline mode andis more vulnerable to low-inertia nonlinearities than data-driven algorithms. At the same
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time, synthesis of the robust model by H∞ provides reliable frequency support. For exam-ple, work [34] shows the implementation of this method, successfully tested with 95%,45% and 15% of the nominal system inertia and using two types of disturbance: 1) 10%of step change in load power demand; and 2) a mismatch in microgrid generation by in-creased time constant of governor and time constant of turbine. Work [35] shows the H∞controller tested with 100% and 10% of system inertia in scenario with 80% renewableenergy penetration. However, the common limitation of the H∞ method is notable peaksduring (dis)connection of power plants. H∞ requires detailed understanding of classicalcontrol theory and optimisation, which does not require powerful hardware for opera-tion. Nevertheless, the synthesised control model is a high-order transfer function andoften requires order reduction [34, 35]. The biggest difficulty of H∞ optimisation is theprocedure for the development of an accurate state-space representation and the man-ual estimation of disturbances. A controller based on the coefficient diagram method(CDM) relies on an algebraic optimisation approach through polynomial state-space rep-resentation and the Routh-Hurwitz stability criterion [56, 57], where the theoretical basisis constituted to satisfy the Lipatov and Sokolov stability criterion [49, 55, 4, 12].
4.2 Coefficient Diagram Method
Similarly to H∞, the optimisation procedure is designed for offlinemode. Implementationof a controller based on CDM in [2, 3] provides frequency stability in a range less than
±0.1 Hz in a scenario with 100% inertia and two types of disturbance: (1) 10% step loadperturbation; and (2) random load demand. In contrast to H∞, it can mitigate peaks after(dis)connection of renewable energy sources. However, the solution uses a two degreeof freedom system structure expressed as N(s)/D(s), which is designed to track a limitednumber of disturbances. Themain drawback of CDM controller synthesis is similar to thatof H∞ and relies on a good understanding of classical control theory optimisation. At thesame time, it can be implemented using relatively simple hardware. In contrast to H∞,CDM optimisation performs without necessity in order reduction and utilises the coeffi-cient method instead of the Bode diagram [2, 3]. However, the validation of synthesisedcontrol by the Routh-Hurwitz or Lipatov-Sokolov stability criterion depends on the orderof the synthesised control system [4, 12, 2, 3].
4.3 Fuzzy Logic Controller
The fuzzy logic controller design provides effectivemanual optimisation compared to otheradvanced algorithms. Several examples of frequency regulation can be found in [62, 7, 77,60, 29, 38, 10]. Since a fuzzy logic-based controller can bemanually tuned, the data-drivenapproach is optional. Correct configuration of the controller can make a robust system.Work [38] applies a standard fuzzy logic controller for virtual inertia control, which wasmostly capable of holding ∆ f inside a ±0.1 Hz band with 80%, 60% and 30% system in-ertia in scenarios with 20%, 80% RES penetration and a mismatch in primary/secondarycontrol loops. Controller design requires a good understanding of the design principlesof fuzzy rules. In addition, this method requires powerful hardware for implementation.However, it utilises fuzzy logic without an optimiser, which can be considered a drawback,since it requires optimal fuzzy rules by manual design [54, 60, 104].
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4.4 Evolutionary Optimisation
Particle swarm optimisation is a popular evolutionary algorithm inspired by collectivespecies behavior, such as a flock of birds [31], the stochastic optimisation of which shouldprovide the best performance via searching a global minima. Particle swarm strategy is astochastic data-driven optimiser and enables online learning [18, 32, 53, 51]. In work [53],PSO is used for the optimal tuning of PI via searching the global minima of amicrogrid andprovides robust control with 100%, 80% and 30% system inertia. Performance of the op-timal PI demonstrated in [53] shows relatively stable frequency support with 100%, 50%and 30% system inertia and 57% RES penetration. In contrast to other solutions, in [53],a dynamic model of a microgrid with digital protection is applied and provides additionalfrequency stability. PI/PID is a widely used controller in the power industry since its con-struction is simple [74, 17, 27]. However, the PSO algorithmbelongs to the self-learning op-timiser, whose implementation is more complex. In order to receive the optimally tunedPI controller, the optimiser has to consider the state-space dynamic modelling of micro-grid uncertainties, which requires a relatively long time for finding the optimal settings,which in turn is not safe for industrial applications.
4.5 Model Predictive Control
A model predictive controller (MPC) requires the development of a robust predictionmodel based on a detailed representation of process dynamics via collected data or statespace [11, 58, 33]. As a hybrid algorithm, the MPC can be implemented with a data-driven [26] or finite time-horizon [40, 90] optimisation approach. Work [33] shows theapplication of the finite impulse response optimisation for model prediction based on thevirtual inertia emulation with microgrid state-space representation. In aspects of opti-misation, the MPC can provide real-time learning using a data-driven and finite-horizonapproach. According to [33], the control performance of theMPC is higher than that of thefuzzy logic-based controller and may provide better ∆ f stability during (1) (dis)connectionRES power; (2) sudden load change; and (3) mismatch in the main thermal generationscenarios with 100%, 50% and 25% system inertia and 34% RES penetration. The im-plementation of a model prediction-based controller depends on the type of predictionmodel. The controller requires calculation of each time sample and heavily depends onthe designed model used in predictions of microgrid disturbances [33, 92]. Specifically,in [33] the finite impulse response was used, which considers each sampling instantly inthe prediction of microgrid disturbances.
4.6 Reinforcement learning-based controller
Reinforcement learning (RL) is an agent-based and model-free machine learning algo-rithm [91]. The main feature of RL optimisation is an approach based on trial and error,which allows validation of the artificial neural network (ANN)-based controller directlywith the control object and prediction of any negative consequences [48, 91, 84]. Thebenefit of this method is mandatory data-driven optimisation, which is naturally designedfor online learning. In [84], RL was compared to H∞ and resulted in the slightly betterperformance of frequency stability in scenarios with 100%, 80% and 40% inertia and con-nection of wind, solar and thermal plants during the launch of industrial and residentialloads, and 20% RES penetration. In [86], frequency stability with 50% RES penetrationwas provided. Since the algorithm uses a deep neural network, it requires strong com-putational hardware and is relatively complex to implement. The method requires theselection of optimal action a(t)∗ at each step s(t) and takes a long time. Moreover, for RL,
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it is necessary to design a proper reward system and choose the right training strategy,which can differ [25, 80, 103, 84]. For example, in works [25, 80], the RL optimisation forfrequency support was performed by approximated dynamic programming. In contrast,work [84] uses the deep deterministic policy gradient to train an RL-based controller forvirtual inertia emulation.
4.6.1 Neural Actor-Critic ArchitectureNeural actor-critic implies the combination of two Artificial Neural Networks: the actornetwork µ(s | θµ); and the critic network Q(s,a | θQ). In the proposed strategy, the criticnetwork supervises the algorithm, which tracks errors from interactions between actor atand environment St according to the defined policy. The network corrects them in orderto find the optimal estimation of actor action a′t , which predicts the maximum possiblereward r (see [91]). The key advantage of reinforcement learning algorithms is the studybased on interactionwith the environment [91]. Thismeans thatwhen an agentmakes theaction, it expects to get the reward+r or the punishment−r. The mechanism of controlcan be briefly summarised as follows: The measured frequency difference ∆ f producesthe control error, which goes as an observation to the RL agent. At the same time, thecalculated error goes to the block ”calculate reward” to reward or punish the neural RLactor.
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Figure 7: Example of implemented neural networks of actor (i.e. Tuner) and critic with illustrated
connections between them defined as action at and state st (green dashed line), applied in publica-
tion [67], where ∆ f , ∆ f/s, d∆ f/dt is state st and Kp(t), Ki(t), Kd(t), λ (t), µ(t) is action at
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4.6.2 Deep deterministic gradient descentDeep Deterministic Policy Gradient is a reinforcement learning algorithm designed fortasks with a low-dimensional continuous action space [48]. The DDPG optimisation intro-duces the fusion of deep Q-learning (DQL) and deterministic policy gradient (DPG), whichinherits neural actor-critic from DQL strategy. The principle of optimisation is based onthe search of a minimal difference between the target action-value function of the policy
yi and the critic network Q(si,ai | θQ) at each actor network µ(s | θµ) decision at (KV I)per step i in the state st (i.e. ∆ ft ) in order to minimise the loss function L and receivethe maximum possible reward rt per training episode. Next, we summarise the overallprocedure in the form of a pseudo-code as shown in Algorithm 1, adapted from [48].
Algorithm 1 DDPG Algorithm
1: Initialise critic Q(s,a | θQ) and actor µ(s | θµ) networks with random weights θQ and

θµ .2: Initialise target network Q′ and µ ′ with θQ′ ← θQ, θµ ′ ← θµ .3: Initialise replay buffer R.
4: for episode = 1 to M do
5: Receive initial process observation as state s1.6: for t = 1 to T do
7: Select action at = µ(st | θµ) according to current policy and disturbances ex-ploration.
8: Execute action at . Observe reward rt , state st+1.9: Store transition (st ,at ,rt ,st+1) in R.
10: Sample random minibatch of N transitions (si,ai,ri,si+1) from R.
11: Set yi = ri + γQ′(si+1,µ

′(si+1|θµ ′) | θQ′).12: Update critic by minimising loss: L = 1
N ∑i(yi−Q(si,ai | θQ))

2.
13: Update actor policy using sampled gradient:
14: ∇θ µ J ≈ 1

N ∑i ∇aQ
(
s,a | θ Q

)
|s=si,α=µ(si)×∇θ µ µ(s | θ µ)|si .15: Update the target network: θ Q′ ← τθ Q +(1− τ)θ Q′ and θ µ ′ ← τθ µ +(1−

τ)θ µ ′ .
16: end for
17: end for
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4.6.3 Simplified Deep Deterministic Policy GradientIn contrast to the original DDPG, the modified version has a simplified loss function foractor Lµ and training is performed without a replay buffer. The principle of optimisationis based on the search for a minimal difference between target action-value function yiand critic network reward prediction Q(si,ai | θQ) for each actor network µ(s | θµ) deci-sion at (i.e. KV I) per step i in microgrid state st (i.e. ∆ ft ). The aim of the simplified DDPGalgorithm is to receive the maximum possible average reward rt per training episode viaminimisation of critic LQ and actor Lµ loss functions. The pseudo-code shown in Algo-rithm 2 illustrates the simplified DDPG algorithm.
Algorithm 2 Simplified DDPG algorithm
1: Initialise critic Q(s,a | θQ) and actor µ(s | θµ) networks with random weights θQ and

θµ .2: Initialise learning rate for critic αQ = 0.1 and actor αµ = 0.1 networks.
3: Initialise smooth τ = 0.5 and discount factor γ = 0.25.
4: for episode = 1 to M do
5: for t = 1 to T do
6: Receive initial process observation as state st .7: Select action at = µ(st | θµ) according to current reward prediction Q(si,ai |

θQ).8: Execute action at , observe reward rt and future state st+1.9: Select the best critic reward predictionweightsQ′(si+1,µ
′(si+1|θµ ′) accordingto explored max average reward max( 1

N ∑i ri(si,ai))10: Set action-value function of DDPG policy yi = ri+γQ′(si+1,µ
′(si+1|θµ ′) | θQ′).11: Update critic by minimising the loss: LQ = 1

N ∑i(yi−Q(si,ai | θQ))
2.

12: Update actor policy using sampled gradient of critic: Lµ =
1
N ∑i(Q(s,a | θQ) |s=si,α=µ(si))

2

13: Update target networks:
14: θ Q′ ← τθ Q +(1− τ)θ Q′αQLQ,
15: θ µ ′ ← τθ µ +(1− τ)θ µ ′αµ Lµ .16: end for
17: end for
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4.6.4 SDDPG training algorithm with semi-stochastic approachWeapply a basic stochastic RL (SRL) combinedwith the SDDPG technique to train an agentimplemented as trainer systems for ANN-based control of a microgrid. In the first stageof the proposed algorithm, the provided SRL algorithm m times generates weights with arandom value and verifies every combination of the obtained weights through a ”reward”feedback mechanism.According to the proposed SRL optimisation approach, the RL agent will be definedas µ(s | θµ) with an initialised random set of weights ∑
M
i=1 θµi , where θ is the array ofnon-negative random values that updates the defined number of episodes M. Then, thereward function rt(at ,st), where at = ∆KV I(t) and st = ∆ f , will be observed at each ac-tion and state. Finally, the weights θµ of the agent with the best average reward will beselected using

θµl =

{
θµM+1 = θµM , if rl > rmax,

θµM = θµM , if rl < rmax,
(14)

where rmax = argmax(rt(st ,at)). The pseudo-code of this optimisation approach, appliedto the first stage, is summarised in Algorithm 3.
Algorithm 3 SRL Optimisation Approach.
1: Initialise neural network of agent as µ(s | θµ)2: for j = 1 to M do
3: Initialise random weights of each agent θµl,M M times
4: Execute action at , observe the reward rt at each step t in common state st5: ifMaximum reward r > rmax then6: Save weights of each agent θµ7: end if
8: end for

In the second stage of learning, we use the SDDPG method to improve the perfor-mance of the proposed algorithm. To this end, the gradient descent, which acts in a similarway to Q-learning architecture Actor-Critic with multiple agents, is applied. The proposedActor-Critic with SDDPG technique provides gradient descent for each ANN-based con-troller in order to train them simultaneously. We design the reward system for each agentand take into account the common calculated reward. This stage is more computationallycomplex and provides the additional changes in the received weights from stage one bySDDPG (which inherits major features of the original DDPG method, proposed in [48]). Inthis stage, and by using the SDDPG technique, we try to receive the maximum possiblereward formulated as rmax = argmax(ri(si,ai)) via reward prediction, which is providedby the output of the critic ANN given as Q(st ,at) and obtained by
yt = rt + γQ′(st+1,µ

′(st+1|θµ ′) | θQ′), (15)
and comparing the predicted reward with the actual one. The accuracy of reward predic-tion depends on the quality of monitoring in the actor’s ANN state st and action at , whichis defined by the critic weights θQ. In the following, the algorithm changes the weightsof the actor’s ANN (i.e. θµ ) via gradient descent and tests an ANN-based controller afterevery change in the weights.In general, control applications are not easy to solvewith anymachine learningmethod.This is especially true when training an ANN-based controller, since many gradient de-scent methods, such as supervised learning, take a long time to find the optimal weights
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for such controllers. As the first stage is more effective for using stochastic methods (e.g.dynamic programming, brute force method), we have 20 episodes of training to find op-timal weights, while it takes at least 200 episodes in the second stage associated withthe SDDPG technique. Nevertheless, the gradient descent and applied policy increasethe performance of the proposed controller by up to 5–15%. In both stages, validation ofthe controller is performed by the reward system. The following equation demonstrateshow the DDPG policy affects the quality of the prediction in the reward system defined asaction-state function Q(st ,at):
LQ =

1
N ∑

t
(yt −Q(st ,at | θQi))

2. (16)
This equation is the full form of the loss function, including the critic’s prediction of thereward system. The output of the critic provides the change in the actor weights θµ by

Lµi =
1
N ∑

t
(Qi (s,a | θQi) |s=st ,α=µ(st ))

2. (17)
In order to increase the quality of the prediction algorithm, we store the best predictionas Q′(st+1,µ

′(st+1|θµ ′) | θQ′).
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All described steps of method summarised in Algorithm 4.
Algorithm 4 SDDPG algorithm with semistochastic method.
1: Initialise critic Q(s,a | θQ) actor µ(s | θµ) networks2: for t = 1 to N do
3: Initialise random weights of actor θµ .4: Execute action at , observe reward rt at each step5: if ravg > ravg_max = max( 1

N ∑i ri(si,ai)) then6: Save weights θQ and θµ with best ravg.7: end if
8: end for
9: Initialise random weights of critic θQ.10: Define the learning rate of critic αQ and actor αµ networks.
11: Define the smooth factor constant τ ∈ [0,1].
12: for episode = 1 to M do
13: for t = 1 to T do
14: Receive initial process observation as state st .15: Select action at = µ(st | θµ) according to current reward prediction Q(si,ai |

θQ).16: Execute action at , observe reward rt and future state st+1.17: Select the best critic reward predictionweightsQ′(si+1,µ
′(si+1|θµ ′) accordingto the explored ravg_max.18: Set the state-action-value function of DDPG policy yi = ri +

γQ′(si+1,µ
′(si+1|θµ ′) | θQ′).19: Update the critic by minimising the loss: LQ = 1

N ∑i(yi−Q(si,ai | θQ))
2.

20: Update actor policy using the sampled gradient of critic: Lµ =
1
N ∑i(Q(s,a | θQ) |s=si,α=µ(si))

2

21: Update target networks:
22: θ Q′ ← τθ Q +(1− τ)θ Q′αQLQ,
23: θ µ ′ ← τθ µ +(1− τ)θ µ ′αµ Lµ .24: end for
25: end for
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4.7 Reward system for training of RL agent
4.7.1 Error band-based reward systemTo ensure the learning of the agent, we use the reward/punishment system proposed in[84]. The reward system is organised in such a way that the measured frequency devia-tion is converted to reward/punishment rt±. To provide the instructions according to thestability criteria of error signal∆ f in the±0.1Hz band [84, 87], the regulation system is or-ganised as follows: if |∆ f |< 0.05, the agent receives a reward r+; otherwise, the systempunishes r− after each performed action. To provide a reasonable reward for the agent,we separated the rewarding approach for each task; the frequency support reward taskis limited to the range u ∈ {1.8, . . . ,2} and the punishment is unlimited and multiplied by2. The following equation presents the mathematical expression for the designed rules:

rt =

{
1

0.5+|∆ f | , if |∆ f |< 0.05,

−2|∆ f |, if |∆ f |> 0.05.
(18)

4.7.2 Error angle-based reward systemThe proposed reward system was applied in [88], the main criterion here for rewarding isthemagnitudemeasured state st =∆ f , which is considered as themeasured control errorcalculated as integral absolute error (IAE). The agent receives a positive reward+r if ϕ isless than 45 deg; otherwise, it receives a negative reward or punishment −r. In contrastto [84], the new reward system is more adaptive for control applications associated withhigh dynamical changes, such as interconnected microgrids, since it is based on a perfor-mance metric (IAE), which is a good criterion for process control. The major problemwithmultiple agents is synchronised training because the actions of the first agent affect theresults of the other two agents and vice versa. Therefore, we admit that the reward ofagents is easier to individually be calculated by a common summarised reward and savethe weights with the best reward for each agent. The rewarding rules described can besummarised as follows:

rt =





2 IAE√IAE2+t2
, if sinϕ < 0.5

−10 t√IAE2+t2
, if sinϕ > 0.5,

(19)
where IAE denotes the integral absolute error calculated by

IAE= ∫ t

0
|∆ f |dt. (20)
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4.8 Conclusion
This chapter reviews recent methods related to virtual inertia control methods designedto solve the frequency regulation problem in islanded microgrids, with an attempt to bet-ter understand the unique characteristics, common uses and mathematical foundationsof the most popular control methods. This analysis reveals interesting trends in the cur-rent research and may help to understand why certain control methods are more effi-cient in different circumstances and which control strategies will be gaining popularity inthe coming years. For instance, the data show that evolutionary algorithm methods arewidely used for tuned PI/PID controllers, likely because this enables analysis of stochasticscenarios with nonlinear constraints. However, evolutionary algorithms may converge tothe local minimum and therefore are not suitable for every application. In such cases,classical control methods seem to be the natural choice, since they provide simple andeffective solutions to virtual inertia problems whenever grid dynamics are well-defined.Moreover, in the case of uncertainty in the grid dynamic and nonlinear constraints, fuzzylogic-based controllers are used extensively, although these fuzzy controllers are limitedto specific andmanually defined rules and in the case of high number of rules the requiredresources increase significantly. The controller based on the coefficient diagram methodprinciple seems to be the least popular method, perhaps due to its limitation of trackinga limited number of disturbances. Artificial neural networks in combination with rein-forcement learning are also becoming an important trend due to increasing amounts ofavailable data—specifically, thesemodel-free approaches can be used for solving complexproblems when no fully satisfactory algorithm is available.
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5 Virtual inertia control in isolated microgrid model
In this chapter, we discuss the control methods applied for virtual inertia emulation inisolated microgrids proposed in the thesis and illustrated in Fig. 3 with different versionsof VIC, whose proposed implementations were studied in publications [84],[86] and [89].
5.1 Reinforcement learning-based controller
In [84], neural actor-critic implies the combination of two ANNs: the actor network µ(s |
θµ), and the critic network Q(s,a | θQ). In the proposed strategy, the critic network issupervising the algorithm, which tracks errors from the interaction of the actor at withthe environment st according to the defined policy. The network corrects them in order tofind an optimal estimation of actor action a′t , which predicts themaximumpossible reward
r (see [91]). The key advantage of reinforcement learning algorithms is the study basedon interaction with the environment [91, 48]. This means that when an agent makes theaction, it expects to get the reward+r or the punishment−r. The mechanism of controlcan be briefly summarised as follows. The measured frequency difference ∆ f producesthe control error, which goes as an observation to the RL agent. At the same time, thecalculated error goes to the block “calculate reward” to reward or punish the neural RLactor. The general structure of the proposed controller is presented in Fig. 8.

Figure 8: Structure of implemented reinforcement learning-based controller developed in [84], in-
cluding the forced replay block, applied to decrease number of episodes with negative reward

5.1.1 Numerical results
Figure 10 illustrates the case without additional virtual inertia control; all control algo-rithms provide almost identical results. This is further emphasised by the statistical mea-sures shown in Table 2. The proposed algorithm and H∞-based approach both appear tobe the most accurate. However, their advantage is rather symbolic with respect to PI anddefault controller cases. Therefore, in systems with high inertia, utilisation of additionalvirtual inertia controllers is rather optional. To conclude, the proposed reinforcementlearning-based additional virtual inertia controller appears to be more accurate in mostcases. However, the difference in most cases is very small. At the same time, it can beobserved that on average the proposed controller performs better than other tested con-trollers as defined by mean average error. This is further confirmed by another relatedintegral absolute error measure.
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Figure 9: Power generated bywind and solar plants (top andmiddle), domestic load profile (bottom)

Figure 10: Frequency variation for the nominal case
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Table 2: Calculated performance in Nominal Scenario

Metric Controller Nominal
RMSE

Proposed 0.0358
H∞ 0.0356
PI 0.0364

MAE
Proposed 0.0287
H∞ 0.0287
PI 0.0293

IAE
Proposed 28.4136
H∞ 28.4461
PI 28.7557

5.2 Deep reinforcement learning-based controller with advanced virtual
inertia controller

5.2.1 Advanced virtual inertia controller

In [86], the novel virtual inertia controller is based on the nonlinear control strategy ofthe energy storage system presented in [47] and includes the positive (red) and negativefeedback (blue) loops (see Fig. 11). The positive loop has the energy accumulation part Eswith defined charge limits 2Emax and 0; the energy acceleration part is performed as thedead-band ζ (Es) connected to controllable signal ∆α , which goes to the integral blockwith limits λmax and λmin. The negative feedback loop has controllable signal ∆β . Finally,both loops control the power output ∆PV I . The control part of the VIC is performed bya multi-loop based controller with three output signals: two non-negative ∆α and ∆β ;and one real ∆γ , which controls the power inflow ∆Pe from the microgrid to the storagedevice. The proposed multi-loop DRL controller has several input signals: ∆ f , ∆PM and
∆PL. The ∆ f value depends on system inertia and its stability is important. Therefore, theDRL controller includes the ∆ f acceleration via differential block and the total deviationby discrete-time integration block.

Deadband

Virtual Inertia Control

Negative feedback

Positive feedback

MIMO

Controller

Figure 11: Schematic representation of the virtual inertia control strategy proposed in[86], including
developed MIMO type of ANN-based controller/tuner

The considered microgrid model has an energy storage model (see Fig. 11), which pro-vides power accumulation and (dis)charge dynamics. The dynamics of energy storage are
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defined using the following equation:
dEs

dt
= u(t) = ∆Pe∆γ,

Es(0) = 0.5Emax, 0≤ Es ≤ Emax,
(21)

where ∆Pe is the power flowing into the storage and ∆γ is the control law. The dead-zonefunction is defined as:

ζ (Es) =





Emax,
Es

Emax
> ζ (Es)max

0, ζ (Es)max ≥ Es
Emax
≥ ζ (Es)min

−Emax,
Es

Emax
< ζ (Es)min

(22)

where the input is defined as dλ

dt = ∆αζ (Es), λ (T ) = 0. The following part represents theESS controllable power output that summarises all signals:
∆PV I =

dλ

dt
−∆β

Es

Emax
. (23)

5.2.2 Deep Reinforcement Learning-based Controller
The proposed deep reinforcement learning-based controller is a combination of two ar-tificial neural networks: the actor µ(s | θµ) that preforms the frequency control and thecritic Q(s,a | θQ) that selects the best actions of an actor (see Fig. 12). The training rulesof the agent are defined by certain reinforcement learning (RL) policies (e.g. Dynamicprogramming, Monte Carlo, Q-learning, SARSA, DDPG, A3C, SAC) [81, 48, 91]. The majorfeature of RL training is a strategy based on the rule of trial and error. When the actormakes a correct action at according to the designed reward/punishment rules, it receivesa reward r at each step of the action; otherwise, it receives a punishment −r. The train-ing duration depends on the number of the epochs and learning rate αµ actor and αQcritic networks; after each epoch, the reward system calculates the average reward ravr.If the average reward of the last epoch is significantly less than that of the previous, thealgorithm initialises new weights of neural networks to try another combination, unlessthe accumulated reward reaches a target value rtarget . We apply this architecture as anadditional MIMO controller of the VIC scheme, which is illustrated in Fig. 11.
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Figure 12: Schematic representation of implemented deep reinforcement learning control algorithm
for energy storagemodel applied in [87] with consideration of dynamical signals for ESS ∆α , ∆β and
control of incoming power by ∆γ
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100% inertia 40% inertia

100% inertia 40% inertia

Figure 13: Scenario with simulated large amount of incoming power generated by park of wind
turbines, organised to show (dis)charge changes of applied energy storage model

5.2.3 Numerical results
The simulated scenario allows the smooth connection of wind turbines at t = 300 s anddisconnection at t = 400 s. It can be seen that the ESS charges faster after connectionof the wind generated power and initiates discharge after disconnection of this powersource as depicted in Fig. 13. As we can see before the connection of wind turbines, en-ergy storage has a minimal state of charge. After disconnection of wind turbines, theenergy storage provides active frequency support to the microgrid, helping to stabilise
∆ f in the case of the proposed controller; however, without the additional controller, thefrequency keeps oscillating. In contrast to the previous scenario, the influence of low in-ertia on energy reservation is higher. Fig. 14 shows how the controller responds to theconnection of a renewable source in events with excess power income, e.g. strong wind.

Table 3 shows the evaluation results of the proposed controller in a nominal scenarioand a scenario with (dis)connecting renewable energy sources. Root mean square error(RMSE) and integral absolute error (IAE) statistical metrics are used to validate the perfor-mance. Both metrics confirm that the proposed VIC and DRL-based controller performsbetter than the standard one.
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Figure 14: Provided control signals of ESS with dynamical coefficients ∆α , ∆β and ∆γ

Table 3: Performance of the Proposed Controller

Approach With MIMO controller Without MIMO controller
Inertia 100% 40% 100% 40%
IAE 37.4870 38.7273 2040.9 1725.6

RMSE 0.0999 0.1027 3.0616 2.9267
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5.3 Deep reinforcement learning-based VFOPID Controller
The key advantage of reinforcement learning is the direct interaction of an NNwith a con-trollable environment and the application of nature-inspired reward-punishment-basedlearning, by which it can theoretically find the global minimum after the training proce-dure [45, 91]. Usually, reinforcement learning is applied in applications where it is neces-sary to train anNN for tasks inwhich the correct interaction of an autonomous systemwiththe environment is critical [48, 91]. The general structure of the proposed controller is pre-sented in Fig. 15. How to properly interact with VFOPID and MG using ”double feedback”,i.e. from the reward system and from the process directly, can be seen in the presentedarchitecture of neural actor-critic studies, which are illustrated in detail in Fig. 7. The firstoperates in offline mode and the second in online mode, which can be summarised asfollows:

• Reward or punish the agent by directing the measured error ∆ f into the block ”re-ward system”.
• Formulate the observation for the agent using the measured variables ∆ f and ∆PE ,which can be considered as the control error and pre-error, respectively.

Figure 15: Scheme of the proposed DRL-based VFOPID for VIC in an MG proposed in [84]
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5.3.1 VFOPID Controller
The original FOPID controller was first introduced in its parallel form described as [73]:

u(t) = Kpe(t)+KiD−λ e(t)+KdDµ e(t), (24)
where Dα is the fractional differential (α > 0) (or integral (α < 0)) operator, µ and λ arethe positive integration and differentiator orders, respectively, u(t) is the control signal,
e(t) is the error signal, which is equal to ∆ f (t), and Kp, Ki and Kd are the proportional, in-tegration and derivative constant gains, respectively. The controller (24) has more tuningfreedom that leads to making the plant stable under control and fulfilling intricate con-trol performance requirements that are not in the scope of classical controllers. However,as this controller binds a control engineer to manipulate all of the features, the VFOPIDcontroller with five variable parameters can significantly improve the performance of thecontrolled system due to its greater flexibility. Referring to Fig. 16, this means that it ispossible not only to move continuously in the PID plane, instead of jumping between thefixed points, but also to explore for the desired controller values in a space inside the cubeand between the eight vertices.
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Figure 16: Relationships between the VFOPID controller and its classical variations

Integration and differential functions affect the steady-state process and the dynamiccharacteristics when both the associated gains and orders of each function vary:
• Integral action: This action is dependent on the gain Ki and the order λ . While

Ki being oversized will make a system more unstable, its smaller size will force thesystem to diverge from its ideal dynamic performance. Additionally, for a small λ ,the frequency band is wide, and the system is steady with rapid response and staticerror. In contrast, an oversized λ will degrade system stability with the increase inthe overshoot, rise and settling times.
• Derivative action: The gain Kp has no effect on the steady-state error but can im-prove the dynamic characteristics. For a small Kp, the overshoot and settling timewill increase, while for a large gain, the system noise may increase and the systemperformance will degrade. Finally, the order µ can improve response accuracy and
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steady-state error when it is relatively small. However, by increasing µ , the over-shoot and settling time decrease and the closed-loop system stability will degrade.
It is necessary to keep both the gains and orderswithin a suitable range at anymomentin order to maintain satisfactory control performance for a target system. To take advan-tage of this controller flexibility and promote controlled system performance simultane-ously, the VFOPID needs to be considered as a target controller in the regulation process.The concept of VFOPID can be given as [50]:

u(t) = Kp(t)e(t)+Ki(t)D−λ (t)e(t)+Kd(t)Dµ(t)e(t), (25)
where D−λ (t) and Dµ(t)

t are the variable order fractional integral and derivative, respec-tively. The implementation of (25) with a floating point requires a powerful computationaldevice [70]. Therefore, we propose using a parallel connection of FOMCON library blocksfrom [94] and provide a real-time switch between fractional-order constants with a res-olution of 0.1. In conjunction with switching objective functions and arising from an in-put signal derived from the NN tuner system, these functions attempt to switch betweenfractional integration and differentiator operators and implement a VFOPID controller ac-cording to the tuned parameters. By doing so, the fractional-order tuning and controllergains can be performed online.
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5.3.2 ANN Tuning-based VFOPID ControllerWe apply the multiple input multiple output type of NN as the tuner of the VFOPID con-troller. This hybrid algorithm combines the robustness of FOPID and the flexibility of ANN.The major task here for actor NN (i.e. tuner) is to search for an optimal combination ofthese coefficients considering MG disturbances. Fig. 17 illustrates the proposed architec-ture of the ANN-based tuner, where output neurons are five controller parameters: Kp,
Ki, Kd , λ , and µ . Since the values of each output neuron should be non-negative, wedesigned the network to keep the outputs for the fractional orders and the gains of thecontroller within the range [0,n/2], defined by the equation

y(t) =
n

1+ e−w|x(t)| −n/2. (26)
In fact, the variable orders λ and µ are very sensitive to any changes and are compu-tationally expensive. Therefore, we organised the change in the integral and derivativeparameters with the discrete step of 0.1 using an automatic switch between predefinedseries of FOMCONblocks implemented in theMATLAB/Simulink environment, where eachblock has a frequency range [0.001,1000] and an approximation order 3. In the proposedmethod, tuning the VFOPID parameters depends on the magnitude of ∆ f being propor-tional to the power variation ∆PE , which is driven to the NN tuner (see Fig. 17) and is thentransformed by the tansig activation function illustrated in eq. 26 to give the tuned pa-rameters as the given trajectories. The output value of every coefficient depends on thegain provided by every weight considered in the NN tuner.

NN Tuner

VO-FD

VO-FI

VFOPID

Figure 17: Scheme of VFOPID controller with proposed NN-based tuner designed for [67], taking into
consideration switchable FOMCON blocks of orders λ and µ defined by VO-FI and VO-FD, respec-
tively

5.3.3 Numerical resultsWe analysed the performance of the proposed algorithm (NN-based VFOPID controller)and compare it with FOPID and PID. The controllers were carefully tuned and the obtainedparameters were Kp = 50, Ki = 1.75, Kd = 2, λ = 1.25 and µ = 1.75 for the FOPID con-troller, and Kp = 50.5, Ki = 5.85 and Kd = 5.5 for the PID controller. These parameterswere obtained by heuristic search, where we attempted to find the optimal parametersfor the studied system and provide a fair comparison with the proposed method. In theseexperiments, we perform simulations for scenarios with (dis)connection of RESs for nomi-nal (100%) and decreased inertia (40%). Fig. 18 shows the dynamics of renewable energy.To compare the algorithms, an additional (dis)connection-based scenario is carried out
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Figure 18: Data used in the considered scenarios with RESs connection and disconnection

and the performance is evaluated. We organise the smooth connection of solar panelsand the disconnection of wind turbines in time steps 300 and 700 seconds, respectively(see Fig. 18). Fig. 19 depicts the significant influence of the wind turbine connection onthe performance of all control algorithms. However, the proposed strategy shows thebest performance in smooth transient behaviour. Performance indices are calculated inthe steady-state conditions (i.e. from 100 to 1,000 seconds) to eliminate the effect of highinitial oscillations. All calculations are performed for three scenarios with both nominal(100%) and decreased inertia (40%). The results are summarised in Table 4. It can be seenthat the proposed NN-based VFOPID controller has better results in all cases modelled.
Table 4: Comparison of different controllers using metrics

Metric Inertia Proposed FOPID PID
IAE 100% 11.10 21.23 22.8140% 9.18 21.26 22.91

RMSE 100% 0.0175 0.0300 0.032840% 0.0147 0.0301 0.0330

MAE 100% 0.0123 0.0236 0.025340% 0.0102 0.0235 0.0254

47



Figure 19: Frequency deviation. Performance results of the proposed (green), FOPID (purple
with crosses) and PID (dashed orange) with different inertia. Red dashed lines indicate RES
(dis)connection moments

5.3.4 Online Tuning of the VFOPIDFig. 20 presents an example of the online optimisation (tuning) results of all five VFOPIDcontroller parameters, where the output of the neural tuner is shown and the influenceof renewable sources and decreased inertia on the VFOPID tuner is significant, where theintegral knob Ki has a notable increase after connecting the wind turbine from 300 to
400 seconds and decreases after disconnecting the solar panels in 700 seconds. A similarchange is seen in Kp, Kd , µ , and λ .
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Figure 20: Evolution of VFOPID gains and orders for both nominal (100%, blue) and decreased inertia
(40%, red)

5.4 Conclusion
Increasing the penetration of renewable source-based power creates multiple challengesrelated to the frequency stability of future microgrids. These problems can be solved byadding optimally designed control algorithms. Recent studies indicate that without extravirtual inertia support, the system is stable only for relatively high system inertia. Other-wise, the virtual inertia device is not able to provide satisfactory frequency stability withhigh penetration of renewable energy sources. Therefore, in this paper, we propose thereinforcement learning-based control of virtual inertia and compare this to H∞ and PIcontrollers. In most situations, the proposed controller has shown slightly better results.More complex scenarios and detailed analyses will form a subject for future research. Re-inforcement learning is a recently introduced optimisation strategy. Also, in this chapter,we presented the novel combination of an NN with a VFOPID controller, applied to robustvirtual inertia emulation in isolated microgrids with high renewable energy penetration,where all tuned parameters (both gains and orders) of this controller were optimised bythe semi-stochastic DRL algorithm with SDDPG policy. We proved that VFOPID controllerfusion with an NN-based tuner is an effective strategy for virtual inertia emulation tasks.In contrast to other proposed algorithms, the NN-based VFOPID controller has active sup-port from a machine-learning algorithm that makes it self-adaptive to MG disturbances,resulting in smooth deviation but a more significant influence from decreased inertia. Itwas shown that the proposed controller is capable of providing good response and fre-quency support in all simulated scenarios. The artificial neural network controller is fasterbut less flexible in many disturbances, including decreased inertia. Despite differences inthe reinforcement learning algorithm applicable for training all tested controllers, everymethodology requires design individual reward/punishment rules, including the sensitiv-ity of the reward system to the measured error and limitations in rewarding.
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6 Coordinated frequency control in hybrid microgrid
This chapter follows a discussion on the design of coordinated frequency control in thehybrid microgrid, which, in contrast to the isolated microgrid discussed in the previouschapter, has frequency control via energymanagement of the fuel cell and ultra capacitor.These two independent units require the integration of multi-agent control architectureto provide power balance.
6.1 General Structure of hybrid microgrid
Figure 21 presents the proposed hybrid MG, which encompasses power generation sub-systems consisting of a WTG, PV panels, an FC system and a DLC. These subsystems areinterconnected in parallel to a shared AC bus that provides isolated loads. To examine thissystem, high-order mathematical models with nonlinear dynamics are required for eachsubsystem. However, in the majority of studies, first-order transfer functions are used toanalsze all components, and the system simulations rely on simplified linear models. Al-though deploying nonlinear modelling techniques can greatly increase the accuracy andextract the full systempotential, they come at a high computational complexity alongwithchallenges in the LFC system analysis during the design process [102]. In this regard, wesubstitute the FC and DLC systems with their fractional-order models, which eliminate thedisadvantage of the low accuracy while at the same time reducing the model complexity.

Figure 21: General structure of the hybrid microgrid

Effective control of components is necessary for the stable operation of the hybridmicrogrid (HMG) system with different power generations. This can be achieved by regu-lating the fluctuation in the frequency profile∆ f , which can be expressed using the powerbalance ∆P = PNet −PLoad as
∆ f =

∆P
KHMG

, (27)
where PNet and PLoad are the net and load power, respectively, and KHMG is the systemfrequency constant of HMG. The dynamical model of frequency variation according to per
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unit power deviation can be given by
∆ f
∆P

=
1

sM+D
, (28)

whereM andD are the inertia and damping constants of HMG, respectively. Using a coor-dinated control strategy between FC and DLC (see Fig. 23), the FDC problem can be solvedwith enhanced power quality. In this regard, DLC and FC systems act as backup systemsand compensate for high and low frequency deviation, respectively. A high-pass filter(HPF) here can reduce the charging and discharging of DLC in long-term operation. Also,as seen from Fig. 23, the net power generation is comprised by the following equation:
PNet = PWT G +PPV +PFC±PDLC. (29)

Table 5: Parameters of the isolated HMG

RESs FC and DLC Frequency Deviation Model
TWT G = 1.5 s TFC = 0.26 s M = 0.4

TPV = 1.8 s TDLC = 0.01 s D = 0.03

6.1.1 WTG Model
Wind speed has a direct effect on the output power of WTGs, as mechanical power in theturbine is determined by the formula

PWT G =
1
2

ρAv3Cp(λ ,θ), (30)
where ρ is the density of air, A is the area swept by the blades, and υ is the wind velocity.Also,CP is the rotor efficiency, which is a function of tip speed ratio λ and pitch angle θ ,as

Cp(λ ,θ) = 0.5(116λ̂
−1−0.4θ −5)e−21λ̂−1

+0.0068λ , (31)
with λ̂−1 = (λ + 0.08θ)− 0.035(θ 3 + 1). As depicted in Fig. 22a, the CP,max can be ac-quired for a given direction of the blades and when λ is in its special value, which directlydepends on the aerodynamic structure of the turbine. Depending on wind velocity v, therotor speed can keep λ at its optimal level, which means that the most energy from thewind can be used. Also, Fig. 22b illustrates the variation ofPWT G according to v. It remainsconstant by using the pitch angle control system to prevent excessive rotor speed and pre-serve the equipment when v increases to the rated wind velocity. When v is smaller andgreater than the cut out and on wind speeds, respectively, i.e. 14 < v < 25 m/s, PWT Gtakes its constant maximum value and is zero for v < 4 m/s. However, for v > 25 m/s, thewind turbine stops operation. By defining TWT G as a time constant, the dynamical modelof WTG in the frequency domain can be given by

∆PWT G

∆Pwind
=

1
sTWT G +1

, (32)
where ∆Pwind and ∆PWT G are the variations of the mechanical power and output powerof WTG, respectively.
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(a)CP−λ (b) PWT G− v

Figure 22: Variation ofCP and PWT G according to the λ and v.

6.1.2 PV ModelOne of the most promising, flexible and environmentally friendly power sources is the PVsystem, which consists of photovoltaic panels connected together in series and parallelstructures. This system converts solar radiation to electrical energy based on solar celltemperature and array area, and its output powerPPV can be expressed as follows in termsof conversion efficiency η , PV array area S, solar irradiation ϕ and ambient temperature
Ta:

PPV = ηSϕ(1−0.005(Ta +25)). (33)
The variations of solar irradiation to output power of PV system can be described as

∆PPV

∆ϕ
=

1
sTPV +1

, (34)
where TPV is the PV time constant.
6.1.3 FC ModelThe FC technology, which has been considered as a high-efficiency power generation de-vice, can convert chemical energy into electrical energy using hydrogen and oxygen. Thisstatic device has slow dynamics in its fuel supply sections, such as pumps and valves, re-sulting in slower power output. The dynamic response of the FC system can be given byintroducing the first-order time delay transfer function and TFC as the FC time constant

GFC =
1

sTFC +1
. (35)

6.1.4 DLC ModelThe General Electric Company first patented electro-chemical capacitors in 1957, consist-ing of porous electrodes using the DLC mechanism of charging [100]. Nowadays, thistechnology plays a key part in fulfilling the demands of possible applications, includingmemory back-up, electric vehicles, power quality and RESs. The transfer function of thishighly efficient device with a fast load frequency can be represented by the first-order lagequation
GDLC =

1
sTDLC +1

, (36)
where TDLC is a time constant.
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6.2 Coordinated ANN-based PI controller
In the proposed coordinated control solution, each ANN performs online tuning of eachPI controller simultaneously. At time step t and after each system disturbance, the givensolution provides a reasonable change in the tuning of two parameters KP(t) and KI(t) ofthe controller, stated as

KPI(s) = KP(t)+
KI(t)

s
. (37)

The tuning of the differential part KD(t) is avoided because it is very sensitive to distur-bances and difficult to change without losing tone stability. To organise the effective andfast training of two independent agents, we designed the multi-agent SRL optimisationmethod with individual positive weight w ranges [0,5] and [0,10] for agents 1 and 2, re-spectively. We also propose an ANN with a modified tansig activation function definedas
y =

m
1+ e−0.1w|x| −n, (38)

where the absolute value of x is used to avoid negative output, provide a sufficient rangeof coefficients for the PI controller andmake the tuning processmore robust. For effectivecoordination purposes of the two subsystems, DLC and FC, the parameters m and n areconsidered to be 200 and 100 for the DLC element, and 10 times larger for the FC subsys-tem. We avoid connecting the HPF to the ANN-based tuner since it has a negative impacton the stability of the tuner and confuses the reward system. Therefore, the input signalfor both agents is the same.

Figure 23: Proposed in [89]: coordinated multi-agent FDC scheme with NN-PI controller

6.2.1 Numerical Results
To develop the proposed multi-agent management strategy and to investigate the coor-dinated NN-PI controller performance, the given control scheme (see Fig. 23) has beenimplemented using MATLAB/Simulink with model parameters given in Table 5. Figure 24(top and middle plots) shows the output power of WTG and PV systems modelled as daydynamics with period 24 hours; while the bottom plot depicts the load demand. Figure 34shows how the FDC problem can be appropriately solved using the proposed controller,in which all hybrid power generation is better compensated by considering the effects ofsystem frequency variation as compared to the usual PI controllers and when the system
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is free of control. In terms of transient response, NN-PI has a smaller overshoot with ashorter settling time, indicating a faster transient time. In terms of steady state, the pro-posed approach has small steady-state errors when compared to the usual controller (seeTable 6).

Figure 24: Output powers of WTG, PV and load variations

According to the results, we can see the insignificant influence of RESs disturbanceson the proposed NN-PI controller. In contrast, the usual PI controllers show less flexibil-ity in the distributive process. Figure 25 illustrates the online tuned parameters of twocontrollers. Here, we can see how the ANN adjusts the parameters of both controllers tooptimal values after each time step. For the usual PI controllers, the parameters are fixedat Kp,DLC = 30, Ki,DLC = 0.1, and Kp,FC = 150, Ki,FC = 1000. Since the tuning processdepends on measured error dynamics, each ANN provides the dynamics of tuning in asimilar form. While in agent 1, the range of coefficients is similar; in agent 2, it is better tokeep the coefficients different.

Table 6: Performance Results

Controller IAE Root MSE MSE
Coordinated NN-PI 0.0027 0.0004 0.0000016
Coordinated PI 0.005 0.0011 0.000012
IAE: Integral Absolute Error, MSE: Mean Square Error
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Figure 25: Online tuning of PI controllers DLC (top) and FC (bottom)

NN-PI

PI

Without Control

Figure 26: Control results of proposed control approach and PI controllers for DLC and FC
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6.3 Coordinated ANN-based VFOPID control
The artificial neural network-based online tuner of (FO)PID extends the robustness of theFO(PID) controller and can be a direct competitor of the fuzzy logic-based (FO)PID, whichcan be optimised by a countless number of machine learning methods. The main ideaof an online tuner is the design of architecture that uses a control error signal to changethe values of (FO)PID. Machine learning helps to define the change in regard to which co-efficients are more significant; such an intelligent approach can automatically adapt thecontroller to any process. It is difficult say which architecture of neural network-basedtuner is right, for example, the optimal number of hidden neurons for each process canbe individual and an NN can take into consideration additional inputs that define controlerror, including setpoints, disturbances, etc. We suggest this problem can be solved by ge-netic algorithms such as the NEAT (neuroevolution of augmenting topologies) algorithmthat changes the topology of a neural network. The ANN-based tuner must abide by theidea of a PID controller; in other words, the neural network-based tuner must includeintegrator D−1

t (see Fig. 27), but differential part Dt is optional since is sensitive to distur-bances in a control loop and can destabilise the tune of all (FO)PID coefficients. Moreover,negative values of PID (Kp(t), Ki(t), Kd(t)) are not acceptable, therefore activation func-tions in a neural network must be designed with this approach to avoid negative output.Nevertheless, variable Kd(t) is very sensitive to any rapid change or controller error andcannot be stable for all processes, hence for the majority of processes, the variable FO(PI)version is more applicable. In the case of variable fractional order coefficients (λ (t), µ(t)),we have to be sure about the exact range and resolution of output values because theyare computationally very complex in real-time control.

Figure 27: Proposed for [68]: coordinated multi-agent FDC scheme with V(FO)PID controller

6.3.1 Numerical results
According to the results, we can see an insignificant influence ofWTG and PV disturbanceson the proposed combination of NN and variable PID-type controller (see Fig. 28). In con-trast, the traditional controllers show less flexibility in this case. In terms of transient re-sponse, the NN-based V(FO)PID controller has a smaller overshoot with a shorter settlingtime, thus indicating a faster transient time and hence better reference tracking perfor-mance. In terms of steady state, the NN-based controllers have small steady-state errorsand reduce the values of the integral absolute error (IAE), mean square error (MSE) androot MSE (RMSE) when compared to the traditional PID type controller (see Table 7). As
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Table 7: Calculated performance results of tested algorithms

Performance metric NN-VFOPID NN-PID FOPID PIDIAE 0.003324 0.004559 0.005774 0.006403RMSE 0.0001804 0.0002482 0.000322 0.000323MSE 3.2528*10−8 6.1618∗10−8 1.0633∗10−7 1.0416∗10−7

seen, the proposed combination of NN and V(FO)PID produces the best results. One cansee that when NN is combined with V(FO)PID, the reactions to the system disturbancesare reduced. Figs. 30a and 30b illustrate the parameters of the online tuned V(FO)PIDcontroller for both agents 1 and 2. Here, we can see how the NN adjusts the parametersof both controllers to optimal values after each step in the signal.

NN-VFOPID

NN-PID

FOPID

PID

Without

Figure 28: Performance of proposed coordinated NN-VFOPID control of hybrid microgrid with com-
parison of tested algorithms
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Figure 29: Modelled scenarios of renewable sources and loads in hybrid microgrid
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(a) Online tuning of Agent 1 for FC control
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(b) Online tuning of Agent 2 for DLC control

Figure 30: Online tuning of VFOPID controllers include dynamics of orders λ and µ , and gains Kp,
Ki, Kd
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6.4 Coordinated ANN-based control
Utilising a coordinated control strategy that combines FC and DLC systems, the LFC prob-lem can be effectively resolved while also improving power quality, as depicted in Fig. 31.In this approach, the fractional order DLC and FC systems serve as backup systems andcompensate for high and low frequency deviations, respectively. Also, to minimise thecharging and discharging of FDLC during long-term operation, a high-pass filter (HPF) isemployed. Furthermore, to maintain the stable operation of the autonomous isolatedMG system, effective control of the supply power is necessary since the output power ofvarious power generation components can fluctuate under certain conditions. The con-trol strategy in this system is based on the power balance error ∆P, which is calculatedas the difference between the power supply PNet and the power demand PLoad , given as
∆P = PNet −PLoad . As power generation varies, the frequency fluctuates, and this fre-quency deviation ∆ f is calculated using

∆ f =
∆P
K

, (39)
where K is the system frequency characteristic constant of the system. However, due todelays in the frequency characteristics, the above equation is modified to

∆ f =
∆P

K(sTf +1)
=

∆P
sM+D

, (40)
which takes into account the frequency characteristic time constant Tf as well as the loaddamping constant D and the inertia constant M. The net power generation is computedusing PNet = PWT G+PPV +PFFC±PFDLC, which involves various contributing factors. Forcontrol purposes, two ANN-based controls are employed for two fractional subsystemsassociated with a common stochastic RL-based training unit. This control framework andits strategy, which is integrated into the control unit, will be further investigated in thefollowing two subsections.

Figure 31: Coordinated LFC strategy with the multi-agent ANN strategy proposed in [88]

6.4.1 ANN-based controllerThe proposed ANN-based controller, which is similar to the PID-type controllers, is illus-trated in Fig. 32. The controller takes frequency deviations as an error signal in threedifferent forms: original ∆ f , differentiated d∆ f/dt, and integrated ∆ f/s, and inputs theminto neurons. In this architecture, multiple ANN weights of actor systems are defined as
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wµ1,i and wµ2,i for hidden and output layers, respectively. The hidden layer consists ofthree neurons, while the output layer has one neuron that summarises all signals intooutput provided for the inputs of fractional DLC and fractional FC systems. Every artificialneuron uses an adjustable tansig activation function that provides bipolar output and issuitable for many control applications. The performance of the proposed controller de-pends on the magnitude of the weights in each artificial axon and the constants definedin the applied activation function as
y(t) =

ni

1+ e−wix(t)
− ni

2
, (41)

where weight w defines sensitivity to disturbances, constant n defines limits for outputsignal in every neuron and i is agent number
Hidden 

layer

Output

layer

Input

layer

Figure 32: Proposed artificial neural network-based controller

6.4.2 Numerical ResultsThe proposed controller was found to be effective in addressing the LFC problem, asshown in Fig. 34 (top plot), where it outperformed the FOPID controller. In terms oftransient response, the ANN-based controller demonstrated faster response times withsmaller overshoots and shorter settling times in a fractional order environment. The pro-posed approach also exhibited smaller steady-state errors compared to the traditionalcontroller, as detailed in Table 8. Our proposed algorithm yields lower values of integralabsolute error (IAE), rootmean square error (RMSE) andmean absolute error (MAE)whencompared to the FOPID controller, as evidenced by the results. It is worth noting that fortwo FOPID controllers, the parameters are set to fixed values asKp,DLC = 100,Ki,DLC = 50,
Kd,DLC = 0.5, λDLC = 1.35, µDLC = 1.2 and Kp,FC = 1000, Ki,FC = 200, Kd,FC = 0.5,
λFC = 1.2, µFC = 1.25. According to the results, we can see the insignificant influence ofrenewable energy source disturbances on the proposed ANN controller. In contrast, theusual FOPID controllers show less flexibility in the distributive process. Here, we can seehow the ANN is robust and adjusts the parameters of both controllers to optimal valuesafter each time step.To verify the effectiveness of the fractional order modelling strategy and its impact onthe LFC enhancement compared to the classical integer order models, we repeated theexperiment for the considered MG system for the case of integer order FC and DLC mod-els with the same parameters. It can be seen in Fig. 34 (bottom plot) that the proposed
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method using the same trained process for the fractional order case again shows betterperformance than the FOPID controller. One may see that this resulted in a slightly de-graded performance when compared to the fractional order case above. Nevertheless, inboth cases, the proposed controller was able to keep the frequency within the limits.
Table 8: Numerical comparison between ANN-based controller and FOPID

Controller IAE RMSE MAE
Proposed 0.0221 1.7678−5 9.2214−6

FOPID 0.3125 1.7269−4 1.3014−4

Figure 33: Output power changes of renewable energy sources and load
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Figure 34: Control performance of tested algorithms with fractional order system

6.5 Conclusion
In this chapter, weproposedANN trained controlmethods using the SRL algorithm to solvethe FDC problem of the given isolated HMG. The results demonstrate that the proposedcombination of PI controller and neural tuner and automatic tuning technique capturesall the remarkable advantages of the controller, including robustness improvement anddisturbance rejection, and gives rise to a generation of control laws that improve bothtransient and steady state cases. Furthermore, a neural network as a dependent con-troller shows good results with the fractional order version of a hybrid microgrid. TwoANN controllers were deployed for each component in a multi-agent framework usinga multi-agent SRL optimisation technique, which, in addition, were compared with twooptimally tuned FOPID controllers. Test results on an isolated MG with fractional compo-nents validated the effectiveness of the proposed coordinated LFC strategy. As illustratedin this study, it was observed that while the proposed algorithm outperforms the FOPIDcontroller in both systems with integer and fractional model of components, it exhibits anenhanced LFC system with greater stability in the MG system with fractional order sub-systems. In addition, this chapter presented two NN-V(FO)PID controllers applied to theLFC problem in isolated HMG with high RES penetration, where the SRL algorithm opti-mised all tuned parameters (both gains and orders) of this controller. We demonstratedthat combining a V(FO)PID controller with an NN-based tuner is an effective strategy forFDC tasks. Unlike traditional PID-type controllers, the NN-based V(FO)PID controller hasactive support from an ML algorithm, allowing it to self-adapt to HMG disturbances andproduce smooth frequency deviation. The results demonstrate that the proposed combi-nation of PID-type controllers and an NN tuner captures all the remarkable advantages ofthe controller and gives rise to a generation of control laws that improve both transientand steady-state errors.
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7 Conclusion and Future Plans
This doctoral dissertation developed an artificial neural network-based controller with atraining system provided by the deep reinforcement learning approach, which was ap-plied in a simulated model of an isolated microgrid with high penetration of renewableenergy sources. In this work, the author tried develop new methods that can increaseefficiency and provide adaptive virtual inertia emulation. To provide effective training foran RL agent, the new reward systemwith designed frequency control rules was proposed.In the numerical results and control quality criteria presented in [87], we can see the pro-posed methods are competitive, on the one hand, to the classical control methods, in-cluding PID, H∞, CDM, and on another hand to the advanced control methods, includingMPC, FLC. Work [86] attempted to combine the control scheme of energy storage pro-posed in [47] with the designed MIMO neural network-based controller. The result of thiswork was increased performance and flexibility in the frequency support of an isolatedmicrogrid. In publication [89], we tried to combine the fractional order PID controllerwith the developed artificial neural network-based tuner, which provided online tuning ofFOPID knobs. With integrated reinforcement learning, this hybrid method showed verygood results in frequency management.These developments have a lot of potential for future development and research to-wards practical application. To make this more feasible, we plan and design a variablefractional order with direct order calculation instead of switching between predefinedblocks. Some ideas in some publications were not fully completed; for example, the SD-DPG policy needs to be deeply integrated with stochastic reinforcement learning and becombined with a stability analysis of proposed control methods in order to design con-strained neural network that can guarantee stable performance in power management.Moreover, we plan to implement an ANN as a controller for a real DC/AC inverter in or-der to provide robust and adaptive voltage control with respect to the measured current.Additionally, we plan to extend the designed system in a simulated multi-microgrid archi-tecture, where a multi-agent control architecture is used to provide frequency stability ineach area of the interconnected microgrid.
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Abstract
Virtual inertia control of microgrids using deep reinforcement
learning methods
Concerns about climate change turned the development of power systems towards thedirection of increased energy generation by renewable energy sources and decentralisa-tion of the grid. However, increased penetration of renewable energy sources triggeredthe phenomenon known as low inertia. A power system with decreased inertia createsmany problems and risks in relation to total power stability, including decreased frequencystability, frequency mismatch between parts of the interconnected grid, power consump-tion/production imbalance and power outrage. In order to increase the inertia and miti-gate risks, many engineers propose to emulate the inertia of the synchronous machine bypower electronics-based devices known as virtual synchronous generators (VSG). How-ever, emulation of virtual inertia can only be accurate if its operation is controlled by arobust closed-loop algorithm. In the last few years, many classical, hybrid and advancedalgorithms have tried to emulate optimal inertia; however, most of them still have uncov-ered limitations in scalability and deployment for decentralised power systems, limitedflexibility and computational complexity. In other words, they cannot mitigate all poten-tial stability risks in the full-scale decentralised and interconnected grid. In this doctoraldissertation, we propose a deep reinforcement learning (RL)-based method with a newreward/punishment system. The result of the proposed advanced controller is increasedefficiency of inertia emulation in scenarios with different system inertia, renewable en-ergy and domestic loads (dis)connection. In addition, we demonstrate scalability, since RLcan train an artificial neural network (ANN) as an independent controller and as a hybridcombined with V(FO)PID controllers and a control scheme of advanced energy storage.Moreover, we demonstrate deployment potential in microgrid applications, e.g. providecoordinated control in isolated hybrid microgrid using multi-agent architecture.
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Kokkuvõte
Mikrovõrkude virtuaalse inertsi juhtimine sügava 
stiimulõppe meetoditega
Kliimamuutustega seotud probleemid on suunanud elektrisüsteemide arengu taastuva-te energiaallikate suurema energiatootmise ja võrgu detsentraliseerimise suunas. Taas-tuvate energiaallikate kasvav levik käivitas aga nähtuse, mida tuntakse kui madalat inertsi. Vähenenud inertsiga elektrisüsteem tekitab mitmeid probleeme ja riske seoses võrgu stabiilsusega, sealhulgas vähenenud sagedusstabiilsus, sageduse mittevastavus võrku ühendatud osade vahel, elektritarbimise ja -tootmise tasakaalustamatus ning elektrikatkestused. Inertsi suurendamiseks ja riskide vähendamiseks teevad paljud insenerid ettepaneku emuleerida sünkroonmasina inertsi jõuelektroonikapõhiste seadmetega, mida nimetatakse virtuaalseteks sünkroongeneraatoriteks (VSG). Virtuaalse inertsi emuleerimine saab aga olla täpne ainult siis, kui selle tööd juhib robustne suletud ahela algoritm. Viimastel aastatel on paljud klassikalised, hübriid- ja täiustatud algoritmid püüdnud emuleerida optimaalset inertsi; enamikul neist on siiski leitud piirangud seoses skaleeritavuse ja detsentraliseeritud elektrisüsteemide kasutuselevõtuga, piiratud paindlikkusega ja ar-vutuskomplekssusega. Teisisõnu, nad ei suuda leevendada kõiki võimalikke stabiilsusriske täiemahulises detsentraliseeritud ja ühendatud võrgus. Käesolevas doktoritöös pakume välja sügava stiimulõppel (RL) põhineva meetodi koos uue tasu/karistuse süsteemiga. Väljapakutud täiustatud kontrolleri tulemuseks on suurem tõhusus inertsi jäljendamisel stsenaariumides, kus on erinev süsteemi inerts, taastuvenergia ja kodumaiste koormuste (lahti)ühendamine. Lisaks demonstreerime skaleeritavust, kuna RL saab õpetada tehis-närvivõrgu (ANN) iseseisva kontrollerina ja hübriidina koos V(FO)PID-regulaatorite ja täius-tatud energiasalvestuse juhtimisskeemiga. Lisaks sellele demonstreerime kasutuselevõtu potentsiaali mikrovõrkude rakendustes, nt koordineeritud juhtimise tagamine isoleeritud hübriidmikrovõrgus, kasutades mitmeagendi arhitektuuri.
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Abstract—The increasing penetration of distributed and renew-
able energy sources into power grids results in various control
challenges. Among others is a problem of decreasing inertia,
especially in the case of islanded microgrids with high penetration
of a low-inertia power sources. One approach is based on a
concept of additional virtual inertia control. In this paper we
propose reinforcement learning based virtual inertia control with
deep deterministic policy gradients based optimization algorithm.
The proposed solution is demonstrated using standard topology
of a microgrid and compares to H-infinity and optimally tuned
PI controllers.

Index Terms—virtual inertia, reinforcement learning, micro-
grids, renewable energy

I. INTRODUCTION

The last decade has witnessed the raising concerns regarding
continuous environmental changes. This has motivated various
actions for shifting energy production toward more intense
utilization of renewable energy sources such as wind or solar.
However, due to the natural lack of inertia, massive switch to
renewable energy creates multiple stability related problems
in the grid. These challenges resulted in various solutions;
among others different control algorithms for the optimal
virtual inertia control [1].

Several recent works [2], [3] have addressed the problem
of optimal frequency regulation with high penetration of
renewable energy sources. In [4] the robust H∞ controller
was developed for the Rate of Change of Frequency (RoCoF)
stability support. The proposed solution has shown advantages
over conventional virtual inertia control and optimally tuned PI
controller in scenarios when the wind farm is connected, solar
panels are disconnected, and the system inertia is 100% and
10%. In [5] this problem was further studied and virtual inertia
control was implemented using Fuzzy-logic based approach.
The proposed algorithm performed robustly under different
scenarios with additional uncertainties, including 80%, 40%,
30% system inertia and mismatch in primary/secondary con-
trol loops. In [6] the model predictive control scheme was pro-
posed and compared to Fuzzy-logic controller during sudden
load changes. Unlike the previous works, the studied microgrid
has conceptual differences such as closed-loop turbine system,

renewable energy power generation from two more complex
wind farm models, and minor differences in turbine and system
inertia transfer functions. Similar ideas are presented in [7], but
without renewable energy penetration. In [8] optimization of
PI controller was performed by Particle Swarm Optimization
technique combined with digital frequency protection system
in scenarios of (dis)connecting load and renewable energy
sources.

In this paper we join the current trend of research and
propose an effective deep Reinforcement learning (RL) algo-
rithm for the robust virtual inertia control in microgrids with
varying system inertia. The approach is designed to control the
frequency using Deep Deterministic Policy Gradient (DDPG)
in Neural Actor-Critic strategy. Specifically, we design rein-
forcement learning control to adjust the frequency deviation
using typical microgrid model with several fluctuating renew-
able energy sources. The reward system has been adjusted
by changing the error band for controller reward/punishment,
selecting the optimal constants at each step, and modifying the
optimal number of fully connected layers in the network. The
proposed solution is compare to H∞ and optimally tuned PI
controllers using several statistical measures. It was observed
that on average the proposed solution performs better.

II. MOTIVATION AND PROBLEM STATEMENT

The frequency stability problem forms a core challenge
for the future power systems. In the light of increasing
penetration of renewable energy sources and decreasing in-
ertia, the development of new robust methodologies with
potential advantages for handling low-inertia uncertainties and
domestic load non-linearities forms considerable challenge.
Implementations of traditional control methods have certain
limitations for optimal management of virtual inertia. For
example, Fuzzy-logic based controller performance depends
on the designed landscape pattern emerging from fuzzy rules.
H∞ controller is usually based on advance optimization pro-
cedure. In contrast, reinforcement learning based algorithms
do not demand construction of the specific representation of a
process and have potential for online optimization. The low-
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inertia grid stability support based on reinforcement learning
with neural actor-critic architecture was addressed in several
recent works. For example, in [9] approach was combined
with approximate dynamic programming and applied to tune
PD controller for virtual inertia control in power system
with parallel connected three synchronous generators and one
wind farm. In [10] reinforcement learning was combined with
dynamic programming and used to tune PID controller for
virtual synchronous machine. The work [11] proposed neural
actor-critic with adaptive learning approach for voltage/current
regulation in autonomous microgrids. In this paper we utilize
deep deterministic policy gradient method introduced in [12].
Compared to other reinforcement learning optimization meth-
ods oriented to high-dimensional and discrete time spaces,
DDPG was developed for low-dimensional and continuous
space actions, which appears to be suitable for the addressed
scenario. This optimization algorithm was previously tested
for pendulum and cart-pole balance, cheetah acceleration and
moving gripper position control [12].

Fig. 1. Dynamic model of studied microgrid with hierarchical control.

A. Structure of the Studied Microgrid

The studied microgrid is adopted from several recent publi-
cations [2], [4], [5], [8] and depicted in Fig. 1. The addressed
scenario includes residential/industrial loads, energy sources
(thermal power plant, wind farm, and solar power plant), and
energy storage system. Thermal power plant is composed of
a governor with generator rate constraint (GRC) and turbine
with frequency rate limiter, which restricts the valve open-
ing/closing (VU , VL). The dynamic model of microgrid uti-
lizes the hierarchical architecture with primary and secondary
control loops. The primary control loop has droop coefficient
1/R, and the secondary loop has an area control error system
(ACE) with the second frequency controller KI and the
first-order integrator. The frequency regulation is performed
by virtual inertia device with additional optional controller.
Microgrid balancing system performed as transfer function
with microgrid damping coefficient D and system inertia H .
The power generation by variable energy sources computed
as combination of two random signals with first-order holder.

TABLE I
NOMENCLATURE: PARAMETERS OF MICROGRID

Variable Physical meaning
∆Pm generated power change from the distributed generator
Tt time constant of the turbine
∆Pg governor valve-position change
Tg time constant of the governor
∆PACE control signal change for secondary control
KI integral control variable gain
∆PW change in generated power-based wind farm
∆Pwind initial wind power variation
TWT time constant of wind turbines
∆PPV change in generated power-based solar farm
∆Psolar initial solar power variation
TPV time constant of the solar system
∆PL load power change
∆PRL variations in residential loads
∆PIL variations in industrial loads

The deviation of frequency in the studied microgrid can be
calculated as

∆f =
1

2Hs+D
(∆Pm + ∆PW + ∆PPV

+ ∆Pinertia −∆PL), (1)

where

∆Pm =
1

1 + sTt
∆Pg,

∆Pg =
1

1 + sTg

(
∆PACE −

1

R
∆f

)
,

∆PACE =
KI

s
∆f,

∆PW =
1

1 + sTWT
∆Pwind,

∆PPV =
1

1 + sTPV
∆Psolar,

∆PL = ∆PRL + ∆PIL,

and parameters are summarized in Table I.

B. Modeling of Virtual Inertia System

Virtual synchronous generator (VSG) is considered as a
converting power alternative to a real synchronous machine
[13]. Such generator can be applied in systems with high
level of fluctuating renewable power to enhance the frequency
stability in conditions of dynamic power generation. Virtual
inertia (VI) is a specific part of VSG designed to compensate
the lack of inertia [1]. Unfortunately, the default operational
limitations of virtual inertia device cannot provide enough
frequency support. Therefore, the additional robust controller
has to be used to deal with nonlinearities in low-inertia envi-
ronments. Traditionally, virtual inertia consists of derivative
component, designed controller, energy storage system and
power limiter as depicted in Fig. 2. The inertia power satura-
tion limiter (Pi,max, Pi,min) provides the additional robustness
for tested algorithms and creates limitations for more realistic
simulations.
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Fig. 2. Typical structure of virtual inertia block.

The main concept used in virtual inertia control is the so-
called Rate of Change of Frequency (RoCoF), which can be
calculated as

RoCoF =
d(∆f)

dt
. (2)

The RoCoF defines time derivative of the frequency signal,
which is used to calculate the inertia response of a system as

∆Pinertia =
KV I

1 + sTV I

d(∆f)

dt
, (3)

where KV I is the virtual inertia constant, and TV I is time
constant of the virtual inertia transfer function.

III. PROPOSED SOLUTION

A. Neural Actor-Critic Algorithm

Neural actor-critic implies the combination of two Artificial
Neural Networks: The actor network µ(s | θµ) and the critic
network Q(s, a | θQ). In the proposed strategy critic network
is supervising algorithm, which tracks errors from interaction
of actor at with environment st according to defined policy.
The network corrects them in order to find an optimal estima-
tion of actor action a′t, which predict max possible reward
r, see [14]. The key advantage of reinforcement learning
algorithms is the study based on interaction with environment
[14]. In other words, when agent makes the action, it expects
to get the reward +r or the punishment −r. The mechanism of
control can be briefly summarized as follows. The measured
frequency difference ∆f produces the control error which goes
as an observation to RL agent. At the same time calculated
error goes to the block “calculate reward” to reward or punish
neural RL actor. General structure of the proposed controller
is presented in Fig. 3.

Fig. 3. Structure of implemented reinforcement learning based controller.

B. Deep Deterministic Policy Gradient

Here, we briefly explain the key application details of the
proposed controller based on reinforcement learning algorithm
optimized by deep deterministic policy gradients. DDPG is
model-free reinforcement off-policy learning algorithm, de-
signed for tasks with low-dimensional continuous action space
[12]. DDPG study introduces the fusion of deep Q-learning
(DQL) and deterministic policy gradient (DPG), which in-
herits from DQL strategy neural actor-critic. The principle of
optimization is based on the search of a minimal difference
between target action-value function of the policy yi and the
critic network Q(si, ai | θQ) at each actor network µ(s | θµ)
decision at (KV I ) per step i in the state st (i.e., ∆ft). In
order to minimize the loss function L and receive the max
possible reward rt per training episode. Next, we summarize
the overall procedure in the form of a pseudo-code as shown
in Algorithm 1 adapted from [12].

Algorithm 1 DDPG Algorithm
1: Initialize critic Q(s, a | θQ) and actor µ(s | θµ) networks

with random weights θQ and θµ.
2: Initialize target network Q′ and µ′ with θQ′ ← θQ, θµ′ ←
θµ.

3: Initialize replay buffer R.
4: for episode = 1 to M do
5: Receive initial process observation as state s1.
6: for t = 1 to T do
7: Select action at = µ(st | θµ) according to current

policy and disturbances exploration.
8: Execute action at. Observe reward rt, state st+1.
9: Store transition (st, at, rt, st+1) in R.

10: Sample random minibatch of N transitions
(si, ai, ri, si+1) from R.

11: Set yi = ri + γQ′(si+1, µ
′(si+1|θµ′) | θQ′).

12: Update critic by minimizing loss: L = 1
N

∑
i(yi−

Q(si, ai | θQ))2.
13: Update actor policy using sampled gradient:

∇θµJ ≈
1

N

∑
i

∇aQ
(
s, a | θQ

)
|s=si,α=µ(si)

×∇θµµ(s | θµ)|si .

14: Update the target network: θQ
′ ← τθQ+(1−τ)θQ

′

and θµ
′ ← τθµ + (1− τ)θµ

′
.

15: end for
16: end for

IV. SIMULATION RESULTS

Consider the microgrid depicted in Fig. 1, which is imple-
mented in MATLAB/Simulink environment. We compare the
proposed RL-based control algorithm with the traditional PI
controller (with Kp = 0.25, Ki = 0.01) and H∞ control.
Simulations intend to illustrate the reaction of each controller
on RoCoF rise after synchronous connection of thermal power
station, wind and solar power plants. Parameters used in
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simulations are defined as: R = 2.4, Tg = 0.1, Tt = 0.4, KI =
0.05, GRC ∈ [−0.12, 0.12], VL = −0.5, VU = 0.5, TWT =
1.85, TPV = 1.5, Pi,max = 0.25, Pi,min = −0.25. Moreover,
wind power generation varies as ∆Pwind ∈ [0.03, 0.05], solar
power varies as ∆Psolar ∈ [0.05, 0.07], residential and indus-
trial load profiles are defined by ∆PRL ∈ [0.125, 0.25] and
∆PIL ∈ [0.15, 0.25] as depicted in Fig. 4. Finally, the stored
energy changes in the range [−0.25, 0.25] and energy gener-
ated by the thermal power is defined by ∆Pg ∈ [−0.5, 0.5].
All signals are specified in per-unit system. We consider
three different scenarios with high (100%, H = 0.083),
decreased (80%, H = 0.067), and low (40%, H = 0.032)
inertia. Results of simulations for the nominal case and the
the entire period of T = 1000 s are shown in Fig. 5. Other
cases for a shorter period of [20, 60] are presented in Fig. 6.
Performance of control algorithms is validated in steady-state
by root mean square error RMSE =

√
1/n

∑n
i=1 ∆f2i , mean

absolute error MAE = 1/n
∑n
i=1 |∆fi|, max/min deviation of

frequency signal max(∆f), min(∆f), and integral absolute
error IAE =

∫ T
0
|∆f |dt as summarized in Tables II-V. We

remove the first 20 seconds from simulation results, which
correspond to the transient process.
Nominal case: The top plot in Fig. 6 shows that the case with-
out additional virtual inertia control and all control algorithms
provide almost identical results. This is further emphasized
by statistical measures shown in Tables II-V. The proposed
algorithm and H∞ based approach both appear to be the most
accurate. However, their advantage is marginal with respect
to PI and default controller cases. Therefore, in systems with
high inertia utilization of additional virtual inertia controllers
is rather optional.
Scenario I: The middle plot in Fig. 6 shows very similar
picture to the one obtained in the nominal case. The statistical
measures confirm this observation, and the only difference
appears for MAE in Table III, where the proposed controller
and no virtual inertia control cases become slightly more
accurate than H∞ controller.
Scenario II: The bottom plot in Fig. 6 corresponds to the low-
inertia case, and shows the real advantages of additional virtual
inertia controllers, since the nominal controller cannot provide
satisfactory behavior and becomes oscillating. The statistical
measures again show that in most cases the proposed controller
becomes slightly more accurate than other techniques. The
only case in which H∞ controller becomes more advantageous
is maximum and minimum frequency deviations as indicated
in Table IV.

To conclude, the proposed reinforcement learning based
additional virtual inertia controller appears to be more accurate
in most cases. However, the difference in most cases is very
small. At the same time, observe that on average the proposed
controller performs better than other controllers in all scenarios
as defined by mean average error. This is further confirmed
by another related integral absolute error measure.

Table VI provides the performance summary for algorithms
with variable and fixed step of the solver. We run the sim-
ulation for 10 times and calculated the mean value. It can

Fig. 4. Power generated by wind and solar plants (top and middle). Domestic
load profile (bottom).

Fig. 5. Frequency variation for the nominal case.

Fig. 6. Frequency variation for inertia coefficients H = 0.083 (upper,
nominal), H = 0.067 (middle, Scenario I), and H = 0.032 (bottom,
Scenario II). Signals correspond to the proposed algorithm (’ ’), H∞
algorithm (’ ’), PI controller (’ ’), and the case without additional
virtual inertial controller (’ ’).
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TABLE II
PERFORMANCE IN DIFFERENT SCENARIOS: RMSE

Controller Nominal Scenario I Scenario II
Proposed 0.0358 0.0357 0.0353

H∞ 0.0356 0.0356 0.0355

PI 0.0364 0.0366 0.0362

No VIC 0.0379 0.0359 0.6727

TABLE III
PERFORMANCE IN DIFFERENT SCENARIOS: MAE

Controller Nominal Scenario I Scenario II
Proposed 0.0287 0.0285 0.0282
H∞ 0.0287 0.0288 0.0288
PI 0.0293 0.0303 0.0292
No VIC 0.0303 0.0285 0.5953

TABLE IV
PERFORMANCE IN DIFFERENT SCENARIOS: MAXIMUM AND MINIMUM

FREQUENCY DEVIATION (max(∆f); min(∆f))

Controller Nominal Scenario I Scenario II
Proposed 0.1142; −0.0988 0.1139; −0.0987 0.1142; −0.0965
H∞ 0.1147; −0.0989 0.1145; −0.0993 0.1122; −0.0960
PI 0.1162; −0.1011 0.1164; −0.1016 0.1134; −0.0977
No VIC 0.1223; −0.1069 0.1239; −0.1103 1.1733; −1.2097

TABLE V
PERFORMANCE IN DIFFERENT SCENARIOS: INTEGRAL ABSOLUTE ERROR

Controller Nominal Scenario I Scenario II
Proposed 28.4136 28.4259 28.3313
H∞ 28.4461 28.4520 28.4087
PI 28.7557 28.7941 28.7693
No VIC 29.6323 36.6168 594.3056

be seen while in case of variable step H∞ yields the fastest
simulation time, it fails to converge for the fixed step. PI
controller results in slightly slower performance. The case
without VIC appears to be the fastest for fixed step. Finally, the
proposed algorithm works slower than others, due to complex
and non-linear structure defined by the Deep Neural Network.

TABLE VI
COMPARISON OF ALGORITHMS FOR VARIABLE AND FIXED STEP

Elapsed time
Controller Variable Fixed
Proposed 2975.5 26814

H∞ 613.26 −
PI 820.88 15227

No VIC 1175.5 13380

V. CONCLUSION AND DISCUSSION

Increasing penetration of renewable sources based power
creates multiple serious challenges related to the frequency
stability of future microgrids. These problems can be solved by
adding optimally designed control algorithms. The recent stud-
ies indicate that without extra virtual inertia support the system

is stable only for the relatively high system inertia. Otherwise,
the virtual inertia device is not able to provide satisfactory
frequency stability with high penetration of renewable energy
sources. Therefore, in this paper we propose the reinforcement
learning based control of virtual inertia, and compare to H∞
and PI controllers. In most situations the proposed controller
has shown slightly better results. More complex scenarios and
detailed analysis will form subject for the future research.
The reinforcement learning is recently introduced optimization
strategy. We plan to extend the DDPG Reinforcement learning
based controller via modification of the reward/punishment
system and derive the controller for MIMO case. Finally, we
will apply the proposed technique to study problems of energy
transmission and demand side management fields.
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Abstract—In this paper we propose here a nonlinear control
scheme for frequency support in low-inertia microgrids with high
level integration of renewable energy sources. We first develop
a multi-loop reinforcement learning based controller with deep
deterministic policy gradient optimization. Then, we apply it to
the simultaneous frequency support and control of renewable
energy generation. In addition, we adjust the reward system to
track the thermal power and provide the balance between energy
generation and consumption. This modified controller is shown to
work well in several practical scenarios, in which it is compared
to a single loop RL controller.

Index Terms—MicroGrid, Reinforcement learning, Renewable
energy

I. INTRODUCTION

Concerns on future state of environment gained attention
to electronic-based renewable energy sources. However, the
integration of renewable energy in large amounts creates power
stability related problems such as frequency drop, power
oscillations and mismatch in energy generation [1]–[3]. These
challenges raise important problems in the light of future
power systems. Among others frequency support gains an
increased trend [3]–[6].

Several recent works [7]–[12] addressed the problem of
robust frequency regulation with high penetration of renewable
energy sources. For example, in [9] the robust H∞ con-
troller combined with phase-lock loop (PLL) for microgrid
support with 100% and 10% inertia, and 80% penetration
renewable energy. In [13] the problem was studied with using
fuzzy-logic controller in scenarios with various uncertainties,
including 20% and 80% integration, and 80%, 40%, 30%
system inertia mismatch in primary/secondary control loops.
In [14] the model predictive control approach proposed and
compared with fuzzy-logic controller with 34% integration
of RES power. In [12] reinforcement learning based control
strategy proposed compared with H∞ and PID in microgrid
with 20% of renewable energy integration and 100%, 80%,
40% system inertia. Also frequency control by reinforcement
learning strategy was addressed in [15], [16].

The work of V. Skiparev and E. Petlenkov was partly supported by the
Estonian Research Council grant PRG658.

Optimal frequency support in islanded microgrids with high
integration level of renewable energy sources and decreas-
ing inertia is one of the core challenges for future power
systems [17], [18]. Therefore, development of novel and
advanced methodologies with potential to handle renewable
power, domestic loads and low-inertia uncertainties becomes
extremely important. Implementations of traditional control
schemes have certain limitations for the optimal frequency
support. For example, the standard PID controller is single
input single output system with limited performance, including
weak tolerance to disturbances and efficiency in specific condi-
tions. Another popular H∞ controller operates with additional
inputs as disturbances and synthesized controller provides
input/output relation similar to that of PID [9]. At the same
time, data-driven algorithms can be implemented as multi
input systems. For example, in [13] fuzzy-logic controller
designed with two inputs Δf and ΔPRES . Similar approach is
applied in [14] to develop state-space based model predictive
control with inputs Δf and ΔPW . The work [12] proposed
reinforcement learning based control approach, which consider
the Δf dynamics and acceleration, and total power dynamics
ΔPM . The above mentioned work consider multi-input single-
output scenario.

In this paper, we extend our previous work [12] and pro-
pose reinforcement learning controller with multi-input multi-
output architecture. The new design enables more robust multi-
loop frequency support in islanded/isolated microgrids with
varying system inertia. Specifically, we develop a technique
which provides simultaneous control of renewable energy
flow and virtual inertia emulation. Furthermore, we adjust
the reward system by changing the error band for controller
reward/punishment, selecting the optimal constants at each
step, and change the optimal number of artificial neurons and
fully connected layers in the network. The benefit of such
modification is the possibility to decrease the negative influ-
ence of renewable energy and provide the balance in energy
production between different energy generation sources. As
result extended RL controller provides the effective frequency
stability with integration up to 50% of renewable power.
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II. STRUCTURE OF THE STUDIED MICROGRID

The studied microgrid is adopted from several recent pub-
lications [8]–[10], [13] and depicted in Fig. 1.

Fig. 1. Block-scheme of the islaned microgrid with hierarchical control.

The addressed setup includes residential ΔPRL and in-
dustrial loads ΔPIL, energy sources (thermal power plant
ΔPm, wind farm ΔPW , and solar power plant ΔPPV ), and
energy storage system. Thermal power plant is composed of
a governor with generator rate constraints (Pg,max, Pg,min)
and turbine with frequency rate limiter, which restricts the
valve opening/closing (VU , VL). The dynamic model of mi-
crogrid utilizes the hierarchical architecture with primary and
secondary control loops. The primary control loop has droop
coefficient 1/R, and the secondary loop has an area control
error system ΔPACE with the second frequency controller KI

and the first-order integrator 1/s. The frequency regulation is
performed by virtual inertia ΔPinertia and renewable energy
control ΔPRES . Microgrid balancing system performed as
transfer function with microgrid damping coefficient D and
system inertia H . The power generation by variable energy
sources computed as combination of two random signals with
first-order holder. The deviation of frequency in the studied
microgrid can be calculated as

Δf =
1

2Hs+D
(ΔPm +ΔPRES +ΔPinertia −ΔPL),

(1)

where

ΔPm =
1

1 + sTt
ΔPg,

ΔPg =
1

1 + sTg

(
ΔPACE − 1

R
Δf

)
,

ΔPACE =
KI

s
Δf,

ΔPL = ΔPRL +ΔPIL.

Modeling parameters of the microgrid are summarized in
Table I.

TABLE I
NOMENCLATURE: PARAMETERS OF MICROGRID.

Parameter Value

Tt(s), time constant of the turbine 0.4
Tg(s), time constant of the governor 0.1
KI (s), integral control variable gain 0.05
H(p.u.MW s), System inertia 0.083
D(p.u.MW s), System damping coefficient 0.05
R(Hz/p.u.MW), Droop characteristic 2.4
TWT (s), time constant of wind turbines 1.85
TPV (s), time constant of the solar system 1.5
TRES (s), time constant of the renewable energy storage 1
TV I (s), time constant of the virtual inertia emulation 10
VU , Maximum limit of valve gate speed 0.5
VL, Minimum limit of valve gate speed -0.5
Pinertia,max, Maximum capacity of ESS 0.25
Pinetia min, Minimum capacity of ESS -0.25
PRES,max, Maximum capacity of renewable power storage 0.5
PRES,min, Minimum capacity of renewable power storage -0.5
Pg,max(p.u. MW/min), Maximum generation rate 0.12
Pg,min(p.u. MW/min), Minimum generation rate -0.12

III. PROPOSED SOLUTION

A. Neural Actor-Critic

Neural actor-critic architecture is special type of RL agent
implies the parallel work of two artificial neural networks: the
actor network μ(s | θμ) and the critic network Q(s, a | θQ).
In the proposed solution the critic network is an algorithm
tracking errors from interaction of actor network at with
environment st according to selected policy. The critic net-
work corrects them in order to find potential right estimation
of actor action a′t, which predicts max possible reward r,
see [19] for more technical details. The key advantage of
reinforcement learning algorithms is the data-driven study
based on interaction with environment. In other words, when
agent makes an action, it expects to receive the reward +r
or the punishment −r. Control mechanism can be briefly
summarized as follows. The measured variables Δf , ΔPL,
ΔPm formulate observation for RL agent. In this paper Δf
is considered as the control error and other variables as
disturbances. At the same time calculated deviations Δf and
ΔPm go to the block “calculate reward” to reward or punish
neural RL actor. General structure of the proposed controller
is shown in Fig. 2.

B. Deep Deterministic Gradient Descent

Next, we briefly explain the key application details of
the proposed controller optimized by deep deterministic pol-
icy gradient (DDPG). DDPG is a model-free reinforcement
learning algorithm, designed for tasks with low-dimensional
continuous action space [20]. Optimization phase introduces
the fusion of deep Q-learning (DQL) and deterministic policy
gradient (DPG), which inherits from DQL strategy neural
actor-critic. The principle of optimization is based on the
search of a minimal difference between target action-value
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function of the policy yi and the critic network Q(si, ai | θQ)
at each actor network μ(s | θμ) decision at (KV I ) per step i
in the state st (i.e., Δft). This is done to minimize the loss
function L and receive the max possible reward rt per training
episode. Next, we summarize the overall procedure in the form
of a pseudo-code as shown in Algorithm 1.

Algorithm 1 DDPG Algorithm.
1: Initialize critic Q(s, a | θQ) and actor μ(s | θμ) networks

with random weights θQ and θμ.
2: Initialize target network Q′ and μ′ with θQ′ ← θQ, θμ′ ←

θμ, respectively.
3: Initialize replay buffer R.
4: for episode = 1 to M do
5: Receive initial process observation as state s1.
6: for t = 1 to T do
7: Select action at = μ(st | θμ) according to current

policy and disturbances exploration.
8: Execute action at. Observe reward rt, state st+1.
9: Store transition (st, at, rt, st+1) in R.

10: Sample random minibatch of N transitions
(si, ai, ri, si+1) from R.

11: Set yi = ri + γQ′(si+1, μ
′(si+1|θμ′) | θQ′).

12: Update critic by minimizing loss: L = 1
N

∑
i(yi−

Q(si, ai | θQ))2.
13: Update actor policy using sampled gradient:

∇θμJ ≈ 1

N

∑

i

∇aQ
(
s, a | θQ

)
|s=si,α=μ(si)

×∇θμμ(s | θμ)|si .

14: Update the target network: θQ
′ ← τθQ+(1−τ)θQ

′

and θμ
′ ← τθμ + (1− τ)θμ

′
.

15: end for
16: end for

Fig. 2. Structure of the proposed RL controller.

C. RL Agent Reward/Punishment System

In this paper, we redesign reward/punishment strategy to
provide more accurate punishment action for RL agent. Re-
ward system is organized to transform the measured fre-
quency deviation to the reward/punishment rt. Unlike [12]
here the reward/punishment system incorporates limitations

of frequency deviation and the power generated by traditional
power plant. To provide instructions for Δf regulation, system
is organized as follows: initial signal is transformed to the
absolute value |Δf |; if Δf < 0.05 the RL agent receives
the reward, otherwise system does the punishment. In order
to provide reasonable rewarding for each action, reward is
limited to the range Pm ∈ {0.05, . . . , 2}; however, due to the
specific procedure of the controller training the punishment is
unlimited and multiplied by 2. To force RL agent to adjust
renewable energy generation to traditional power plant the
reward/punishment system provides a negative reward −10
if Pm /∈ {0.05, . . . , 0.45}, otherwise reward becomes 0. If
agent’s actions collect punishment rt < −500, then the com-
mand forced replay is activated. The proposed implementation
of reward/punishment system can be summarized as:

rt =

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

1
0.5+|Δf | , if |Δf | < 0.05,

−2|Δf |, if |Δf | > 0.05,

0, if ΔPm ∈ {0.05, . . . , 0.45},
−10, if ΔPm /∈ {0.05, . . . , 0.45}.

(2)

D. Frequency Support Controller

Here we present a modified controller for the frequency
support, which combines the virtual inertia control and re-
newable energy control loops. The proposed architecture is
designed to provide more advanced frequency support in the
low inertia microgrids. Virtual inertia consists of 3 input
system (i.e. discrete time integrator, derivative component
and initial input), energy storage system and power limiter
as depicted in Fig. 3. It has the inertia power saturation
limiter (Pinertia,max, Pinertia,min), which provides additional
robustness for tested algorithms and creates limitations for
more realistic simulations. The renewable energy control loop
is organized in a similar manner. It has the input ΔPm, en-
ergy storage system and power saturation limiter (PRES,max,
PRES,min).

Fig. 3. Structure of frequency support controller.

The main concept used in virtual inertia control is so-
called Rate of Change of Frequency (RoCoF), which can be
calculated as:

RoCoF =
d(Δf)

dt
. (3)
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The RoCoF defines time derivative of the frequency signal,
which is used to calculate the inertia response of as system
as:

ΔPinertia =
KV I

1 + sTV I

d(Δf)

dt
, (4)

where TV I is time constant of energy reservation and KV I

virtual inertia constant. The renewable energy control flow can
be defined as:

ΔPRES =
KRES

1 + sTRES
(ΔPW +ΔPPV ), (5)

where

ΔPW =
1

1 + sTWT
ΔPwind,

ΔPPV =
1

1 + sTPV
ΔPsolar,

and TRES is time of renewable energy storage and KRES is
renewable energy passing coefficient.

IV. NUMERIC RESULTS

Consider a microgrid shown in Fig. 1. In this paper we
increase the upper limit on a total amount of renewable energy
to the level of 50%, and experiment with 100%, 80% and
40% inertia. Figure 4 depicts variation limits of renewable
energy ΔPRES ∈ {0.35, 0.475} and residential loads ΔPL ∈
{0.45, 0.75}. Microgrid parameters are presented in Table I.

Fig. 4. Variation renewable energy and residential loads during simulations.

In order to validate the proposed method, we compared it
with the previously developed single loop algorithm. Simu-
lation results show the reaction of each method on RoCoF
variation after contemporary connection of thermal, wind and
solar power plants. We consider three different scenarios:
Nominal case with high (100%), Scenario I with decreased
(80%) and Scenario II with low (40%) system inertia.

Top plot in Fig. 5 shows that without additional learning
rules and output, the single loop RL controller cannot provide
the effective control strategy and becomes oscillating. The

middle plot shows results similar to those from the nominal
case. In fact, according to majority of numerical results the
performance of both implementations is affected. The bottom
plot shows an observable influence of low inertia on RoCoF
change after microgrid being lunched. However, rest of the
picture is similar to previous scenarios. Summary of several
statistical measures is presented in Table II.

Fig. 5. Frequency variation for inertia coefficients H = 0.083 (upper,
Nominal), H = 0.067 (middle, Scenario I) and H = 0.032 (bottom,
Scenario II).

TABLE II
SUMMARY OF STATISTICAL MEASURES FOR DIFFERENT LEVELS OF

INERTIA.

Controller Nominal Scenario I Scenario II

Root mean square error (RMSE)

Double loop RL 0.0359 0.0371 0.0384

Single loop RL 0.2792 0.2791 0.2867

Mean absolute error (MAE)
Double loop RL 0.0269 0.0269 0.0274

Single loop RL 0.1664 0.1678 0.175

Integral absolute error (IAE)
Double loop RL 129.74 131.25 136.86

Single loop RL 826.81 828.27 838.58

The proposed double loop RL controller allowed to increase
the level of renewable integration energy from 20% to 50%
without compromising overall performance. From Table II we
can see that the influence of decreased inertia on performance
of both control methods is insignificant. At the same time,
the increased RES penetration provides a notable affect on
performance of the single loop controller. This can be seen in
the form of oscillations of signal Δf , which happen shortly
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after the microgrid lunch and periodically repeat. It happens
due to conflict in power generation between traditional power
plant and renewable energy. Proposed modified reinforcement
learning controller is designed to avoid such unwanted situa-
tions and yields better performance in all scenarios than the
previously proposed single loop controller.

V. CONCLUSION AND DISCUSSION

Presented paper demonstrates the potential of extended
reinforcement learning based controller in mitigation of low
inertia phenomena with high penetration of renewable en-
ergy. Reinforcement learning control with single loop and
single input reward system cannot provide satisfactory control
quality in case of microgrids with high renewable energy
integration. Therefore, in this paper we propose modified
reward/punishment system and control architecture of rein-
forcement learning based controller for virtual inertia and
renewable energy flow control. The comparative study is based
on three different scenarios in conditions with high renewable
energy integration. In the future research we plan to apply
more advanced models of energy storage, and develop a
software for RL based controller stability validation.
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Abstract: Although the deployment and integration of isolated microgrids is gaining widespread
support, regulation of microgrid frequency under high penetration levels of renewable sources is
still being researched. Among the numerous studies on frequency stability, one key approach is
based on integrating an additional loop with virtual inertia control, designed to mimic the behavior
of traditional synchronous machines. In this survey, recent works related to virtual inertia control
methods in islanded microgrids are reviewed. Based on a contextual analysis of recent papers from
the last decade, we attempt to better understand why certain control methods are suitable for different
scenarios, the currently open theoretical and numerical challenges, and which control strategies
will predominate in the following years. Some of the reviewed methods are the coefficient diagram
method, H-infinity-based methods, reinforcement-learning-based methods, practical-swarm-based
methods, fuzzy-logic-based methods, and model-predictive controllers.

Keywords: frequency control; islanded microgrid; renewable energy; virtual inertia control

1. Introduction

Renewable energy sources (RESs) are frequently deployed in modern power grids
to promote a myriad of environmental and economical benefits. However, the increasing
integration of RESs significantly decreases the rotational inertia of the grid, which jeopar-
dizes grid stability and its overall dynamic behavior [1–4]. A central challenge is regulating
the grid’s frequency under high penetration levels of renewable sources. One approach
for addressing this problem is to install fast-reacting storage systems with virtual inertia
controllers alongside low-inertia power sources; such controllers have been extensively
studied in recent years [5–11]. Each control method has its own benefits and limitations.
For instance, classical control paradigms are simple in general but are designed for spe-
cific scenarios, whereas data-driven algorithms are flexible and enable online learning.
However, these algorithms are numerically complex and require adequate data to operate
efficiently. Hybrid control strategies have low numeric complexity, but their convergence
is hard to guarantee in most cases. Proposing suitable guidelines for choosing the best
algorithm is currently an open question, and this question becomes more important when
the microgrid is isolated [11–17].

Microgrids have received increasing attention as a means of integrating distributed
generation into the electricity grid [18]. Usually described as confined clusters of loads,
storage devices, and small generators, these autonomous networks connect as single
entities to the public distribution grid through a point of common coupling (PCC). Figure 1
illustrates a typical microgrid network. Microgrids comprise a variety of technologies:
renewable sources, such as photovoltaic and wind generators, are operated alongside
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traditional high-inertia synchronous generators, batteries, and fuel-cells. Thus, energy is
generated near the loads, enabling the use of small-scale generators that increase reliability
and reduce losses over long power lines. The locality of the microgrid network enables
the improved management of energy. Generators (and possibly loads) may be controlled
by a local energy management system to optimize power flow within the network. The
objectives of energy management depend on the mode of operation: islanded or grid-
connected [19]. In grid-connected mode, the typical objectives are to minimize the price of
energy import at the PCC, to improve power factor at the PCC, and to optimize the voltage
profile within the microgrid [20]. In islanded mode, which is addressed in this paper, the
main goal of power management is to stabilize the system and preserve high reliability
and resiliency in terms of frequency and voltage.
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Figure 1. Schematic representation of a typical microgrid. PCC—point of common coupling.

Few recent survey papers describe different aspects in the context of virtual inertia
within power grids with a high penetration of RESs. A comprehensive review of vir-
tual inertia implementation techniques was provided in [12]. The reviewed works were
classified and compared using virtual inertia topologies. Some selected topologies were
simulated, showing that similar inertial responses can be achieved, relating the parameters
of these topologies through time and inertia constants. A discussion of the challenges
and research directions is presented, indicating future research needs for the integration
of virtual inertia systems. Singh et al. [21] reviewed various topologies for emulating a
virtual inertia algorithm along with control strategies for general distributed generation.
They also reviewed the optimal size and location of synthetic inertia in a power system.
Other authors [22] presented a review focusing on the inertia values for power systems.
The inertia values were estimated based on different regions in the last 20 years. The
contribution of photovoltaic (PV) power plants as virtual inertia was discussed and the
damping factor evolution was analyzed.

Contrary to these comprehensive reviews, which focused on virtual inertia topolo-
gies implementation [12], virtual inertia and frequency control for distributed energy
sources [21], and inertia estimation evolution in power systems [22], we focused on the
systematic comparison of virtual inertia control methods designed to solve the frequency
regulation problem in islanded microgrids. In particular, we aimed to understand why
certain control methods are more efficient in different circumstances, and which control
strategies will gain popularity in the coming years. Toward this end, we considered dif-
ferent control techniques available in the literature for the period of 2010–2020, and then
categorized them into three groups: classic, advanced, and hybrid methods. We provide
a detailed analysis of each control and optimization paradigm through various quality
criteria. Finally, we provide a contextual analysis and highlight the current developments
and trends for various combinations of virtual inertia control methods and technologies
with a focus on microgrid applications.
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The rest of this paper is organized as follows: Section 2 presents a model of a standard
low-inertia microgrid and explains different control quality criteria. Section 3 summarizes
the classical methods applied for virtual inertia control, followed by a discussion of the
advanced control methods presented in Section 4. Hybrid control algorithms are described
in Section 5. Section 6 provides an analysis of recent trends in low-inertia power systems
and virtual inertia control.

2. Overview of Low-Inertia Microgrid System

The low-inertia microgrid encompasses participants with different power generation
inertia and loads with complex dynamics [23–26]. Therefore, microgrids with high RES
penetration pose various challenges for integration to the massive distribution networks
such as (1) active/reactive power imbalance and voltage droop in transmission lines, (2)
production/consumption imbalance in distribution loads, and (3) frequency mismatch with
other microgrids and the rest of the power grid [3,27]. Hence, energy storage systems are
considered the prime actuator in frequency stability control, which, in reality, have physical
limitations such as (1) (dis)charge cycles, (2) restricted power reservation, (3) reserved
power losses, and (4) individual speed of (dis)charge. Moreover, energy storage control
performed by virtual inertia or a virtual synchronous generator (VSG) uses power-inverting
electronics, which has delays in frequency measurement and power conversion [12,28–32].

2.1. Modeling of a Low-Inertia Microgrid

The considered microgrid was adopted from several recent publications [16,33–37] and
is depicted in Figure 2. The addressed scenario includes simplified residential/industrial
loads, energy sources (thermal power plant, wind farm, and solar power plant), and energy
storage systems [11,38,39]. The thermal power plant is composed of a governor with a
generator rate constraint (GRC) and a turbine with a frequency rate limiter, which restricts
the valve opening/closing (VU and VL, respectively). The dynamic model of a microgrid
uses a hierarchical architecture with primary and secondary control loops. The primary
control loop has a droop coefficient 1/R, and the secondary loop has an area control error
(ACE) system with a second frequency controller KI and a first-order integrator. Frequency
regulation is performed by a virtual inertia device with an additional controller. The
balancing system is performed as the first-order transfer function with microgrid damping
coefficient D and system inertia H, which are common for all generators. The power
generation by variable energy sources is modeled as a random signal with a first-order
holder. The hierarchical structure includes the reservation of the primary and secondary
control loops. The modeling parameters of the microgrid are summarized in Table 1;
Table 2 lists the typical simulation scenarios available in the recent literature.

Table 1. Nomenclature: microgrid parameters.

Variable Physical Meaning

∆Pm Generated power change from the distributed generator
Tt Time constant of the turbine
∆Pg Governor valve-position change
Tg Time constant of the governor
∆PACE Control signal change for secondary control
KI Integral control variable gain
∆PW Change in generated power-based wind farm
∆Pwind Initial wind power variation
TWT Time constant of wind turbines
∆PPV Change in generated power-based solar farm
∆Psolar Initial solar power variation
TPV Time constant of the solar system
∆PL Load power change
∆PRL Variations in residential loads
∆PIL Variations in industrial loads
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Figure 2. Schematic representation of an islanded microgrid with hierarchical control. GRC—
generator rate constant; LFC—load-frequency control.

2.2. Frequency Regulation in Low-Inertia Power Systems

Frequency stability is important when low-inertia energy sources penetrate the grid
in large amounts [1,40,41]. For example, the wind turbine rotor of a synchronous generator
has natural inertia, which plays a key role in the power compensation for short periods
(up to 5 s) [3]. Solar panels may be considered as zero-inertia generators, since they do not
provide physical energy storage [42]. The response of frequency deviation is defined by
the rate of change of frequency (RoCoF), which can be calculated as follows [43,44]:

RoCoF =
d(∆ f )

dt
. (1)

The magnitude of the RoCoF reflects the balanced state in the dynamics of renewable
power sources. The problem is generating an active power resembling that generated by
traditional power plants.

Table 2. Nomenclature: dynamic parameters of islanded microgrids in different scenarios.

Name Uncertainty
Parameter

Nominal
Value

Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5

System inertia H (p.u. MW
s)

95–100% 80% 40–50% 25–30% 15% 10%

Droop characteristic R (Hz/p.u.
MW)

2.4 2.4 2.4 1.8–2.4 2.4 1.2

Time constant of governor Tg (s) 0.1–0.12 0.1 0.1 0.1–0.15 0.1 0.175
Time constant of turbine Tt (s) 0.4–0.975 0.4 0.4 0.4–0.7 0.4 0.7
Time constant of solar
panel

TPV (s) 1.8–1.85 1.85 1.8–1.85 1.8 1.85 1.85

Time constant of wind
turbine

TWT (s) 1.5 1.5 1.5 1.5 1.5 1.5

Integral control variable
gain

Ki (s) 0.05 0.05 0.05 0.04–0.05 0.05 0.03

System damping coeffi-
cient

D (p.u.
MW/Hz)

0.015–0.0195 0.015 0.015 0.0135–0.015 0.015 0.003

Frequency bias β (p.u.
MW/Hz)

1.0 1.0 1.0 0.8–1.0 1.0 0.7
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Table 2. Cont.

Name Uncertainty
Parameter

Nominal
Value

Scenario 1 Scenario
2

Scenario 3 Scenario 4 Scenario 5

Virtual inertia control
gain

KVI 0.5–0.8 1.0 1.0 0.8–1.0 1.0 0.4

Virtual inertia time
constant

TVI (s) 10 10 10 10 10 11

Virtual inertia control
power limiter

∆Pinertia,max / min0.25–0.3 0.25-0.3 0.25–0.3 0.3 0.3 0.25

Valve gate speed VU/L 0.3–0.5 0.5 0.1–0.5 0.1–0.5 0.3 0.5
Time constant phased
locked-loop (PLL)

ωn (s) 1.5 – – – – 0.3

References [16,33,35–
37,45]

[34,37] [16,33,34,
37,45,46]

[16,34] [33] [35]

2.3. Virtual Inertia Control

The virtual synchronous generator (VSG) produces the power alternative to the real
synchronous machine [47,48]. This generator can be applied in systems with a high level
of fluctuating renewable power to enhance the frequency stability. Virtual inertia (VI) is
a specific part of the VSG designed to compensate for the lack of inertia using a power
injection mechanism [3]. The default operational limitations of the virtual inertia device
cannot provide reliable frequency support. Therefore, an additional robust controller must
be used to deal with nonlinearities in low-inertia environments. Traditionally, the virtual
inertia control setup (Figure 3) consists of a derivative component, a designed controller
K(s), virtual inertia control (energy storage system and virtual inertia variable gain), and a
power limiter (∆Pinertia,max, ∆Pinertia,min).

Limiter

ControllerDerivative Virtual Inertia

Control

Figure 3. Typical structure of a virtual inertia control block.

2.4. Energy Storage System

The energy storage system (ESS) has been implemented in various physical real-
izations [38,49,50]. The technology can be directly incorporated into frequency-response
services and support the RoCoF during a frequency event. For the last decade, ESSs became
an essential component in renewable energy integration, since they may provide frequency
smoothness and balance for further dispatch [5,51–57]. The simplified ESS model can be
represented as follows:

G(s) =
1

TVIs + 1
. (2)

2.5. Hierarchical Control

Hierarchical frequency control introduces a multilevel cascade system with three
key layers: primary, secondary (load frequency control), and tertiary control, and two
additional layers: internal generation control and high-level policy control. Primary control
is responsible for regulation of individual elements: power sharing, frequency droop, and
local voltage control. Secondary control is oriented toward the balancing of active and
reactive power by determination of the set-points of the primary controller and secondary
control, including grid synchronization, automatic generation control (AGC), secondary
load-frequency control (LFC), and voltage-drop control. Tertiary control (i.e., reserved) is
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related to energy management. It is used to provide optimal power flow and steady-state
conditions in a distribution network [3,58–61].

2.6. Control Quality Criteria

In this section, we discuss typical control criteria. They are then used to examine the
benefits and drawbacks of the presented algorithms.

• Online learning. Real-time optimization is used to adapt controllers to varying con-
ditions [62,63], and usually requires a special computational device for additional
tuning, validation, and verification.

• Robustness. Flexible reaction to disturbances is an important requirement in low-
inertia power grids, since, in practice, frequency deviation is limited to the range of
±0.1–1.5 Hz [12,64–68], and Nadir requirements are ±0.024 Hz [12,69]. Using this
criterion, we briefly describe testing scenarios and the performance of the considered
virtual inertia controller.

• Implementation complexity. Complexity corresponds to the implementation efforts
of an algorithm in real controlling hardware: size, number of inputs and outputs,
mathematical complexity, etc.

• Optimization difficulty. This depends on the number of inputs and outputs, time
for optimization procedure, and other requirements for the computational power to
provide the maximum possible efficiency.

2.7. Description of the Virtual Inertia Control Algorithms

Several recent works [12,16,33–36,70,71] addressed the problem of optimal frequency
support with high penetration of variable renewable energy sources. For example, Kerd-
phol et al. [35] designed a robust H∞ controller to provide stability support based on the
rate of change of frequency. The proposed solution provides advantages over conven-
tional virtual inertia control and optimally tuned proportional integral (PI) controllers
in scenarios when the wind farm is connected, solar panels are disconnected, and the
system inertia is 10% and 100%, respectively. Kerdphol et al. [34] further studied the prob-
lem by implementing a virtual inertia control scheme combined with a fuzzy-logic-based
approach. The proposed algorithm performed robustly under different scenarios with
additional uncertainties, including 80%, 40%, and 30% total system inertia and mismatches
in the primary/secondary control loops. Kerdphol et al. [45] proposed a model predictive
control scheme and compared it to a fuzzy-logic controller for the case of additional load
connections. Unlike the previous works, the studied microgrid has conceptual differences:
a closed-loop turbine system, RES power generation from two complex wind farms, and
minor differences in the transfer function describing the turbine and system inertia. Similar
ideas were presented in Tamrakar et al. [72], but without modeling renewable energy
disturbances. Magdy et al. [16] presented a PI controller optimized using particle swarm
optimization and combined with a digital frequency protection system in scenarios of
(dis)connecting loads and renewable energy sources.

In the following sections, we discuss the main features and constructive advantages
and disadvantages of the most common algorithms for virtual inertia control, focusing
on the load-frequency stability, implementation complexity, and performance against
disturbances. We categorize the revised implementations into three groups: advanced,
classical, and hybrid control as detailed in Figure 4.
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Figure 4. Classification of algorithms for virtual inertia control. PI—proportional integral.

3. Classical Control Algorithms

The major features of classical control algorithms are as follows:

• Classical optimization. The optimization is based on the reaction to disturbances,
which are approximated by a transfer function or state-space representation. Usually,
classical optimization are applied to slow processes [73].

• Simplicity. Classical algorithms have a simple control structure, which enables effec-
tive manual tuning and requires low computational power.

• High robustness. Classical algorithms can be highly robust, but require a specific
design procedure.

3.1. H-Infinity

H-infinity, H∞, achieves the synthesis of an optimal controller by considering mi-
crogrid disturbances and uncertainties via state-space representation, which can provide
high robustness and simple hardware realization. However, the main difficulty is the
necessity of designing an accurate state-space description for tuning the controller [33,35].
Frequency control based on H∞ was used in [33,35,74–76]. The solution presented in [35]
applies a linear fractional transformation in the optimal H∞ regulator design as the basis
for modeling microgrid uncertainties z, such as system inertia H, damping properties D,
and phased locked-loop (PLL) delays (ωn and ζ).

H∞ optimization performs in offline mode and is more vulnerable to low-inertia
nonlinearities than data-driven algorithms. At the same time, synthesis of the robust
model by H∞ provides reliable frequency support. For example, Kerdphol et al. [33]
implemented this method, which was successfully tested with 95%, 45%, and 15% of the
nominal system inertia and using two types of disturbances: (1) 10% of step changes in
load power demand and (2) mismatch in microgrid generation by increased time constant
of the governor and time constant for the turbine. Kerdphol et al. [35] reported an H∞
controller tested with 100% and 10% system inertia in a scenario with 80% renewable
energy penetration. However, the common limitation of the H∞ method is the notable
peaks during (dis)connection of power plants. H∞ requires a detailed understanding of
classical control theory and optimization, which does not require powerful hardware for
operation. Nevertheless, the synthesized control model is a high-order transfer function
and often requires order reduction [33,35]. The biggest difficulties with H∞ optimization
are the procedure for developing an accurate state-space representation and the manual
estimation of disturbances. The optimization based on application of the H∞ controller is
summarized in Algorithm 1.
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Algorithm 1 Design of the H∞ controller

1: Define the state vector xT = [∆ f , ∆Pm, ∆Pg, ∆PACE, ∆Pinertia, ∆PW , ∆PPV , ∆ fPLL1, ∆ fPLL2]
T

2: Define the distribute vector wT = [∆Pwind, ∆Psolar, ∆PL]
T

3: Define the control input u = ∆ fPLL and output y = ∆ fPLLK(s)
4: For a given microgrid, derive the state-space model with defined vectors
5: Design the optimal H∞ controller using the linear fractional transformation technique
6: Validate the designed K(s) controller using a close-loop inequality equation, and if needed, repeat

the optimization procedure

3.2. Coefficient Diagram Method

Controllers based on the coefficient diagram method (CDM) rely on an algebraic
optimization approach through polynomial state-space representation and the Routh–
Hurwitz stability criterion [77,78], where the theoretical basis is constituted to satisfy the
Lipatov–Sokolov stability criterion [79–82].

Similar to H∞, the optimization procedure is designed for offline mode. The imple-
mentation of a controller based on the CDM in Ali et al. [36] produced frequency stability
in a range less than ±0.1 Hz in a scenario with 100% inertia and two types of disturbances:
(1) 10% step load perturbation and (2) random load demand. In contrast to H∞, it can
mitigate peaks after the (dis)connection of renewable energy sources. However, the so-
lution uses a two degrees of freedom system structure expressed as N(s)/D(s), which is
designed to track a limited number of disturbances. The main drawback of CDM con-
troller synthesis is similar to H∞: it relies on a good understanding of classical control
theory optimization. However, it can be implemented using relatively simple hardware. In
contrast to H∞, CDM optimization performs without requiring order reduction and uses
the coefficient method instead of the Bode diagram [36,83]. However, the validation of
synthesized control by Routh–Hurwitz or Lipatov–Sokolov stability criteria depends on the
order of the synthesized control system [36,81–83]. The design procedure is summarized
in Algorithm 2, which was adopted from the flowchart provided by [36].

Algorithm 2 CDM algorithm

1: Define polynomial equation for microgrid modeling
2: Define external disturbances d = [Pwind, Psolar, PL] and reference input r = ∆ fre f and

CDM controller as K(s)
3: Calculate the K(s) output system as y = ∆Pinertia and the input system as u = ∆ f with

external disturbances and reference input
4: Calculate the polynomial of the designed K(s) control system with microgrid external

disturbances
5: Validate the designed K(s) control system
6: if the stability conditions of optimal CDM controller are verified then, go to step 10
7: else Check the value of the stability indices and the stability limits
8: Calculate the desirable CDM controller Ktarget(s)
9: Compare Ktarget(s) and K(s),

10: if the model is validated then
11: A robust K(s) controller is obtained
12: Check the robustness of the system response
13: else Repeat the procedure
14: end if
15: end if

4. Advanced Control Algorithms

The major features of advanced control algorithms can be expressed as follows:

• Adaptation to uncertain conditions. Advanced control algorithms may provide adap-
tive reactions to disturbances that were not predicted.
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• Prediction-based optimization. Fast processes, such as electrical frequency variation,
are easier to predict than postreaction. This principle gives additional advantages,
because data-based optimization follows the events prediction model. The drawback
of the approach is the necessity to design a memory buffer for data recording and
further prediction-based tuning.

• Online learning. Data-driven optimization implies recorded data analysis of controlled
processes. When conditions are changing radically, this approach provides a strategy
for optimization of controller parameters in parallel with real-time control.

• Complexity. Advanced algorithms require a powerful computing system. The main
benefit from complexity is effective multiloop control and adaptation to process
dynamics.

4.1. Reinforcement Learning-Based Controller

Reinforcement learning (RL) is an agent-based and model-free machine learning al-
gorithm [84]. The main approach of RL optimization is based on trial and error, which
allows direct validation of the artificial neural network (ANN)-based controller with the
control object and prediction of negative consequences [37,84–86]. The benefit of this
method is mandatory data-driven optimization, which is naturally designed for online
learning. In [37], RL was compared with H∞, producing slightly better performance in
terms of frequency stability in scenarios with 100%, 80%, and 40% inertia and connection
of wind, solar, and thermal plants during the launch of industrial and residential loads,
and 20% RES penetration. Since the algorithm uses a deep neural network, it requires
strong computational hardware and is relatively complex for implementation. The method
requires selection of an optimal action a(t)∗ at each step s(t) and takes a long time. For RL,
it is necessary to design a proper reward system and to choose the right training strategy,
which may differ [37,87–89]. For example, in previous works [87,88], the RL optimization
for frequency support was performed by approximated dynamic programming. In contrast,
Skiparev et al. [37] used the deep deterministic policy gradient to train an RL-based con-
troller for virtual inertia emulation. The optimization mechanism using the RL algorithm
is summarized in Algorithm 3.

Algorithm 3 Reinforcement-learning-based algorithm

1: Define the actor and critic neural networks
2: Define at = ∆Pinertia, st = ∆ ft, and st+1 = ∆ ft+1 of RL controller
3: Define the desirable total reward for the RL controller rtarget
4: Start training the RL-based controller
5: Receive initial process observation of microgrid dynamics as state s1
6: Select action at of the actor network according to current policy and disturbances

exploration
7: Execute action at of the actor network
8: Observe reward rt and state st+1 using the critic network
9: if r ≥ rtarget then Controller training successfully completed

10: else Continue training
11: end if

4.2. Fuzzy Logic Controller

Fuzzy logic controller design provides effective manual optimization compared with
other advanced algorithms. Several examples of frequency regulation can be found in
the literature [34,62,90–94]. Since fuzzy-logic-based controllers can be manually tuned,
the data-driven approach is optional. Correct configuration of the controller can create a
robust system. Kerdphol et al. [34] applied a standard fuzzy logic controller for virtual
inertia control, which was capable most of the time of holding ∆ f inside the ±0.1 Hz band
with 80%, 60%, and 30% system inertia in scenarios with 20% and 80% RES penetration
and mismatch in primary/secondary control loops. Controller design requires a good
understanding of fuzzy rules design principles. In addition, the method requires powerful
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hardware for implementation. However, it uses fuzzy logic without an optimizer, which
can be considered a drawback, since it requires the manual design of the optimal fuzzy
rules [92,95].

5. Hybrid Control Algorithms

Hybrid algorithms inherit features from both categories. Model predictive control
(MPC) is an example of a controller that cannot be classified into either of the above-
mentioned categories. Optimization can be based on state-space representation [45] or
input/output (I/O) relation approximated by the data-driven approach [96]. The PI
controller optimized by particle swarm optimization (PSO) is another hybrid example,
combining a simple controller with the data-driven approach [16].

5.1. Evolutionary Optimization

Particle swarm optimization is a popular evolutionary algorithm inspired by collective
species behavior such as flocks of birds [97]; stochastic optimization should provide the
best performance through searching for a global minima. The particle swarm strategy is a
stochastic data-driven optimizer that enables online learning [16,56,98,99]. Magdy et al. [16]
used PSO for optimal tuning of a PI controller via searching the global minima of a
microgrid, which provided robust control with 100%, 80%, and 30% system inertia. The
performance of the optimal PI in Magdy et al. [16] showed relatively stable frequency
support with 100%, 50%, and 30% system inertia and with 57% RES penetration. In contrast
with other solutions, Magdy et al. [16] applied a dynamic model of a microgrid with
digital protection, which provided additional frequency stability. PI/PID is a widely used
controller in the power industry due to its simple construction [100–102]. However, the
PSO algorithm is a self-learning optimizer, which is more complex for implementation.
To produce an optimally tuned PI controller, the optimizer has to consider the state-space
dynamic modeling of microgrid uncertainties, which requires a relatively long time to find
optimal settings. The PSO procedure is summarized in Algorithm 4, adopted from [16].

Algorithm 4 PSO algorithm

1: Define microgrid state-space matrix
2: Define state vector XT = [∆ f , ∆Pg, ∆Pm, ∆PWT , ∆PPV , ∆Pinertia]

T

3: Define external disturbances vector WT = [∆PWind, ∆PSolar, ∆PL]
T

4: Define the control output signal as Y = [∆ f ]
5: Compute the state-space model for a given microgrid with defined inputs and outputs
6: Initialize the D-dimension of particles as PI/PID controller coefficients
7: Perform optimization by minimization of the fitness function for each particle
8: Calculate the velocity and current position of each particle. Validate the optimized

PI/PID controller
9: if stopping criteria of PI/PID controller are met then

10: Optimal parameters of PI/PID are obtained
11: else Repeat optimization
12: end if

5.2. Model Predictive Control

The model predictive controller (MPC) requires the development of a robust pre-
diction model based on a detailed representation of the process dynamics via collected
data [45,103,104]. As a hybrid algorithm, the MPC can be implemented with data-driven [105]
or finite-time-horizon [46,106] optimization approaches. Kerdphol et al. [45] applied finite
impulse response optimization for model prediction based on the virtual inertia emulation
with microgrid state-space representation.

Regarding optimization, MPC can provide real-time learning through data-driven
and finite-horizon approaches. According to Kerdphol et al. [45], MPC performance is
higher than that of the fuzzy-logic-based controller, and may provide better ∆ f stability
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during (1) (dis)connection of RES power, (2) sudden load change, and (3) mismatch in the
main thermal generation scenarios with 100%, 50%, and 25% system inertia and 34% RES
penetration. Implementation of the model-prediction-based controller depends on the type
of prediction model. The controller requires the calculation of each time sample and heavily
depends on the designed model used in the predictions of microgrid disturbances [45,72].
Specifically, Kerdphol et al. [45] used the finite impulse response, which considers each
sampling instant in the prediction of microgrid disturbances. The general concept of MPC
optimization is summarized in Algorithm 5.

Algorithm 5 MPC algorithm

1: Define the MPC controller as K(s)
2: Define the MPC controller input as u = ∆ f , output as y = K(s)∆ f , and the desired

profile as r = ∆ fre f
3: Predict the microgrid dynamics for the current time
4: Optimize the first control step of K(s)
5: Adjust the first control step according to MPC control rules
6: Implement the local MPC controller
7: if Evaluate the disagreement of tracking consensus with constrains then
8: End MPC optimization
9: else Repeat optimization

10: end if

6. Recent Directions and Trends

One goal of this study was to highlight the popularity of various control methods
for virtual inertia emulation reflected in the recent literature. Such trends are explored in
this section based on the contextual analysis of additional virtual inertia control. Based on
this analysis, we explain the motivation for the choice of several optimal control methods
and try to better understand why and when the reviewed methods are most efficient.
Special attention is paid to the analysis of relevant keywords describing each method and
application area. The fuzzy logic controller, model predictive control, coefficient diagram
method, and H-infinity methods are well-defined by their names. However, reinforcement-
learning and evolution algorithms are often defined by a specific strategy. Therefore, we
used several of the most common types of these optimizations during our literature search.
The keywords we used for the control methods are summarized in Table 3. The search was
also restricted to the title, abstract, and keywords fields.

Table 3. Search expressions that were used in the literature search.

Primary Expression Secondary Expression Third Expression

“FLC OR Fuzzy Logic Controller”
“MPC OR Model predictive

control”
“PI/PID”

“virtual inertia control” “microgrid” “EA OR GA OR Evolution
algorithms OR Genetic algorithms

”
“CDM OR Coefficient diagram

method”
‘’H∞ OR H-infinity”

“PSO OR Particle swarm
optimization ”

“RL OR Reinforcement learning ”
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Figure 5 depicts the rising trend in publications on virtual inertia control over an
11-year period. The Scopus database produced 404 papers and IEEE Xplore produced
239 papers.
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Figure 5. Yearly number of publications in the period from 2010 to 2020 on virtual inertia control.

The frequency-support-related algorithms mostly continued the rising trend, as de-
tailed in Figure 6. To provide a more in-depth analysis, we selected several algorithms
commonly used in frequency-control applications. Fuzzy logic and PI/PID appeared to be
the most popular control algorithms. Publications indicate the stable interest in usage of
PID controller, which can be further equipped with an additional optimization loop based
on data-driven algorithms and/or combined with advanced controllers [16,62,99,107,108].
Due to the natural ability in finding global minima, evolution algorithms (e.g., PSO, firefly,
and bat) are mostly combined with the fuzzy logic controller (FLC) and/or PID [16,62,99]
as one of the most frequently used hybrid algorithms of the existing control loops. Model
predictive controllers gained similar attention; in recent years, they have become the most
popular. One notable rise was found in the usage of the reinforcement-learning-based
strategies, which may become even more popular in the next years due to their ability to
perform effective study based on interactions with the environment [37,85,88]. Therefore,
we think that the data-driven algorithms will attract more attention in the coming years
due to the growing prevalence of data mining and cloud technologies.
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Figure 6. Trends in the frequency-support algorithms in microgrids. FLC—fuzzy logic controller,
MPC—model predictive control, EA—evolution algorithm, RL—reinforcement learning, H∞—H-
infinity, CDM—coefficient diagram method.

Figure 7 depicts the search results for the specific technologies used for frequency
regulation in microgrids. Energy storage appears to be the most widely used technology.
Virtual synchronous generators, virtual inertia, and phase locked-loop have small numbers
of publications, since each technology related to synthetic inertia generation is individual
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and requires specific design and case studies. Notably, many possibilities exist for research
into VSG/VI-related applications [12,22].
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Figure 7. Trends in frequency-control technologies in microgrids. ESS—energy storage system,
VSG—virtual synchronous generator, VI—virtual inertia, PLL—phased locked-loop.

Based on analysis of the above trends, it is reasonable to conjecture that in the coming
years, the virtual inertia problem will remain in the focus of the community. The isolated
microgrid, as a part of the general power grid, faces several important challenges such as
active and reactive power balance, power losses in transmission lines, grid frequency out-
matching, power production/consumption balance, among others [109]. Most microgrids
use simplified models of domestic loads, power plants, and energy storage systems. The
European Commission reported the potential research challenges in the renewable energy
area in the period of 2021–2027:

• Integrated local energy systems, microgrids, and modular solutions [110–113];
• Cross-border cooperation in transmission grids [110,114–117];
• Electrical transport (cars, trucks, ships, etc.) [110,118–120];
• Effective energy management in domestic appliances (HVAC, boilers) by demand-side

management technologies [110,113,115,121,122];
• Solutions for the integration of energy systems and coupling of different energy

vectors, networks, and infrastructures in the context of a digitalized, green, and
cybersecure energy system [110,113,123].

According to the REN21 report, 63% of world experts agree that by 2050, power
generation will focus on centralized or decentralized renewable energy [119] and 71% agree
that the transition to 100% renewable energy on a global level is feasible and realistic [119].
In addition, most experts agree that renewable energy should provide at least 32% of the
EU energy consumption by 2030 [2,119]. Hence, there is a clear need for continuing the
research on and adoption of various solutions, supporting the integration of renewable
energy sources; microgrids will most likely play a key role in achieving these goals.

7. Conclusions

Here, we reviewed recent works related to virtual inertia control methods designed to
solve the frequency regulation problem in islanded microgrids, with an attempt to better
understand the unique characteristics, common uses, and mathematical foundations of
the most popular control methods. The control techniques on which we chose to focus
were selected following an in-depth content analysis of various sources from the main
databases, as detailed in Section 6. This analysis revealed interesting trends in the current
research, and may help to understand why certain control methods are more efficient in
different circumstances (Table 4), and which control strategies will gain popularity in the
coming years.
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Table 4. Comparison of virtual inertia control algorithms: advantages, drawbacks, and quality criteria.

Hand. App. Online/
Offline

Advantages Drawbacks Computational
Complexity

Robustness Optimization
Complexity

Refs.

C
la

ss
ic

al
al

go
ri

th
m

s

Robust H-
infinity

Offline • Robust frequency
control

• Strong overshoot
minimization

• Significant peaks
during connec-
tion disturbances

• Need for order
reduction

• Limited robust-
ness

Medium High Medium [36,74,75,124–
126]

Coefficient
diagram
method

Offline • Higher robust-
ness

• No need for
order reduction

• Limited robust-
ness

Medium High Medium [36,81,83,127]

A
dv

an
ce

d
al

go
ri

th
m

s

Fuzzy-logic-
based con-
troller

Online • Flexible reaction • Limited by fuzzy
rules adaptation

• Manual optimiza-
tion

• Long compu-
tational time

High High High [16,34,45,128]

Reinforcement-
learning-
based
controller

Online • Reward learning
system

• Advanced feed-
back from system

• High robustness

• Available sample
data are needed

• Specific to the re-
ward/punishment
optimization

Very High High Very High [37,85,87,88,
129]

H
yb

ri
d

al
go

ri
th

m
s

PI/PID and
particle
swarm op-
timization

Online • Low numeric
complexity

• Simple controller

• Convergence to
global optimal
solution is not
guaranteed

• Limited robust-
ness

Low Low Low [16,56,98]

Model predic-
tive control

Online • High robustness
• Fast reaction

based on predic-
tion

• Fast optimization

• Need data re-
served for predic-
tion model

• Complex opti-
mization

High High High [45,46,70,72,
106,130]

For instance, the data show that evolutionary algorithms methods are widely used for
tuned PI/PID controllers probably since this enables the analysis of stochastic scenarios
with nonlinear constraints. However, evolutionary algorithms may converge to local
minima and are therefore not suitable for every application. In such cases, classical control
methods seem to be the natural choice since they provide simple and effective solutions
to the virtual inertia problems whenever grid dynamics are well-defined. If there is
uncertainty in the grid dynamic and nonlinear constraints, fuzzy-logic-based controllers
are used extensively, although they are limited to specific and manually defined rules;
in cases with a large number of rules, the needed resources increase significantly. The
controllers based on the coefficient diagram method principle seem to be the least popular
method, maybe due to their limitation of tracking only a limited number of disturbances.
Artificial neural networks are also increasing in use due to the increasing amounts of
available data; specifically, reinforcement-learning methods are commonly used for solving
complex problems when a fully satisfactory algorithm is lacking. In our opinion, these
trends may change in the near future due to global initiatives related to the integration
of electric vehicles into microgrids and due to the continuing integration of renewable
energy sources and beyond-the-meter technologies, which may lead to more available
data and thus favor the use of new and more efficient controllers with a focus on data-
driven approaches.

Concerning future research, since microgrids are increasingly decentralized and less
regulated by governments, it is often impractical to study them from the perspective
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of one single entity with unlimited information and control span. Therefore, the recent
increasing trend in studies of virtual inertia control for isolated microgrids will likely
continue. Whereas classic control techniques are still mainly the focus of the community,
the wide adoption and integration of technological innovations such as the Internet of
things (IoT), cloud technologies, and data processing powers will likely start shifting the
main attention toward data-driven control techniques in the coming years. Another topic
of interest may be combining virtual inertia control with suitable energy storage as a
supportive technological solution in isolated microgrids. To answer this challenge, the
development of new optimal control methods can be considered a possible avenue for
future research.
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Abstract—In this paper, we propose a multi-input multi-output
controller for optimal control of nonlinear energy storage, using
deep reinforcement learning (DRL) algorithm. This controller
provides the frequency support in an isolated microgrid with high
penetration of variable renewable energy sources and varying sys-
tem inertia. To achieve an optimal control we redesigned neural
network of actor and critic, simplified deep deterministic policy
gradient (DDPG) rules, and reorganized the reward/punishment
system. Simulation results show the efficiency of the proposed
virtual inertia control architecture in several scenarios.

Index Terms—Virtual inertia control, deep reinforcement
learning, microgrids, renewable energy

I. INTRODUCTION

Modern concerns about the future stability of global en-
vironment became the major vector for the development of
technologies to achieve decrease in pollution [1]–[3].

The variable renewable energy (VRE) sources (e.g., wind or
sun) are most available type of renewable energy. However, the
integration of VRE sources at the high levels decreases the
rotational inertia of the power grids and jeopardizes overall
grid stability [4]–[6], which can result in disturbed balance in
energy production/consumption and the frequency mismatch
with rest AC power grids and local blackout(s) [1]. The energy
storage system (ESS) is a technology capable to compensate
the lack of rotational inertia and increase stability of power
grid, which applies for energy balance in power system with
renewable energy penetration [7]–[9]. The isolated microgird
is a type of system, which integrates the traditional and renew-
able sources with various share of the power generation, and
serves as an example of a power system sensitive to the VRE
penetration [6]. This system has drawn significant attention
and was discussed in recent works [10]–[15]. The energy
balance was achieved by the energy storage, modeled using
the simple first-order transfer function with output limiter,
which does not provide energy accumulation. This issue was
addressed in several works [16], [17], where storage was
modeled as a park of electrical vehicles.

The work of V. Skiparev in the project “ICT programme” was supported by
the European Union through European Social Fund. The work was also partly
supported by the Estonian Research Council grants PRG658 and PRG1463.
The work of Y. Levron was partly supported by Israel Science Foundation,
grant No. 1227/18.

In this paper, we extend a multi-input multi-output (MIMO)
deep reinforcement learning (DRL) based controller from [18]
and develop an optimal control architecture for nonlinear
energy storage model from [19]. We use this method for virtual
inertia control of an isolated microgrid with high penetration of
renewable energy sources. The proposed DRL controller is ap-
plied as an additional MIMO controller to compensate virtual
inertia. Here, we propose a modified controller by redesigning
actor and critic neural networks, simplifying DDPG training
algorithm, and reorganizing the reward/punishment system,
where the actor network is designed to provide simultaneous
control of power reservation and coefficients of the positive
and negative feedback loops to provide frequency support. In
addition, we tested the proposed control architecture for sce-
narios with varying system inertia and smooth (dis)connection
of renewable energy sources.

II. MOTIVATION AND PROBLEM STATEMENT

Modeling and control of isolated microgrids has several
important challenges for future works. One of these challenges
is the energy storage, which should simulate the natural
process of energy accumulation and distribution to the grid
influenced by the decreased inertia. Traditionally, ESS is used
as the part of virtual inertia controller that operation principles
are not optimal for inertia emulation and require integration
of additional control algorithm [6], [20]. The central challenge
here is to regulate the grid’s frequency with the high level
penetration of variable renewable energy sources. In order to
provide the optimal operation of the hybrid power system it is
important to develop methods for effective control of energy
storage device, which provide the control of energy flow in
closed systems such as isolated microgrid.

A. Structure of Studied Microgrid

In this paper, we consider model of the isolated microgrid
proposed and addressed in several recent papers [10], [11],
[13], [14], which incorporates power players with different
inertia, see Fig. 1. The typical configuration includes res-
idential ∆PRL and industrial loads ∆PIL, energy sources
(mechanical power of thermal plant ∆Pm, wind turbines ∆PW

and solar power plant ∆PPV combined as renewable energy
∆PRES), and energy storage system. Thermal power plant978-1-6654-8032-1/22/$31.00 ©2022 IEEE
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Fig. 1. Schematic representation of isloated microgrid with the proposed
virtual inertia MIMO controller.

is composed of a governor with generator rate constraint
(Pg,max, Pg,min) and turbine with frequency rate limiter, which
restricts the valve opening/closing (VU , VL). The dynamic
model of a microgrid utilizes the hierarchical architecture with
primary and secondary control loops. The primary control loop
has droop coefficient 1/R, and the secondary loop has an
area control error system ∆PACE with the second frequency
controller KI and the first-order integrator 1/s. The frequency
support is performed by a novel virtual inertia controller with
output ∆Pinertia, being the input for the total power deviation
∆Pe. Microgrid balancing system is represented as the first-
order transfer function with microgrid damping coefficient D
and system inertia H . The power generation by variable energy
sources and loads computed as combination of two random
signals with the first-order holder, their connection provides
by function with smooth start. The deviation of frequency in
the studied microgrid can be calculated as:

∆f =
1

2Hs+D
(∆Pe), (1)

where signals are defined as: ∆Pe = ∆PM + ∆Pinertia −
∆PL, ∆PM = ∆PRES +∆Pm, ∆Pm = 1

1+sTt
∆Pg , ∆Pg =

1
1+sTg

(∆PACE− 1
R∆f), ∆PACE = KI

s ∆f , ∆PL = ∆PRL+
∆PIL, ∆PRES = ∆PW+∆PPV . Parameters of the microgrid
are summarized in Table I.

III. METHODS

A. Proposed Virtual Inertia Control Scheme

The novel virtual inertia controller is based on nonlinear
control strategy of the energy storage system presented in [19],
and includes the positive (red) and negative feedback (blue)
loops, see Fig. 2. Positive loop has the energy accumulation
part Es with defined limits 2Emax and 0, the energy ac-
celeration part performed as the dead-band ζ(Es) connected
to controllable signal ∆α, which goes to the integral block
with limits λmax and λmin. The negative feedback loop has
controllable signal ∆β. Finally, both loops control the power
output ∆Pinertia. The control part of VIC is performed by
multi-loop based controller with three output signals: two non-
negative ∆α and ∆β, and one real ∆γ, which controls the

TABLE I
NOMENCLATURE: PARAMETERS OF A MICROGRID

Parameter Physical meaning Nominal Unit
value

Tt time constant of the turbine 0.4 s
Tg time constant of the governor 0.1 s
KI integral control variable gain 0.05 s
H system inertia 0.083 p.u.MW s
D system damping coefficient 0.015 p.u.MW s
R droop characteristic 2.4 Hz/p.u.MW
TWT time constant of wind tur-

bines
1.85 s

TPV time constant of solar system 1.5 s
VU maximum limit of valve gate

speed
0.5 –

VL minimum limit of valve gate
speed

0 –

Pg,max maximum generation rate 0.12 p.u. MW/min
Pg,min minimum generation rate -0.12 p.u. MW/min
ζ(Es)max maximum ESS rate 1 –
ζ(Es)min minimum ESS rate -1 –
Emax maximum capacity of ESS 1.0 –

Deadband

Virtual Inertia Control

Negative feedback

Positive feedback

MIMO

Controller

Fig. 2. Schematic representation of the proposed virtual inertia control
strategy.

power inflow ∆Pe from the microgrid to the storage device.
The proposed multi-loop DRL controller has several inputs
∆f , ∆PM and ∆PL. The ∆f value depends on system
inertia and its stability is important. Therefore, DRL controller
includes the ∆f acceleration via differential block and the
total deviation by discrete-time integration block. Considered
microgrid model has the energy storage model (see Fig. 2),
which provides the power accumulation and (dis)charge dy-
namics. Dynamics of energy storage is defined as:

dEs

dt
= u(t) = ∆Pe∆γ,

Es(0) = 0.5Emax, 0 ≤ Es ≤ Emax,
(2)

where ∆Pe is the power flowing into the storage and ∆γ is
the control law. The dead-zone function is defined as:

ζ(Es) =





Emax,
Es

Emax
> ζ(Es)max

0, ζ(Es)max ≥ Es

Emax
≥ ζ(Es)min

−Emax,
Es

Emax
< ζ(Es)min

(3)

where the input is defined as dλ
dt = ∆αζ(Es), λ(T ) = 0. The

following part represents ESS controllable power output that
summarizes all signals:

∆Pinertia =
dλ

dt
−∆β

Es

Emax
. (4)
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Fig. 3. Schematic representation of implemented deep reinforcement learning
control algorithm.

B. Deep Reinforcement Learning based Controller

Proposed deep reinforcement learning based controller is
a combination of two artificial neural networks: the actor
µ(s | θµ) that preforms the frequency control and the critic
Q(s, a | θQ) that selects the best actions of an actor (see
Fig. 3). The training rules of agent are defined by certain re-
inforcement learning (RL) policy (e.g. Dynamic programming,
Monte Carlo, Q-learning, SARSA, DDPG, A3C, SAC) [21]–
[23]. The major feature of RL training is a strategy based
on the rule of try and error. When the actor makes a right
action at according to the designed reward/punishment rules,
it receives a reward r at each step of the action, otherwise
take a punishment −r. The training duration depends on the
number of the epochs and learning rate αµ actor and αQ critic
networks, after each epoch the rewarding system calculates
average reward ravr. If the average reward of last epoch
is significantly less than previous, then RL repeat weights
initialization of neural networks to try new control strategy,
unless the accumulated reward will reach a target value rtarget.
We apply this architecture as additional MIMO controller of
VIC scheme, which is illustrated in Fig. 2.

C. Simplified Deep Deterministic Policy Gradient

We briefly explain the key application details of the pro-
posed controller based on RL algorithm optimized by sim-
plified deep deterministic policy gradient (SDDPG). Original
deep deterministic policy gradient is model-free reinforcement
learning algorithm, designed for tasks with low-dimensional
continuous action space [22]. The DDPG optimization com-
bines Deep Q-learning (DQL) [23] and deterministic policy
gradient (DPG) [21], [22], which inherits from the DQL neural
actor-critic architecture. In contrast to original DDPG, the
modified version has simplified loss function for actor Lµ and
training is performed without replay buffer. The principle of
optimization is based on the search of a minimal difference be-
tween target action-value function yi and critic network reward
prediction Q(si, ai | θQ) for each actor network µ(s | θµ)
decision at (i.e., ∆α, ∆β, ∆γ) per step i in microgrid state
st (i.e., ∆ft, ∆PL, ∆PM ). The aim of simplified DDPG
algorithm is to receive the maximum possible average reward
rt per training episode via minimization of critic LQ and
actor Lµ loss functions. Pseudo-code shown in Algorithm 1
illustrates simplified DDPG algorithm.

Algorithm 1 Simplified DDPG algorithm
1: Initialize critic Q(s, a | θQ) and actor µ(s | θµ) networks

with random weights θQ and θµ.
2: Initialize learning rate for critic αQ = 0.1 and actor αµ =

0.1 networks.
3: Initialize smooth τ = 0.5 and discount factor γ = 0.25.
4: for episode = 1 to M do
5: for t = 1 to T do
6: Receive initial process observation as state st.
7: Select action at = µ(st | θµ) according to current

reward prediction Q(si, ai | θQ).
8: Execute action at, observe reward rt and future

state st+1.
9: Select the best critic reward prediction weights

Q′(si+1, µ
′(si+1|θµ′) according to explored max average

reward max( 1
N

∑
i ri(si, ai))

10: Set action-value function of DDPG policy yi =
ri + γQ′(si+1, µ

′(si+1|θµ′) | θQ′).
11: Update critic by minimizing the loss: LQ =

1
N

∑
i(yi −Q(si, ai | θQ))2.

12: Update actor policy using sampled gradient of
critic: Lµ = 1

N

∑
i(Q (s, a | θQ) |s=si,α=µ(si))

2

13: Update target networks:
14: θQ

′ ← τθQ + (1− τ)θQ
′
αQLQ,

15: θµ
′ ← τθµ + (1− τ)θµ

′
αµLµ.

16: end for
17: end for

D. RL Agent Reward/Punishment System

The reward/punishment system proposed in [18] was re-
designed to provide a more accurate punishment system for
DRL agent in virtual inertia control task. Reward system is
organized to transform the measured frequency deviation and
other signals to the reward/punishment rt, defined as:

rt =





1
0.5+|∆f | , for ∆f < 0.05,

−2|∆f |, for ∆f > 0.05,

0.1α, for α > β,

−0.5β, for β > α.

(5)

To provide instructions for ∆f regulation system is organized
as follows: initial signal transforms to the absolute value |∆f |,
if ∆f < 0.05 the DRL agent receive a reward, otherwise
system does a punishment. In order to provide reasonable
rewarding of each action, the reward is limited by ∆f ∈
[0.05, 2]; however, the punishment is unlimited and multiplied
by constant value 2. Additional reward rules are provided to
help RL agent understand the difference between ∆α and ∆β
magnitudes.

IV. NUMERICAL RESULTS

The renewable energy sources are modeled using ∆Pwind ∈
[0.1, 0.125] and ∆Psolar ∈ [0.075, 0.125]. Load is modeled
using ∆PRL ∈ [0.15, 0.25] and ∆PIL ∈ [0.2, 0.325]. We
organize experiments with and without MIMO controller to

Authorized licensed use limited to: Tallinn University of Technology. Downloaded on January 06,2023 at 07:45:36 UTC from IEEE Xplore.  Restrictions apply. 



show how proposed methodology increases the ESS operation
efficiency. In addition, in each scenario we perform experi-
ments with different system inertia 100% (i.e. H = 0.083)
and 40% (i.e. H = 0.032) to show how it affects on energy
storage charge dynamics. Simulation results of the proposed
virtual inertia controller are illustrated in Figs. 4-7.

Scenario 1: The first simulation illustrates the nominal case
without any changes during the operation time, see Fig. 4. The
proposed virtual inertia controller slightly influences the Es,
and it can be seen how different levels of inertia affect the
process of energy accumulation. According to the obtained
results, lower inertia causes the lowered energy accumulation
in ESS. If the energy storage is almost discharged, then
frequency support of microgrid becomes more difficult, but
still frequency deviation is kept in the range ±0.05 Hz. In
contrast, without additional controller the deviation is higher.
Figure 5 illustrates performance of the proposed controller
with three controllable signals.

100% inertia 40% inertia

100% inertia 40% inertia

Fig. 4. Simulation results for Scenario 1.

Scenario 2: The second scenario provides the smooth
connection of wind turbines at t = 300 s and disconnection
at t = 400 s. It can be seen that ESS charges faster after
connection of the wind power and starts discharge after
disconnection of this power source as depicted in Fig. 6.
As we can see before connection of wind turbines energy
storage has a minimal state of charge. After disconnection of
wind turbines the energy storage provides active frequency
support of microgrid, helping to stabilize ∆f in case of
the proposed controller; however, in case without additional
controller frequency keeps oscillating. In contrast to previous
scenario the influence of low inertia on energy reservation is

Fig. 5. Control signals for Scenario 1.

higher. Figure 7 shows how controller responds for connection
of renewable source with excess power income.

100% inertia 40% inertia

100% inertia 40% inertia

Fig. 6. Simulation results for Scenario 2.

Tables II and III show evaluation results of the pro-
posed controller in nominal scenario and scenario with
(dis)connecting renewable energy sources. Root mean square
error (RMSE) and integral absolute error (IAE) statistical
metrics are used to validate the performance. Both metrics
confirm that the proposed VIC and DRL based controller
performs better than the standard one.
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Fig. 7. Control signals for Scenario 2.

TABLE II
PERFORMANCE OF THE PROPOSED CONTROLLER: IAE

Approach With MIMO controller Without MIMO controller
Inertia 100% 40% 100% 40%
Scenario 1 23.5960 24.7705 44.1569 51.1119

Scenario 2 37.4870 38.7273 2040.9 1725.6

TABLE III
PERFORMANCE OF THE PROPOSED CONTROLLER: RMSE

Approach With MIMO controller Without MIMO controller
Inertia 100% 40% 100% 40%
Scenario 1 0.0837 0.0842 0.1446 0.2349

Scenario 2 0.0999 0.1027 3.0616 2.9267

V. DISCUSSION AND CONCLUSIONS

In this paper, we propose a novel virtual inertia control
scheme that manages the power flow in energy storage system
within an isolated microgrid.

We applied the modified deep reinforcement learning based
controller as optimal MIMO controller for the proposed VIC.
In order to receive a robust control architecture, the structure of
neural actor and critic were changed. In addition, we simplified
the policy rules of the DDPG algorithm and redesigned the
reward/punishment system. To validate the proposed algorithm
we performed simulations with the nominal scenario and with
smooth (dis)connection of renewable energy sources for the
cases of nominal (100%) and decreased (40%) inertia in
each scenario. It was shown that the proposed controller is
capable of providing good response and frequency support in
all simulated scenarios.

REFERENCES

[1] B. Kroposki, B. Johnson, Y. Zhang, V. Gevorgian, P. Denholm, B.-M.
Hodge, and B. Hannegan, “Achieving a 100% renewable grid: Operating
electric power systems with extremely high levels of variable renewable
energy,” IEEE Power and Energy Magazine, vol. 15, no. 2, pp. 61–73,
2017.

[2] F. Lamnabhi-Lagarrigue, A. Annaswamy, S. Engell, A. Isaksson,
P. Khargonekar, R. M. Murray, H. Nijmeijer, T. Samad, D. Tilbury, and
P. V. den Hof, “Systems & control for the future of humanity, research
agenda: Current and future roles, impact and grand challenges,” Annual
Reviews in Control, vol. 43, pp. 1–64, 2017.

[3] F. Milano, F. Dörfler, G. Hug, D. J. Hill, and G. Verbic, “Foundations
and challenges of low-inertia systems (invited paper),” in 2018 Power
Systems Computation Conference (PSCC), 2018.

[4] M. Dreidy, H. Mokhlis, and S. Mekhilef, “Inertia response and frequency
control techniques for renewable energy sources: A review,” Renewable
and Sustainable Energy Reviews, vol. 69, no. 1, pp. 144–155, 2017.

[5] H. T. Nguyen, G. Yang, A. H. Nielsen, and P. H. Jensen, “Combination
of synchronous condenser and synthetic inertia for frequency stability
enhancement in low-inertia systems,” IEEE Transactions on Sustainable
Energy, vol. 10, no. 3, pp. 997–1005, 2019.

[6] V. Skiparev, R. Machlev, N. R. Chowdhury, Y. Levron, E. Petlenkov,
and J. Belikov, “Virtual inertia control methods in islanded microgrids,”
Energies, vol. 14, no. 6, p. 1562, 2021.

[7] A. Ulbig, T. S. Borsche, and G. Andersson, “Impact of low rotational
inertia on power system stability and operation,” in The International
Federation of Automatic Control IFAC Cape Town, 2014.

[8] A. Serpi, M. Porru, and A. Damiano, “An optimal power and energy
management by hybrid energy storage systems in microgrids,” Energies,
vol. 10, no. 11, p. 1909, 2017.

[9] D. M. Rosewater, D. A. Copp, T. A. Nguyen, R. H. Byrne, and
S. Santoso, “Battery energy storage models for optimal control,” IEEE
Access, vol. 7, pp. 178 357–178 391, 2019.

[10] H. Ali, G. Magdy, B. Li, G. Shabib, A. A. Elbaset, D. Xu, and Y. Mitani,
“A new frequency control strategy in an islanded microgrid using virtual
inertia control-based coefficient diagram method,” IEEE Access, vol. 7,
pp. 16 979–16 990, 2019.

[11] G. Magdy, G. Shabib, A. A. Elbaset, and Y. Mitani, “A novel coordina-
tion scheme of virtual inertia control and digital protection for microgrid
dynamic security considering high renewable energy penetration,” IET
Renewable Power Generation, vol. 13, no. 3, pp. 462–474, 2019.

[12] T. Kerdphol, F. S. Rahman, M. Watanabe, and Y. Mitani, “Robust
virtual inertia control of a low inertia microgrid considering frequency
measurement effects,” IEEE Access, vol. 7, pp. 57 550–57 560, 2019.

[13] V. Skiparev, J. Belikov, and E. Petlenkov, “Reinforcement learning based
approach for virtual inertia control in microgrids with renewable energy
sources,” in 2020 IEEE PES Innovative Smart Grid Technologies Europe
(ISGT-Europe), The Hague, NL, 2020.

[14] N. Sockeel, J. Gafford, B. Papari, and M. Mazzola, “Virtual inertia
emulator-based model predictive control for grid frequency regulation
considering high penetration of inverter-based energy storage system,”
IEEE Transactions on Sustainable Energy, vol. 11, no. 4, pp. 2932–2939,
2020.

[15] T. Kerdphol, F. S. Rahman, Y. Mitani, M. Watanabe, and S. Kufeoglu,
“Robust virtual inertia control of an islanded microgrid considering high
penetration of renewable energy,” IEEE Access, vol. 6, pp. 625–636,
2018.

[16] M.-H. Khooban, “Secondary load frequency control of time-delay stand-
alone microgrids with electric vehicles,” IEEE Transactions on Indus-
trial Electronics, vol. 65, no. 9, pp. 7416–7422, 2018.

[17] G. Magdy, H. Ali, and D. Xu, “A new synthetic inertia system based on
electric vehicles to support the frequency stability of low-inertia modern
power grids,” Journal of Cleaner Production, vol. 297, p. 126595, 2021.

[18] V. Skiparev, J. Belikov, and E. Petlenkov, “Mimo reinforcement learning
based approach for frequency support in microgrids with high renewable
energy penetration,” in IEEE PES General Meeting, 2021.

[19] Y. Levron and J. Belikov, “Control of energy storage devices under
uncertainty using nonlinear feedback systems,” in IEEE PES General
Meeting, 2020.

[20] T. Kerdphol, F. S. Rahman, M. Watanabe, and Y. Mitani, Virtual Inertia
Synthesis and Control. Springer International Publishing, 2021.

[21] D. Silver, G. Lever, N. Heess, T. Degris, D. Wierstra, and M. Ried-
miller, “Deterministic policy gradient algorithms,” in 31st International
Conference on Machine Learning, vol. 22, Beijing, China, 2014.

[22] T. P. Lillicrap, J. J. Hunt, A. Pritzel, N. Heess, T. Erez, Y. Tassa,
D. Silver, and D. Wierstra, “Continuous control with deep reinforcement
learning,” 2016, [Online]. Available: arXiv:1509.02971v6.

[23] R. S. Sutton and A. G. Barto, Reinforcement Learning: An Introduction,
2nd ed. The MIT Press, 2018.

Authorized licensed use limited to: Tallinn University of Technology. Downloaded on January 06,2023 at 07:45:36 UTC from IEEE Xplore.  Restrictions apply. 





Appendix 5

VK. Nosrati, V. Skiparev, A. Tepljakov, E. Petlenkov, Y. Levron, and J. Belikov.Coordinated PI-based frequency deviation control of isolated hybridmicro-grid: An online multi-agent tuning approach via reinforcement learning. In
2022 IEEE PES Innovative SmartGrid Technologies Conference Europe (ISGT-
Europe), pages 1–5, 2022

125





Coordinated PI-based frequency deviation control of
isolated hybrid microgrid: An online multi-agent

tuning approach via reinforcement learning
K. Nosrati, A. Tepljakov, E. Petlenkov

Department of Computer Systems
Tallinn University of Technology

Tallinn, Estonia
{komeil.nosrati, aleksei.tepljakov,

eduard.petlenkov}@taltech.ee

Y. Levron
Faculty of Electrical Engineering

Technion
Haifa, Israel

yoashl@ee.technion.ac.il

V. Skiparev, J. Belikov
Department of Software Science
Tallinn University of Technology

Tallinn, Estonia
{vjatseslav.skiparev, juri.belikov}@taltech.ee

Abstract—Numerous remote area applications welcome stand-
alone renewable energy power generation systems or isolated
microgrids (MGs). Due to the nature of solar and wind energy,
the frequency deviation control (FDC) in hybrid MGs has become
more complicated and critical than the conventional grid for
power quality purposes. By using a coordination control strategy
between a double-layered capacitor and a fuel cell, our mission
here is to design a FDC system based on the PI controller which
is tuned by an artificial neural network (ANN) in a multi-agent
structure. To achieve this aim, a reinforcement learning technique
is applied to train the ANN-based tuners. The performance of
the proposed FDC system has been verified under different
conditions by using real data to demonstrate the stability and
robustness of the proposed controller.

Index Terms—Microgrid, frequency deviation control, multi-
agent, neural networks, reinforcement learning

I. INTRODUCTION

Wind turbine generator (WTG) and photovoltaic (PV) sys-
tems are two of the most promising renewable technologies in
the hybrid stand-alone power generation systems and isolated
microgrids (MG) utilized in many remote area applications
with no access to grid electricity [1]. Energy storage systems
(ESSs) and additional power generation components such as
batteries and fuel cells (FCs) are integrated into the isolated
MG to mitigate power fluctuation caused by changing weather
conditions and to provide a stable power supply [2].

FC system, a high efficient and modular energy generation
element using chemical energy conversion, is one of the
most reliable energy technologies for sustainable future [3].
Parallel to its good power capability in steady-state operation,
the main drawback of this system is its slow dynamics and
time delay [4]. Therefore, it is always utilized along with
ESSs to change its power to a desired value and improve
system performance. Due to the restricted control operation

The work was partly supported by Estonian Research Council grants
PRG658 and PRG1463, and by Israel Science Foundation grant No. 1227/18.
The work of V. Skiparev and K. Nosrati in the project “ICT programm” was
supported by the European Union through European Social Fund.

of hydrogen in FC and its long time delay, the usual DC
link capacitor cannot compensate for the variation of load
demand [5]. So, double-layered capacitors (DLCs) with fast
power response and associated with DC/DC converters can
complement the slower power output of the main source
to compensate for the load demand variation and transient
response of the FC system [6].

Unlike a single power system, there are two or more power
generation sources in a hybrid MG (HMG) that enhance the
operating characteristics of the system [7]. A proper coordi-
nation of frequency deviation control (FDC) of components
can ensure effective power delivery to the load sides. Among
different efforts on FDC of HMG, the small signal stability
analysis of a hybrid power system with an isolated load was
discussed in [8]. In [9] and by using reduced dump load tech-
nique, the load FDC of an isolated power plant was achieved.
As a contribution to FDC and power quality enhancement, a
coordinated proportional-integral-differential (PID) was given
in an isolated HMG [10], in which some improvements were
proposed in terms of time domain response and MSE value as
compared with previous works.

By optimal parameter setting of the PID controller fam-
ily, an efficient stability condition of grid operation can
be achieved. In this regard, some control and optimization
approaches, such as genetic algorithm (GA) [11], fractional
order control [12], biogeography-based optimization (BBO)
technique [13], and multi-verse optimization (MVO) technique
[14] were proposed for the FDC of HMG. However, all
previous studies attempted to achieve a higher degree of FDC
by adjusting parameters in an offline approach, associated
with a few problems, including premature convergence, time
complexity, and parameter tuning search space. The control
options in these works are limited to manual tuning, and all
of the controller’s features, such as the use of integration and
derivative actions, cannot be manipulated automatically.

In this study, we aim to provide the synthesis of a new
flexible PI-based FDC to evaluate the grid stability under dif-
ferent levels of renewable energy systems (RESs) penetration978-1-6654-8032-1/22/$31.00 ©2022 European Union
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and load disturbances. For this purpose, we propose an online
tuning of the PI controller based on an artificial neural network
(ANN), which is trained by the reinforcement learning (RL)
algorithm. This automatic tuning technique, which admits to
capturing all the remarkable advantages of the PI controller,
including robustness improvement and disturbance rejection,
can give rise to the generation of control laws that lead to
superior performance of the system. The research motivation
here addresses the problem of FDC for an islanded HMG
based on an automatic tuned ANN-PI controller associated
with stochastic RL (SRL) and pursues the development of
an online multi-agent strategy to improve the system perfor-
mance. It is worth mentioning that the proposed algorithm
shows a successful tuning effort of the controller in a multi-
agent structure, which is valid for FDC purposes in HMG
typologies.

II. SYSTEM CONFIGURATION AND MODELING

A. System Structure

The proposed isolated power generation/energy storage sys-
tem, or HMG, is depicted in Fig. 1. The power generation
subsystems comprise a wind turbine, PV panels, a FC system,
and a DLC bank employed as ESS. All four systems are
connected in parallel to a common AC bus line to supply
isolated loads with PV, FC, and DLC connected via three
separate AC/DC converters. In the proposed system, RESs PV
and WTG are used as primary energy generators, with priority
given to power generation to meet load demand.

To study the proposed HMG system, high order mathemat-
ical models with nonlinear dynamics must be used for each
subsystem. In our scenario, simplified models such as linear
first-order transfer functions are often used for simulating
and investigating all components of such MGs. As a result,
the system non-linearities will be ignored, and the system
simulations in this study will use a simplified model of the
components. In what follows, mathematical models of the
components are presented.

B. WTG Model

Wind speed has a direct effect on the output power of
WTGs, as mechanical power in the turbine section is deter-
mined by

PWTG =
1

2
ρAυ3Cp(λ, θ), (1)

where ρ is the density of air, A is the area swept by the blades,
υ is the wind velocity, CP is the rotor efficiency, which is a
function of tip speed ratio λ and pitch angle θ.

As depicted in Fig. 2a, the CP,max can be acquired for a
given direction of the blades and when λ is in its special value,
which directly depends on the turbine aerodynamic structure.
Depending on the wind speed, the rotor speed can keep λ
at its optimal level, which means that the most energy from
the wind can be used. Also, Fig. 2b illustrates the variation
of the output power according to the wind speed. The power
remained constant by using the pitch angle control system
to prevent excessive rotor speed and preserve the equipment

Fig. 1. General configuration of the isolated HMG.

when v increases through the rated wind velocity. When v
is smaller and greater than the cut out and on wind speeds,
respectively, i.e., 14 < υ < 25 m/s, the output power takes its
constant maximum value, and is zero for υ < 4 m/s. However,
for υ > 25 m/s, the system takes out of operation.

(a) CP − λ (b) PWTG − v

Fig. 2. Variation of CP and PWTG according to the λ and v.

By defining TWTG as a time constant, the dynamical model
of WTG in the frequency domain can be given by

∆PWTG

∆Pwind
=

1

sTWTG + 1
, (2)

where ∆Pwind and ∆PWTG are the variations of the mechan-
ical power and output power of WTG, respectively.

C. PV Model

One of the most promising, flexible, and environmentally
friendly power sources is the PV system, which consists of PV
panels connected in series and parallel structures. This system
converts solar radiation to electrical data based on solar cell
temperature and array area, and its output power PPV can be
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expressed as follows in terms of conversion efficiency η, PV
array area S, solar irradiation φ, and ambient temperature Ta:

PPV = ηSφ(1− 0.005(Ta + 25)). (3)

The variations of solar irradiation to output power of PV
system can be described as

∆PPV

∆φ
=

1

sTPV + 1
, (4)

where Ta is the PV time constant.

D. FC Model

The FC technology, which has been considered as a high-
efficiency power generation device, can convert chemical
energy into electrical energy by using hydrogen and oxygen.
This static device has a slow dynamics in its fuel supply
sections such as pumps and valves, resulting in slower power
output. The dynamic response of the FC system can be given
by introducing the first-order time delay transfer function and
TFC as the FC time constant

GFC =
1

sTFC + 1
. (5)

E. DLC Model

General Electric Company first patented electro-chemical
capacitors in 1957, consisting of porous electrodes using the
DLC mechanism of charging [15]. Nowadays, this technology
plays a key part in fulfilling the demands of possible appli-
cations, including memory back-up, electric vehicles, power
quality, and RESs. The transfer function of this highly efficient
device with a fast load frequency can be represented by the
first-order lag equation

GDLC =
1

sTDLC + 1
, (6)

where TDLC is a time constant.

F. Frequency Deviation System

For the stable operation of the HMG system with different
power generations, effective control of components is neces-
sary. This can be achieved by regulating the fluctuation in the
frequency profile ∆f , which can be expressed using the power
balance ∆P = PNet − PLoad as

∆f =
∆P

KHMG
, (7)

where PNet and PLoad are the net and load power, respec-
tively, and KHMG is the system frequency constant of HMG.
The dynamical model of frequency variation according to per
unit power deviation can be given by

∆f

∆P
=

1

sM +D
, (8)

where M and D are the inertia and damping constants of
HMG, respectively, see [15].

III. PROPOSED MULTI-AGENT CONTROL STRATEGY

In the given HMG system, the RESs, including PV and
WTG, are considered the main and primary energy sources to
generate power for the loads. Because of the high dependency
of the produced power by these two subsystems on weather
parameters, the HMG is equipped by FC to provide the
required energy to meet the connected loads. To obviate the
slow dynamical response of the FC, the residual energy of the
HMG is provided by ESSs, especially the DLC system, which
is flexible and fast. This subsystem can effectively complement
the slower power output of the main source to compensate for
the variation of load demand and FC system power.

By using a coordinated control strategy between FC and
DLC (see Fig. 3), the FDC problem can be solved with
enhanced power quality. In this regard, DLC and FC systems
act as backup systems and compensate for high and low
frequency deviation, respectively. A high-pass filter (HPF) here
can reduce the charging and discharging of DLC in long-term
operation. Also, as seen from Fig. 3, the net power generation
is comprised by the following equation

PNet = PWTG + PPV + PFC ± PDLC . (9)

Here, an online and automatic tuning based PI controller,
which admits to capturing all the remarkable advantages of the
controller, including robustness improvement and disturbance
rejection, is applied for the control purpose. The robustness
of the isolated HMG system can be improved using an
online tuning of the PI controller based on a NN technique
trained by the SRL algorithm, resulting in superior system
performance. It shows that the controller can be tuned in a
multi-agent structure, which is good for FDC in HMG types of
systems. This online-tuned ANN-PI controller strategy shows
a successful effort to do so as shown in the next sections.

A. ANN Tuning-based PI Controller

In the proposed solution, each ANN performs online tuning
of each PI controller simultaneously. After each HMG dis-
turbance, we provide a reasonable change in the controller’s
two parameters tuning, whose transfer function is stated as
KPI = Kp(t) + Kis

−1(t). In the proposed architecture, we
avoid tuning of all PID controller coefficients because the
differential part is sensitive to disturbances and difficult to
change without losing tone stability. To organize effective
and fast training of two independent agents, we designed the
multi-agent SRL optimization method, where weight range is
designed for each agent individually. We propose a simple
ANN with positive weights in the range of [0, 5] and [0, 10]
for agents 1 and 2, respectively, and a modified tansig
activation function by adding absolute value

y =
m

1 + e−|0.1x| − n, (10)

where the absolute value of x is used to avoid negative output,
provide a sufficient range of coefficients for the PI controller,
and make the tuning more robust. For effective coordination
purposes of the two subsystems, DLC and FC, the parameters
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m and n are considered to be 200 and 100 for the DLC
element, and 10 times larger for the FC subsystem. We avoid
connecting a high-pass filter (HPF) to the ANN-based tuner
since it has a negative impact on the stability of the tuner and
confuses the reward system. Therefore, the input signal for
both agents is the same.

Fig. 3. Proposed coordinated multi-agent FDC scheme.

B. SRL-based Training for Multiple Agents

We use a basic SRL to train multiple RL agents and provide
optimal online tuning of each PI controller, in which random
weights are generated M times. The training is based on
reward feedback organized by reward system proposed in [16],
where the best weights can be obtained via the selection of
actions with the highest possible reward. In this approach,
we perform actions at (i.e., Kp(t) and Ki(t)) and check the
received maximum average reward ravr,max of each agent
individually, where the main criterion for rewarding is the
magnitude of ∆f (see (11)), considered as control error, and
an agent receives a positive reward +r if frequency deviation
is less than band 0.01 Hz; otherwise, it takes a negative reward
or punishment −r. The major problem with multiple agents
is synchronized training, because the actions of the first agent
affect the results of the second agent and vice-versa. Therefore,
we admit that the reward of both agents is easier to calculate
by a common summarized reward and saving weights with
the best reward for each agent individually. The following
equation illustrates the provided common reward rules for all
agents:

rt =

{
1

0.5+10|∆f | , if 10|∆f | < 0.01

−20|∆f |, if 10|∆f | > 0.01.
(11)

IV. NUMERICAL RESULTS

To develop the proposed multi-agent management strategy
and to investigate the coordinated ANN-PI controller perfor-
mance, the given control scheme (see Fig. 3) has been im-
plemented using MATLAB/Simulink with model parameters
TWTG = 1.5 s, TPV = 1.8 s, TFC = 0.26 s, TDLC = 0.01 s,
M = 0.4, and D = 0.03. Figure 4 (top and middle plots)
shows the output power of WTG and PV systems, respectively;
while the bottom plot depicts the load demand applied for

Algorithm 1 Multi-Agent SRL optimization approach.
1: Initialize neural network of agent n as µn(s | θµn

)
2: for episode = 1 to M do
3: Initialize random weights of each agent θµn

4: for i = 1 to N do
5: Execute action atn = KPIn(t), observe reward rtn

at each step i in common state st = ∆ft
6: if Average reward of n agent ravrn > ravr,maxn

=
max

(
1
N

∑
i rin(si, ain)

)
then

7: Save weights of each agent θµn

8: end if
9: end for

10: end for

HMG systems. Figure 5 shows how the FDC problem can
be appropriately solved by using the proposed controller, in
which whole hybrid power generation is better compensated
by considering the effects of system frequency variation as
compared to the usual PI controllers and when the system is
free of control (without control). In terms of transient response,
ANN-PI has a smaller overshoot with a shorter settling time,
indicating a faster transient time. In terms of steady state, the
proposed approach has small steady-state error and reduces
the values of the integral absolute error (IAE), mean square
error (MSE), and root MSE (RMSE) when compared to the
traditional PI controller for the entire period (see Table I).

Fig. 4. Output powers of WTG, PV, and load variations.

TABLE I
PERFORMANCE RESULTS.

Controller IAE RMSE MSE

Coordinated ANN-PI 0.0027 0.0004 0.0000016

Coordinated PI 0.005 0.0011 0.000012

No control 14.93 0.6595 0.435
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NN-PI

PI

Without Control

Fig. 5. FDC results of the proposed control approach (ANN-PI) compared to
the classical control (PI), and when HMG is free of control (without control).

According to the results for the proposed controller, we can
see an insignificant influence of WTG and PV disturbances
on the proposed combination of ANN and PI controller. In
contrast, the traditional PI controllers show less flexibility in
the distributive process. Figure 6 illustrates the parameters of
the online tuned PI controllers. Here, we can see how ANN
adjusts the parameters of both controllers to optimal values
after each step in the signal. For the usual PI controllers,
the parameters are fixed at Kp,DLC = 30, Ki,DLC = 0.1,
and Kp,FC = 150, Ki,FC = 1000. Since the tuning of the
coefficient directly depends on measured error dynamics, each
ANN provides the dynamics of tuning in a similar form. While
in agent 1, the range of the coefficients is similar to each other,
in agent 2, it is better to keep the coefficients different from
each other.

Fig. 6. Online tuning of two PI controllers DLC (top) and FC (bottom).

V. CONCLUSION

In this work, we proposed an online tuning method for
the PI controller based on an ANN trained using the SRL
algorithm to solve the FDC problem of the given isolated
HMG. The results demonstrated that the proposed combination
of PI controller and neural tuner and automatic tuning tech-
nique captures all the remarkable advantages of the controller,
including robustness improvement and disturbance rejection,
and gives rise to the generation of control laws that improve
both transient and steady state cases.
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Abstract—Reduction in system inertia and maintaining the fre-
quency at the nominal value is a staple of today’s and future power
systems since their operation, stability, and resiliency are degraded
by frequency oscillation and cascading failures. Consequently, de-
signing a stable, scalable, and robust virtual inertia control system
is highly relevant to skillfully diminishing the deviations during
major contingencies. Therefore, considering the potential problems
in predesigned nonflexible control systems with offline tuning tech-
niques, we propose a variable fractional-order PID controller for
virtual inertia control applications, which is tuned online using a
modified neural network-based algorithm. The new proposed tuner
algorithm is trained using a deep reinforcement learning strategy
with a simplified deep deterministic policy gradient, which consid-
ers microgrid uncertainties. Compared with existing methods, all
the tuning knobs of the discrete type and fully tunable variable
FOPID controller (for both gain and order) can be captured based
on the proposed hybrid algorithm, which inherits features from
both classical and advanced techniques. To demonstrate the effec-
tiveness of the training of the proposed controller, a comparative
analysis with the standard FOPID and PID controllers is given
under three different scenarios with a smooth (dis)connection of
renewable energy sources and loads.

Index Terms—Microgrid, virtual inertia control, deep
reinforcement learning, variable FOPID, neural networks,
renewable energy.
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CDM Coefficient diagram method.
DG Distribution grid.
DRL Deep reinforcement learning.
ESS Energy storage system.
FLC Fuzzy logic control.
FOMCON Fractional-order modeling and control.
FOPID Fractional-order PID.
GRC Generation rate constraint.
MG Microgrid.
MPC Model predictive control.
NN Neural network.
PCL Primary control loop.
PID Proportional-integral-derivative.
PV Photovoltaic.
RES Renewable energy source.
SCL Secondary control loop.
SDDPG Simplified deep deterministic policy gradient.
TPP Thermal power plant.
VFOPID Variable FOPID.
VIC Virtual inertia control.
VO-FD Variable order fractional derivative.
VO-FI Variable order fractional integral.
WTG Wind turbine generator.

I. INTRODUCTION

AUTONOMOUS MGs are an increasing trend in power
systems, where the high RES penetration is a significant

challenge for the control of power supply stability, especially
when the system is isolated from the grid [1], [2], [3]. Virtual
inertia emulation is a solution that helps balance power systems
with high-order dynamics [4]. This specific part of the virtual
synchronous generator uses ESSs to compensate for the lack
of rotational inertia and decrease the jeopardizing influence of
RESs [5]. The parameters of these systems can be manipulated
to enhance the dynamic system response. As a result, the concept
of VIC with a suitable strategy is critical for MG operation [6].

To improve the stability of low-inertia MGs, different con-
trol structures, such as central and decentralized control, are
used. While all control actions are made by a central unit
or controllable distributed generations in the former structure,
the latter offers local-based robust VIC techniques considering
the increased uncertainties and nonlinearity contributed by the
integration of renewable energy and distributed generation [7],

1949-3029 © 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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[8] to obtain more system efficiency and dynamic robustness [9].
This concept was first implemented in [10] using converters,
and many other strategies have been developed in the literature
since, with a special look at the control algorithm—as the
core of the system—based on decentralized approaches. Several
approaches have been proposed in this regard to solve the VIC
problem with an adaptable virtual inertia constant, which is
an important factor in emulating inertia power into the MGs,
including optimal control [11], [12], H-infinity control [13],
[14], CDM [15], integer and FOPID controllers [16], [17], [18],
[19], [20], [21], [22], FLC [23], [24], DRL method [25], [26],
and MPC [27], [28]. These approaches are frequently used as
a reference for comparing the performance of VIC and can be
divided into three main categories [2]:� Classical algorithms: Most standard systems use classical

algorithms such as H-infinity control [13], [14], CDM [15],
and PID or FOPID-based controllers [16], [17], [18], [19],
[20] for inertia emulation. Classical optimization, simplic-
ity, and high robustness are three major benefits offered by
these algorithms.� Advanced algorithms: With FLC [23], [24], a self-adaptive
system frequency stabilization, via manual design and
without any on/offline optimization, was developed against
the high amplitude fluctuations. For an optimal tradeoff be-
tween the transient frequency regulation and the respective
control effort, the DRL method was applied to design an
optimal controller [25], [26]. The major features of these
algorithms are adaptation to uncertain conditions, online
learning, and complexity, which is effective in multiloop
control and adaptation to process dynamics but requires
notable computational power.� Hybrid algorithms: The algorithms in this category in-
herit features from the first two categories and can be
used effectively to improve the system performance in
future practical applications. The MPC [27], [28] and
evolutionary-based optimization [19], [21], [22] of the clas-
sical controllers, associated with a data-driven approach,
are two examples that cannot be classified into either of the
abovementioned categories.

Recently, tuning-based FOPID and PID controllers were ap-
plied to the automatic load-frequency control of an islanded MG
in a hybrid strategy [19], [21], [22]. Compared to other control
techniques and according to the field researcher highlights,
FOPID and PID controllers can properly generate the virtual
inertia constant, which is the crucial term in emulating addi-
tional inertia power and was considered fixed before in control
practice, which can imitate effective inertia power, resulting in
improvement of the control system robustness against system
perturbations and contribution to disturbance rejection control.
By optimizing the controller parameters, it is possible to achieve
not only a sufficient virtual inertia constant in relation to the
additional power but also a stable grid operation. However,
all previous studies attempted to achieve a higher degree of
frequency control by adjusting parameters using traditional and
intelligent rules in an offline approach. In these works, partic-
ularly for fractional cases, using the FOPID can bind a control
engineer to manipulate all of the features of this controller,

such as the use of integration and derivative actions, toward a
well-performing frequency control [29], [30], [31]. The online
tuned PID controller from [32], applied to the superconducting
transformer system, is based on the radial basis activation func-
tion and supervised learning optimization method, which can
only find the local minimum.

To overcome the aforementioned control problems in MG
related to the frequency deviation and the application of VIC,
such as recovery time and instability, the selection of a proper
control is very important. The online and automatic tuning-based
FOPID controller, which captures all the remarkable advantages
of the controller, including robustness improvement, disturbance
rejection, and its contributions to time delay systems, is ap-
plied to generate the proper virtual inertia constant in a hybrid
strategy. We aim to synthesize a new decentralized and flexible
VFOPID to evaluate the virtual inertia power under different
levels of renewable energy penetration and load disturbances.
Therefore, we join the current trends in VIC modeling and
propose using an additional NN-based VFOPID controller, in
which the NN-based tuner is trained by the DRL algorithm. This
hybrid strategy, including the FOPID controller, can improve the
robustness of the system and, with its additional features and
“tuning knobs,” give rise to generating control laws that lead to
superior frequency support loop performance. The application
of the NN-based tuning method here is due to its learning ability
and adaptability with parameter variation in the complex MG
environment under intermittent dynamics. This technique was
previously used to adjust the controller’s parameters in an offline
mode [33], [34] for frequency load control in hybrid MGs,
resulting in nonflexible approaches that suffer from “dynamic
adaptation”.

The research motivation here addresses the frequency devia-
tion control problem and the VIC application of islanded MGs
based on an NN-based VFOPID controller associated with DRL
and pursues the following objectives:� Present an SDDPG with a semistochastic optimization

algorithm that searches for optimal NN weights;� Create an NN-based VFOPID controller trained using the
proposed algorithm;� Develop an online decentralized control strategy based
on the designed automatically tuned VFOPID controller,
including tuning variable order coefficients μ and λ;� Develop an intelligent control policy that will fully utilize
the potential of an ESS and provide improved frequency
support; and� Organize various smoothed connection-based scenarios
involving RESs and loads.

It is worth mentioning that the proposed algorithm performs
the additional virtual inertia emulation control using the scheme
from [4], [35]. Here, and unlike the works [19], [21], [22],
we introduce an NN as an online tuner for VFOPID controller
coefficients. In contrast to [32], the DRL-based strategy together
with the SDDPG policy technique is applied here to find the
optimal weights of an NN-based VFOPID controller on a global
scale. This policy with an extended reward system meets the
requirements of the proposed hybrid frequency and ESS control.
We create special rewarding rules to train the RL agent resulting
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Fig. 1. Schematic of the isolated MG with VIC.

in a decrease in energy storage system power losses and a
possible solution to balance energy cost and performance in fu-
ture works. Furthermore, by providing a desirable performance
related to frequency support problems, our method can provide
many benefits to MG frequency support operations with high
levels of renewable energy. We discover how all the tuning
knobs of the FOPID controller can be captured by designing
a self-tuning technique, resulting in robustness improvement,
fast recovery time, and frequency stability enhancement.

II. PROBLEM STATEMENT

A. Structure of an Isolated MG

The studied MG presents a simplified version of a real AC-DC
system without power convergence and is adopted from several
recent publications [4], [13], [14], [15], [19], [25], depicted in
Fig. 1. The addressed architecture includes 15 MW simplified
domestic loads with a function for a smooth start, a 12 MW AC
source (TPP), a 16 MW installed capacity of RESs (a WTG
and a PV system), and an ESS with an extended VIC. The
TPP is a major power producer composed of a governor with
a GRC and a turbine with an applied frequency rate limiter,
which restricts valve opening and closing actions (VU , VL) (see
Fig. 2). Due to the restriction in the rate of change in the TPP
unit, its physical dynamics are employed using GRC to regulate
the turbine speed. Additionally, the delay in the speed governor
is another significant constraint that necessitates the use of a
dead band component for frequency regulation under various
disturbances. Due to the small size of the turbine, the dead
band saturation governor has a constant ±0.12 p.u. MW/min
for nonreheat generating units.

To control the frequency deviation Δf and preserve MG sta-
bility under disturbances, three main frequency control schemes

Fig. 2. Scheme of the VIC system, PCL, and SCL.

are employed: PCL, SCL, and VIC. In this hierarchical archi-
tecture, the PCL and SCL are responsible for balancing and
restoring the system frequency, respectively. These two loops
are applied to the TPP governor to generate power from the
turbine system as

ΔPG =
1

1 + sTG
(ΔPSCL −ΔPPCL) , (1)

in which ΔPPCL = R−1Δf and ΔPSCL = s−1 −KIΔf are
the control and ACE action changes from PCL and SCL, respec-
tively, R is the droop constant, and KI is the integral controller
gain. By defining the load damping coefficient D and inertia
constant H , the frequency deviation Δf can be represented as

Δf =
1

2Hs+D
ΔPE , (2)

where ΔPE is the general power deviation resulting from all
power sources and loads and can be calculated as

ΔPE = ΔPTPP +ΔPWTG +ΔPPV +ΔPV I −ΔPL, (3)

with

ΔPTPP =
1

1 + sTt
ΔPG, (4)

and ΔPL = ΔPRL +ΔPIL as the load power changes, re-
spectively. To make the system more feasible, the renewable
energy and loads do not participate in frequency management
and are considered system uncertainties. Hence, the following
simplified models of the renewable energy power changes are
sufficiently accurate for our analysis:

ΔPRES = ΔPWTG +ΔPPV

=
1

1 + sTWTG
ΔPwind +

1

1 + sTPV
ΔPsolar. (5)
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TABLE I
PARAMETERS OF THE MG

The given parameters in the equations are summarized in
Table I.

B. VIC Modeling

The applied decentralized controller scheme is adapted
from [4] and is illustrated in Fig. 2. The scheme describes the
behavior of an electronics-based power inverter applied to the
inertia emulation. The virtual inertia constant KV I is usually
defined as

KV I =
2HPInv

f0
, (6)

where f0 is the nominal frequency, PInv is the power of the
inverter, and H is the calculated inertia [15], [19], [35]. To
mimic the necessary inertia power, KV I must be able to adapt
to a variety of disturbances without jeopardizing the system
stability. The original scheme with a directly adjustable junction
KV I by an additional controller was addressed in several recent
publications [14], [15], [28]. The extended version includes the
damping constant DV I and junction variable KV I adjusted by
an additional controller. In this work, the proposed additional
controller is affected by input signals Δf and ΔPE , in which

the latter is an estimated power system measurement value due
to its complexity [36]. Furthermore, as shown in Fig. 2, the
scheme employs PCL and SCL with Δf as an input signal,
which reduces the influence of noise and controls the active
power in relation to frequency deviation. The dynamic equation
of the power changes ΔPV I can be given by

ΔPV I =
sKV I +DV I

1 + sTV I

(
Δf(s)

RV I

)
. (7)

The rate of change in frequency (RoCoF) can be expressed as

RoCoF =
dΔf

dt
. (8)

In the proposed dynamic structure, the derivative control
approach is the fundamental behavior behind the VIC, where
it can compute the RoCoF to adjust an extra power to a given
point during RES penetration and contingency [37] and gives
the optimum frequency response due to its impact on the system
inertia and damping [38], [39]. In this regard and to reduce
power oscillations associated with better inertia support, the
proposed VFOPID controller is considered to manipulate the
virtual inertia unit in choosing the proper KV I(t) in each time
step t for emulating sufficient inertia power against various
changes. To achieve an optimalKV I , we propose a methodology
and design an algorithm for the VIC-based VFOPID feedback
control technique to calculate a reasonable approximation in
estimating a suitable value for KV I and provide the additional
power transfer ΔPV I when Δf and RoCoF exceed defined
limits.

III. PROPOSED SOLUTION

The proposed methodology is based on the reinforcement
learning architecture neural actor-critic [40], [41], which is used
to train an NN-based online tuner of the VFOPID controller
coefficients. The tuner is implemented as an actor whose in-
teractions are observed by the critic according to the SDDPG
policy estimation of the MG state.

A. VFOPID Controller

The original FOPID controller was first introduced in its
parallel form described as [42]:

u(t) = Kpe(t) +KiD
−λe(t) +KdD

μe(t), (9)

where Dα is the fractional differential (α > 0) (or integral
(α < 0)) operator, μ and λ are the positive integration and
differentiator orders, respectively, u(t) is the control signal,
e(t) is the error signal, which is equal to Δf(t), and Kp,
Ki, and Kd are the proportional, integration, and derivative
constant gains, respectively. The controller (9) has more tuning
freedom that leads to making the plant stable under control
and fulfilling intricate control performance requirements that
are not in the scope of classical controllers. However, because
this controller binds a control engineer to manipulate all of the
features, the VFOPID controller with five variable parameters
can significantly improve the controlled system performance due
to its greater flexibility. Referring to Fig. 3, this means that it is
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Fig. 3. Relationships between the VFOPID controller and its classical varia-
tions.

possible to move continuously not only in the PID plane instead
of jumping between the fixed points but we can also explore
for the desired controller values in a space inside the cube and
between the eight vertices.

Both integration and differential functions affect the steady-
state process and the dynamic characteristics when both the
associated gains and orders of each function vary:� Integral action: This action is dependent on the gain Ki

and the order λ. While the oversize of Ki will make a
system more unstable, its small size will force the system to
diverge from its ideal dynamic performance. Additionally,
for a small λ, the frequency band is wide, and the system
is steady with rapid response and static error. In contrast,
an oversized λ will degrade the system stability with the
increase in the overshoot, rise, and settling times.� Derivative action: The gainKp has no effect on the steady-
state error but can improve the dynamic characteristics. For
a small Kp, the overshoot and settling time will increase,
while for a large gain, the system noise may increase, and
the system performance will degrade. Finally, the order μ
can improve the response accuracy and steady-state error
when it is relatively small. However, by increasing μ, the
overshoot and settling time decrease, and the closed-loop
system stability will degrade.

It is necessary to keep both the gains and orders in a suit-
able range at any moment to maintain a satisfactory control
performance for a target system. To take advantage of this con-
troller flexibility and promote controlled system performance
simultaneously, the VFOPID needs to be considered as a target
controller in the regulation process. The concept of VFOPID
can be given as [43]:

u(t) = Kp(t)e(t) +Ki(t)D
−λ(t)e(t) +Kd(t)D

μ(t)e(t),
(10)

whereD−λ(t) andDμ(t)
t are the variable order fractional integral

and derivative, respectively.
The implementation of (10) with a floating point requires

a powerful computational device [44]. Therefore, we propose
using a parallel connection of FOMCON library blocks from
[29] and provide a real-time switch between fractional-order

Fig. 4. Scheme of the VFOPID NN-based tuner (actor NN).

constants with a resolution of 0.1. In conjunction with switching
objective functions and arising from an input signal derived from
the NN tuner system, these functions attempt to switch between
different fractional integration and differentiator operators and
implement a VFOPID controller according to the tuned parame-
ters. By doing so, the fractional-order tuning and controller gains
can be performed online.

B. NN-Based Tuning of the VFOPID Controller

We apply the multiple input multiple output type of NN as
the tuner of the VFOPID controller. The major task here for
actor NN (i.e., tuner) is to search for an optimal combination of
these coefficients considering MG disturbances. Fig. 4 illustrates
the proposed architecture of the NN-based tuner, where output
neurons are five controller parameters: Kp, Ki, Kd, λ, and μ.
Since the values of each output neuron should be nonnegative,
we designed the network to keep outputs for the fractional orders
and gains of the controller in the range [0,2] defined by the
equation

y(t) =
2

1 + e−2x(t)
. (11)

In fact, the orders λ and μ are very sensitive to any changes
and are computationally expensive. Therefore, we organized
the change in the integral and derivative parameters with the
discrete step of 0.1 by using an automatic switch between
predefined series of FOMCON blocks implemented in the MAT-
LAB/Simulink environment, where each block has a frequency
range [0.001, 1000] and approximation order 3. In the proposed
method, tuning the VFOPID parameters depends on the mag-
nitude of Δf being proportional to the power variation ΔPE ,
which is driven to the NN tuner (see Fig. 4), and is then trans-
formed by the tansig activation function illustrated in (11) to
give the tuned parameters as the given trajectories depicted in
Fig. 9. The output value of every coefficient depends on the gain
provided by every weight considered in the NN tuner.

C. DRL-Based VFOPID Controller

The key advantage of reinforcement learning is the direct
interaction of NN with a controllable environment and the appli-
cation of nature-inspired reward-punishment-based learning, by
which it can theoretically find a global minimum after training
procedure [41], [45]. Usually, reinforcement learning is applied
in applications where it is necessary to train NN for tasks in
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Fig. 5. Scheme of the proposed DRL-based VFOPID for VIC in an MG.

which the correct interaction of an autonomous system with
the environment is critically important [40], [41]. The general
structure of the proposed controller is presented in Fig. 5. How to
properly interact with VFOPID and MG by “double feedback,”
i.e., from the reward system and from the process directly, is
seen in the presented architecture of neural actor-critic studies.
The first operates in offline mode and the second in online mode,
which can be summarized as:� Reward or punish the agent by directing the measured error

Δf into the block “reward system”.� Formulate the observation for the agent using the measured
variables Δf and ΔPE , which can be considered as the
control error and preerror, respectively.

1) Neural Actor-Critic: The neural actor-critic architecture
requires synchronizing two NNs: the actor network μ(s | θμ)
and the critic network Q(s, a | θQ). The actor network in this
architecture is an agent that interacts directly with the envi-
ronment, while the critic network observes any changes in the
environment state st, and the reaction of the actor at corrects
its interaction according to the defined policy (e.g., dynamic
programming, Monte-Carlo policy gradient, stochastic policy
gradient, Q-learning, DDPG). This network uses the loss func-
tion Lμ to correct actor weights to find a potential right esti-
mation of the state-action-value function Q(s, a) with a pre-
diction of possible average reward ravg per epoch. To increase
the quality of the prediction, we store the best prediction as
Q′(si+1, μ

′(si+1|θμ′) | θQ′) applied for the state-action-value
function.

2) SDDPG with Semistochastic Approach: Original DDPG
is a model-free algorithm and is designed for low-dimensional
continuous action space tasks [40]. Deep Q-learning [41] and
deterministic policy gradient [40], [46] methods are combined
in the DDPG optimization technique, which inherits the neural
actor-critic architecture. Unlike the original DDPG, the modified
version has a simplified loss function for the actorLμ, and learn-
ing is performed without the replay buffer and noise exploration.
The optimization principle is based on minimizing the difference
between the target action-value functionyi and the critic network
reward prediction Q(si, ai | θQ). For each actor NN μ(s | θμ),
the decision is defined as at (i.e., Kp(t), Ki(t), Kd(t), λ(t),
μ(t)) per step i in MG state st (i.e.,Δft,Δft/s,dΔf/dt,ΔPE).
The SDDPG algorithm seeks to maximize the average reward rt
per training episodeM by minimizing the criticLQ and actorLμ

Algorithm 1: SDDPG algorithm with semistochastic
method.

1: Initialize critic Q(s, a | θQ) actor μ(s | θμ) networks
2: for t = 1 to N do
3: Initialize random weights of actor θμ.
4: Execute action at, observe reward rt at each step
5: if ravg > ravg_max = max( 1

N

∑
i ri(si, ai)) then

6: Save weights θQ and θμ with best ravg .
7: end if
8: end for
9: Initialize random weights of critic θQ.

10: Define the learning rate of critic αQ and actor αμ

networks.
11: Define the smooth factor constant τ ∈ [0, 1].
12: for episode = 1 to M do
13: for t = 1 to T do
14: Receive initial process observation as state st.
15: Select action at = μ(st | θμ) according to current

reward prediction Q(si, ai | θQ).
16: Execute action at, observe reward rt and future

state st+1.
17: Select the best critic reward prediction weights

Q′(si+1, μ
′(si+1|θμ′) according to the explored

ravg_max.
18: Set the state-action-value function of DDPG

policy yi = ri + γQ′(si+1, μ
′(si+1|θμ′) | θQ′).

19: Update the critic by minimizing the loss:
LQ = 1

N

∑
i(yi −Q(si, ai | θQ))2.

20: Update actor policy using the sampled gradient of
critic: Lμ = 1

N

∑
i(Q(s, a | θQ)|s=si,α=μ(si))

2

21: Update target networks:
22: θQ

′ ← τθQ + (1− τ)θQ
′
αQLQ,

23: θμ
′ ← τθμ + (1− τ)θμ

′
αμLμ.

24: end for
25: end for

loss functions [40], [47]. Unlike [47], we extend the algorithm
by combining it with the stochastic approach, in which we
initialize random weights N times and choose parameters with
the highest average reward ravg_max after beginning training
with SDDPG. This approach can help increase the speed of the
optimization process. The pseudocode of the proposed method is
shown in Algorithm 1, which summarizes the SDDPG algorithm
associated with the semistochastic approach.

3) Agent Reward System: To provide agent learning, we
use the reward/punishment system proposed in [25], [26]. The
reward system is organized in such a way that the measured
frequency deviation is converted to reward/punishment rt±.
To provide the instructions according to the stability criteria
of error signal Δf in the ±0.1 Hz band [2], [4] and inertia
injection ΔPV I in range ±0.1 p.u., the regulation system is
organized as follows: if |Δf | < 0.05 and if |ΔPV I | < 0.075,
the agent receives a reward r+; otherwise, the system punishes
r− after each performed action. To provide a reasonable re-
ward for the agent we separated the rewarding approach for
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Fig. 6. Data used in the considered scenarios. Cases (a, b) apply to Scenario 1
(Nominal), (a, d) to Scenario 2 (RESs), and (b, c) to Scenario 3 (Loads) with
arrows indicating (dis)connection moments.

each task, the frequency support reward task is limited to the
range u ∈ {0.05, . . . , 2}, and the punishment is unlimited and
multiplied by 2. In the inertia injection task, control the reward
multiplied by 0.1 and punishment by 0.5. The following equation
presents the mathematical expression for the designed rules:

rt =

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

1
0.5+|Δf | , if |Δf | < 0.05,

−2|Δf |, if |Δf | > 0.05.

0.1|ΔPV I |, if |ΔPV I | < 0.075

−0.5|ΔPV I |, if |ΔPV I | > 0.075

(12)

IV. NUMERICAL RESULTS

In this section, we analyze the performance of the proposed
algorithm (NN-based VFOPID controller) and compare it with
FOPID and PID. The controllers were carefully tuned, and the
obtained parameters were Kp = 50, Ki = 1.75, Kd = 2, λ =
1.25, and μ = 1.75 for the FOPID controller and Kp = 50.5,
Ki = 5.85, and Kd = 5.5 for the PID controller. These param-
eters were obtained by heuristic search, where we attempted to
find the optimal parameters for the studied system and provide
a fair comparison with the proposed method. All simulations
were performed in the MATLAB/Simulink environment, and the
different parameters were previously described. In these experi-
ments, we perform simulations for three different scenarios: the
nominal case (Scenario 1), the case with (dis)connection of RESs
(Scenario 2), and the case with smooth (dis)connection of loads
(Scenario 3). Each scenario is simulated for nominal (100%) and
decreased inertia (40%). Fig. 6 shows the dynamics of renewable
energy and loads. Subplots (a) and (b) illustrate the data used in
the nominal scenario, while subplots (c) and (d) show scenarios
with loads and renewable energy (dis)connections. To replicate
more natural power disturbances, smooth (dis)connections are
provided.

Fig. 7. Frequency deviation. Performance results of the proposed (green),
FOPID (purple with crosses), PID (dashed orange) and without controller
(dashed gray) for Scenarios 1–3 with 100% inertia. Red dashed lines indicate
(dis)connection moments.

Fig. 8. Frequency deviation. Performance results of the proposed (green),
FOPID (purple with crosses) and PID (dashed orange) and without controller
(dashed gray) for Scenarios 1–3 with 40% inertia. Red dashed lines indicate
(dis)connection moments.

A. Comparative Analysis

Here, we compare the mentioned algorithms in three different
scenarios. We remove the first 100 samples to eliminate the effect
of high oscillations appearing at the beginning of the simulations
due to random initial conditions.

Scenario 1 (Nominal): Recall that in this case, we do not
provide any (dis)connections. The top plots in Figs. 7 and 8
show the performance results of the three considered algorithms
for the cases with 100% and 40% inertia levels, respectively. It
can be observed that the proposed algorithm provides smooth
frequency support with a deviation of less than ±0.075 Hz.
The other two algorithms, FOPID and PID, provide reasonable
performance with some notable oscillatory behavior.
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TABLE II
COMPARISON OF DIFFERENT CONTROLLERS USING THE IAE METRIC

TABLE III
COMPARISON OF DIFFERENT CONTROLLERS USING THE RMSE METRIC

Scenario 2 (RESs (dis)connection): To compare the algo-
rithms, an additional (dis)connection-based scenario is carried
out, and the performance is evaluated. We organize a smooth
connection of solar panels and the disconnection of wind tur-
bines in time steps 300 and 700 seconds, respectively (see Fig.
6(d)). Figs. 7 and 8 depict a significant influence of the wind
turbine connection on the performance of all control algorithms.
However, the proposed strategy shows the best performance and
again results in smooth transient behavior.

Scenario 3 (Loads (dis)connection): Here, we provide the
test with the smooth connection and disconnection of residential
loads. This scenario appears to be the most challenging for all
considered algorithms, as depicted in Figs. 7 and 8. The proposed
method shows the best performance, while the FOPID and PID
controllers provide reasonable performance.

To quantify the effectiveness of all control algorithms, we
use the integral of the absolute value of error (IAE) metric (i.e.,
total frequency deviation): IAE =

∫ T

0 |Δf |dt, where T is the
simulation time period. Then, the performance is evaluated using
the absolute error MAE =

∑N
i=0 |Δfi|, where N is the number

of samples. In addition, we evaluate the performance using the
root mean square error (RMSE) metric given by:

RMSE =

√
1

N

∑N

i=0
(Δfi)2. (13)

Performance indices are calculated in the steady-state conditions
(i.e., from 100 to 1,000 seconds) to eliminate the effect of high
initial oscillations. All calculations are performed for three sce-
narios with both nominal (100%) and decreased inertia (40%).
The results are summarized in Tables II–IV. It can be seen that
the proposed NN-based VFOPID controller has better results in
all cases.

TABLE IV
COMPARISON OF DIFFERENT CONTROLLERS USING THE MAE METRIC

Fig. 9. Scenario 1 (Nominal). Evolution of gains and orders of the proposed
controller for both nominal (100%, blue) and decreased inertia (40%, red
dashed).

B. Online Tuning of the VFOPID

Figs. 9– 11 present the online optimization (tuning) results
of all five VFOPID controller parameters. This is done for
three different scenarios and two inertia cases, as detailed in
the previous section.

Scenario 1 (Nominal): Fig. 9 depicts that the VFOPID co-
efficients have rather stable behavior, all parameters vary 500
seconds and later stabilize, and the influence of decreased inertia
is relatively small.

Scenario 2 (RESs (dis)connection): Unlike the above case,
Fig. 10 shows the output of the neural tuner, where the influence
of renewable sources and decreased inertia on the VFOPID
tuner is significant. The integral knob Ki has a notable increase
after connecting the wind turbine from 300 to 400 seconds and
decreases after disconnecting the solar panels in 700 seconds. A
similar change has Kp, Kd, μ, and λ.

Scenario 3 (Loads (dis)connection): Similar to the previous
cases, Fig. 11 shows a notable influence of load disconnection
(at t = 300s) on parameters Kp, Kd, μ, and λ. The integral gain
Ki has a notable peak from 320 to 400 seconds. Additionally,
after reconnecting loads at the time step 700 s, the gains and
orders change significantly and attempt to return to their nominal
range variations. However, the influence of decreased inertia is
still minimal.
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Fig. 10. Scenario 2 (RESs (dis)connection). Evolution of gains and orders of
the proposed controller for both nominal (100%, blue) and decreased inertia
(40%, red dashed).

Fig. 11. Scenario 3 (Loads (dis)connection). Evolution of gains and orders
of the proposed controller for both nominal (100%, blue) and decreased inertia
(40%, red dashed).

TABLE V
POWER BALANCE FOR DIFFERENT CONTROLLERS

C. Energy Storage Dynamics

Table V provides a criterion, calculated as y =
∫ N

0 ΔPV Idt,
which summarizes the final balance between injected (positive)
and absorbed (negative) power by the storage system in the
nominal scenario. It can be seen that the proposed controller
uses energy storage more effectively, as the final balance tends
to be minimal in all cases. Fig. 12 illustrates that the proposed

Fig. 12. Power flow in ESS. Comparison of algorithms: the proposed (green),
FOPID (purple with crosses), and PID (dashed orange) in the nominal scenario
with 100% (top plot) and 40% inertia (bottom plot).

algorithm is forced to inject and store slightly more energy
than other controllers; however, this happens only at certain
time instances (approximately 180 and 420 s). This is done to
guarantee smooth frequency support, which is encoded in the
designed algorithm.

V. DISCUSSION

Integration of renewable energy into microgrid systems re-
duces the system inertia, which is the striking capability to
sustain the frequency at its nominal value, resulting in a stable
and resilient MG as well as the main grid. Renewable energy may
increase the level of uncertainty during abnormal operations,
introduce some technical implications to the VIC concept, and
raise some questions about the sufficiency of traditional control
approaches. The main question is what happens in a MG when
there are natural changes and uncertainties, where traditional
controllers cannot provide robust performance.

In response to this question, the present paper can be con-
sidered an effort to design a stable, scalable, and robust control
system, which is highly relevant to skillfully diminishing the
deviations during major contingencies. Although some recent
studies have attempted to achieve a higher degree of frequency
support by adjusting the parameters of well-known FOPID
controllers using classical rules, offline tuning approaches can
limit a control engineer’s ability to manipulate all the features
therein. Without intelligent control methods, it will be difficult
to control the virtual inertia in modern MGs, which are continu-
ously changing. For this purpose in real practice, the VIC system
should be flexible and robust to enable a matching mechanism
over a wide range of operations.

In this regard, we proposed an NN-based tuner for the
VFOPID controller and both coefficients and fractional orders
using the reinforcement learning strategy together with the SD-
DPG optimization technique. Our method can offer many bene-
fits for MG frequency support operations with renewable energy
by providing desirable performance related to load-frequency
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support problems. Additionally, we discovered how all the tun-
ing knobs of such a controller can be captured by designing a
self-tuning technique, resulting in robustness improvement, fast
recovery time, and frequency stability enhancement.

VI. CONCLUSION

In this paper, we presented the novel combination of NN with
a VFOPID controller, applied to robust virtual inertia emulation
in isolated microgrids with high renewable energy penetration,
where all tuned parameters (both gains and orders) of this
controller were optimized by the semi-stochastic DRL algorithm
with SDDPG policy. We proved that VFOPID controller fusion
with the NN-based tuner is an effective strategy for virtual inertia
emulation tasks. In contrast to other proposed algorithms, the
NN-based VFOPID controller has active support from a machine
learning algorithm that makes it self-adaptive to MG distur-
bances, resulting in smooth deviation but a more significant
influence from decreased inertia. Compared to recent efforts,
the major benefits of the proposed solution can be summarized
as follows:� An effective NN-tuning-based system for VFOPID con-

troller coefficients uses the SRL strategy together with
the SDDPG technique to find optimal weights for the
controller.� Fast training of the NN-based tuner by the proposed effec-
tive semi-stochastic RL.� Capturing all features of the FOPID controller using a self-
tuning technique, resulting in robustness improvement, fast
recovery time, and frequency stability enhancement.� Capability of the designed controller over a wide range of
operating conditions is due to its flexibility in the use of
integration and derivative actions toward a good perfor-
mance in frequency support operations with high levels of
renewable energy.

Further work is needed to address some technical issues for
the VIC system in terms of algorithm performance evolution, in-
cluding computational complexity reduction, accuracy enhance-
ment, and robustness improvement. In this regard, implementing
a real and high-resolution VFOPID controller associated with
a constrained parameter search space based on a MG stability
region derived by using the stability boundary locus method can
be a future effective strategy for more complex systems such as
multi-area interconnected MGs and power electronics. In addi-
tion, in an actual power system with high-order of complexity,
the intermittent dynamics can affect the algorithm performance
and routine process of the system. Therefore, developing a robust
RL strategy, by upgrading the reward rules and integrating a
digital protection system during the wrong training process,
is also another actual control problem to be considered in the
future.
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Abstract—Variable output power in isolated microgrids (MGs)
threatens frequency stability and may even degrade power qual-
ity. In response, intelligent control methods have been developed
and applied to frequency deviation control systems with excellent
results. Nevertheless, a potential problem is that the application
of such advanced techniques with a large search space is not
enough to deal with highly dynamic environment and real-time
operations of MGs. In this light, the present study introduces a
flexible artificial neural network (ANN)-based frequency devia-
tion control solution in a constrained structure that operates as
follows. First, the stable controller parameter space of the PID-
based AC microgrid is derived by using the stability boundary
locus method. Then, the controller parameters are tuned and
updated online by searching for an optimal combination of the
coefficients with consideration of output variations sensed by
a constrained ANN in the derived reduced parameter space.
To accomplish this step, a reinforcement learning technique is
applied to train the ANN-based tuners. The performance of the
proposed technique has been verified under a given scenario to
demonstrate how the reduced parameter space should facilitate
the optimization procedure.

Index Terms—AC microgrid, Load frequency control, Con-
strained neural networks, Reinforcement learning

I. INTRODUCTION

Technical issues in renewable energy sources (RESs) require
many standards, including frequency regulation and proper
control system design to achieve the desired performance.
These standards are integrated into the microgrid (MG) con-
cept [1]. Reliability enhancement, improvement in environ-
mental issues, and economic interests are three major reasons
for the emergence of MGs [2]. Small generating units, such as
diesel engine generators (DEGs), photovoltaic (PV) systems,
wind turbine generators (WTGs), and fuel cells (FCs), installed
at the client site and connected into the power grid—referred
as distributed generation—are the primary power sources in
MGs [3]. Using energy storage systems (ESSs) including

The work was partly supported by Estonian Research Council grants
PRG658 and PRG1463, and by Israel Science Foundation grant No. 1227/18.
The work of V. Skiparev and K. Nosrati in the project “ICT programm” was
supported by the European Union through European Social Fund.

battery ESS (BESS) and flywheel ESS (FESS) as backup
devices enhances the stability of the MG systems, which can
be degraded by the light inertia of the units [4].

Two key system parameters, i.e., voltage and frequency,
must be regulated under proper control techniques due to inter-
mittent power generation, erratic changes in load demand, and
low inertia [5]. To preserve stability and improve performance,
three main frequency deviation control (FDC) structures were
proposed: central, single agent, and decentralized control [2].
While in the first approach, a central control takes over the
FDC task according to collected data through the system, the
two other methods try to use one or several controllable and
locally distributed generation units for the system parameters
and control purposes [6]. Modern MG systems should be
able to handle complex multi-objective regulation optimization
problems, which instigate the system to use intelligent FDC
units and tuning methods associated with adaptable intelligent
algorithms at their core [7].

To improve the robustness of the FDC problem, intelligent
PID-type controllers were proposed in isolated MGs [3], [8],
among many other controllers such as model predictive control
[9], adaptive control [10], fuzzy logic control [11], H∞ control
[12] and conventional PID control [13], [14] approaches ap-
plied to the distributed generations. Table I summarizes some
recent FDC works with intelligent optimization approaches,
including the genetic algorithm (GA) [15], biogeography-
based optimization (BBO) [16], particle swarm optimization
(PSO) [17], reinforcement learning (RL) [18], harmony search
algorithm (HSA) [8], and black hole algorithm (BHA) [3] for
optimal tuning of PID-type parameters towards more efficient
MG operations. To achieve better control results, an approach
based on artificial neural networks (ANNs) is also applied as
a tuning strategy due to its learning ability and adaptability
with parameter variation [19], [20].

All these works attempted to achieve a higher degree of
frequency deviation control by adjusting parameters with an
offline procedure, resulting in non-flexible approaches that
might fail in “dynamic adaptation” associated with a complex



TABLE I
TUNING APPROACHES OF PID-TYPE CONTROLLERS IN FDC

Paper Method Controller MG components

[15] GA PI/PID WTG, STP, AE, DEG, ESS

[16] BBO PID WTG, FC, PV, ESSs, AE

[2], [17] PSO (FO)PID WTG, FC, PV, ESSs, DEG

[18] RL+Fuzzy PID WTG, PV, FC, DEG, AE, ESSs

[3] BHA+Fuzzy (FO)PID WTG, DEG, EV, BESS, FESS

[8] HSA+Fuzzy PI WTG, DEG, EV

[19] ANN PI WTG, PV, FC, DEG, ESSs

[20] PSO+ANN PID WTG, DEG, EV

[21] RL+ANN PI WTG, PV, FC, BESS

*EV: Electric Vehicle, STP: Solar Thermal Power, AE: Aqua Electrolyser

microgrid environment. This issue instigated us to propose
a flexible and online-tuned PID-based FDC strategy using
ANN trained by the stochastic RL (SRL) technique [21].
However, the large search space of this algorithm requires
powerful computational units to backup dynamic microgrid
environments. In this light, we propose here a new flexible
PID-based FDC strategy, used for secondary frequency control
in an AC microgrid, with automatic manipulation of all the
controller’s features inside the stable region obtained by the
stability boundary locus (SBL) method. In the proposed con-
trol strategy, the constrained ANN-based architecture tunes the
controller in a reduced space where the weights in each neuron
are trained by using an RL technique on the specified stable
region, as opposed to the entire space. We discovered how the
proposed online tuning method offers many benefits for the
FDC system in an AC microgrid with the reduced parameter
space, where it shall facilitate the optimization procedure for
the network training as the search space becomes smaller.

II. STRUCTURE OF THE AC MICROGRID

In Fig. 1, an isolated AC microgrid system, including a
standard DEG, PV panels, WTGs, a FC system, a BESS, and a
FESS, is depicted associated with power electronic interfaces.
Fuel blocks, a DC/AC inverter, and interconnection devices
are all included in the FC system. Although the FC has a
high-order characteristic, frequency investigations only require
a three-order model [22]. Nominal values of rated power for
the subsystems DEG, RESs, FC, and ESSs are 160, 130, 70,
and 90 kW, respectively. The DEG is required to provide
a certain amount of power that is designated as a spinning
reserve for secondary frequency regulation. A block diagram
of the simplified frequency response model for the case study
is shown in Fig. 2 associated with the given parameters in
Table II, where PWind and φ are the mechanical power of the
WTG and solar irradiation, respectively.

In the illustrated model and to control the system frequency,
the DEG and FC are regarded as manipulating units. Also, due
to the variable and non-measurable nature of input powers
of PV, WTG, and load (denoted as PPV , PWTG, and PL,
respectively), they can be considered as input disturbance
signal obtained as Ptot,L = PL − PPV − PWTG,

Fig. 1. General configuration of the isolated AC microgrid.

Fig. 2. Frequency block diagram of the AC microgrid system.

TABLE II
PARAMETERS OF THE AC MICROGRID

Parameter Value Parameter Value

D 0.0015 pu/Hz Tg 0.08 s

2H 0.1667 pu.s Tt 0.4 s

TFESS 0.1 s TI/C 0.004 s

TBESS 0.1 s TIN 0.04 s

TFC 0.26 s R 3 Hz/pu

TWTG 1.5 s TPV 1.8 s

where Ptot,L is the generalized load power used to derive
the characteristic equation in the following section.

III. STABILITY ANALYSIS OF THE AC MICROGRID

For stability analysis of the given microgrid system, the
characteristic equation of the system will be derived by
forming the closed loop transfer function as T (s) = ∆f

Ptot,L
,



and its roots will be checked regarding to the complex root
boundary (CRB). To this end, a PID controller

GC = Kp +
Ki

s
+Kds, (1)

where Kp, KI , and Kd are proportional, integral and deriva-
tive control gains, is applied to design the FDC system for
manipulating the DEG and FC units. After some mathematical
analysis, the denominator of the transfer function T (s) is the
characteristic equation ∆(s) expressed as

∆(s) = 6.66× 10−9s9 + 2.0894× 10−6s8

+ (1.25× 10−6Kd + 1.1731× 10−4)s7

+ (0.0013Kd + 1.25× 10−6Kp + 0.0029)s6

+ (0.0498Kd + 1.25× 10−6Ki + 0.0013Kp + 0.042)s5

+ (0.66Kd + 0.0013Ki + 0.0498Kp + 0.3788)s4

+ (3.552Kd + 0.0498Ki + 0.66Kp + 2.0188)s3

+ (6Kd + 0.6612Ki + 3.552Kp + 5.3045)s2

+ (3.552Ki + 6Kp + 5.0045)s+ 6Ki.
(2)

In order to perform the required stability analyses, the char-
acteristic equation (2) will be rewritten by replacing s = jω.
As a result, we can arrange the obtained equation in a complex
polynomial form as

∆(ω,Kp,i,d) =

[
1
j

]T ([
A1(w,Kd) A2(w,Kd)
B1(w,Kd) B2(w,Kd)

] [
Kp

Ki

]

+

[
A3(w,Kd)
B3(w,Kd)

])
,

where
A1(w,Kd) = −3.552ω2 + 0.05ω4 − 1.25× 10−6ω6,

A2(w,Kd) = 6− 0.66ω2 + 0.0013ω4,

A3(w,Kd) = −(5.3045 + 6Kd)ω
2 + (0.66Kd + 0.3788)ω4

− (0.0029 + 0.0013Kd)ω
6 + 2.0894× 10−6ω8,

B1(w,Kd) = 6ω − 0.6612ω3 + 0.0013ω5,

B2(w,Kd) = 3.552ω − 0.045ω3 + 1.25× 10−6ω5,

B3(w,Kd) = 5.0045ω − (2.0188 + 3.552Kd)ω
3 + (0.042

+ 0.05Kd)ω
5 − (1.25× 10−6Kd + 1.2× 10−4)

× ω7 + 6.7× 10−9ω9.

By setting the imaginary and real parts of the last equation
equal to zero, we can derive two parameters of the controller
regarding the derivative control gain Kd and frequency ω. In
this case, by considering Kd as a fixed parameter, we have

Kp =
A2(w,Kd)B3(w,Kd)−A3(w,Kd)B2(w,Kd)

A1(w,Kd)B2(w,Kd)−A2(w,Kd)B1(w,Kd)
,

Ki =
A3(w,Kd)B1(w,Kd)−A1(w,Kd)B3(w,Kd)

A1(w,Kd)B2(w,Kd)−A2(w,Kd)B1(w,Kd)
.

(3)

Now, according to the defined boundaries as

∆(jω,Kp,i,d) = 0⇒





ω = 0, Ki = 0

0 < ω <∞, Kp,i ∈ CRB

ω =∞, Kp,i ̸∈ CRB

(4)

(a) Kd = 0 (b) Different Kd

Fig. 3. SBL of PID controller for the isolated AC MG.

Fig. 4. Frequency deviation in different zones of Fig. 3a.

the SBL curves can be drawn in the Kp−Ki plane with respect
to Kd as shown in Fig. 3. Also, the frequency response of the
given AC microgrid, for different three zones (outside, on and
within the SBL curve) and when Kd = 0, is depicted in Fig. 4.
For these three zones 3, 2 and 1, the microgrid is unstable,
marginally stable, and stable, respectively.

IV. CONSTRAINED NN-PID BASED TUNING ALGORITHM

In this section, we will introduce the architecture of ANN,
which is designed with constraints defined by stability region
to not only guarantee the stability of the PID controller in the
microgrid but also reduce the parameter space to facilitate the
optimization procedure for the network training. This strategy
will be limited by the range of ANN weights, constants for
the activation function, and tuner output values.

A. SRL-based Training for Constrained NN-PID Controller

To perform the training of the constrained NN-PID con-
troller, we apply the basic SRL algorithm proposed in [21]
and use it to train a designed agent to provide optimal tuning
of the PI part of the PID controller. The training is based on
reward feedback organized by the reward system (see Eq. 5),
where the optimal weights can be obtained via the selection
of actions with the highest possible reward. In this approach,
we perform actions at (i.e., Kp(t) and Ki(t) for a fixed Kd)
and check the received maximum average reward ravg,max of
the RL agent. By using the regulation system

rt =

{
1

0.5+100|∆f | , if 100|∆f | < 0.05

−200|∆f |, if 100|∆f | > 0.05,
(5)

where the main criterion on which rewarding based is the
magnitude of control error ∆f , the agent receives a positive
reward +r if ∆f < 0.05 Hz; otherwise, it takes a negative



reward or punishment −r. According to the applied SRL
optimization approach, agent will be defined as µ(s | θµi)

with initialized random weights
∑M

j=1 θµj
, where θ is array

of non-negative random values that initializes in each episode
M . Then, the reward function rt(at, st), where at = KPI(t)
and st = ∆ft, will be observed at each action and state.
Finally, the weights θµ of agent with best average reward will
be selected by

θµ =

{
θµM+1

= θµM
, if ravg > ravg,max,

θµM
= θµM

, if ravg < ravg,max,
(6)

where ravg,max = max
(

1
N

∑
t rt(st, at)

)
. The pseudo-code of

this approach is summarized in Algorithm 1.

Algorithm 1 SRL optimization approach.
1: Initialize neural network of agent as at = µ(st | θµ)
2: for j = 1 to M do
3: Initialize random weights of agent θµM

M times
4: Execute action at, observe reward rt at each step t in

common state st
5: if Average reward ravg > ravg,max then
6: Save weights of agent θµ
7: end if
8: end for

B. Activation Function

For the proposed constrained ANN-based tuner adopted
from [21] and constrained to the stability validation test, we
apply the activation function

y(t) =
m

1 + e−0.5|x(t)| −
m

2
, (7)

where constant m is the limiting feature for the range of every
ANN output. When Kd = 0, the output range of two other
parameters are as Kp ∈ [0, . . . , 5] and for Ki ∈ [0, . . . , 16].
As seen in Fig. 5, while Fig. 5a shows ANN-based tuning of
the controller without stability analysis, Fig. 5b presents the
validated design of an ANN that “passes” the stability test,
where as opposed to the former, the automatic manipulation
of all parameters is limited to the reduced stable space.
Since the search space becomes smaller, this can facilitate the
optimization procedure for the network training.

(a) Unconstrained (b) Constrained

Fig. 5. Validation of the proposed tuner by (un)constrained ANN.

V. NUMERICAL RESULTS

MATLAB/Simulink was used to build the proposed strategy
and test the performance of the constrained NN-PID controller
using the given FDC scheme. Figure 6 shows the power of
RESs with disconnection after 140 seconds and connection
at 180 seconds for WTG and PV, respectively, load demand
with disconnection and connection at 170 and 190 seconds,
respectively. Figure 7 and Table III show comparative results
and demonstrate how effectively the proposed algorithm can
solve the FDC problem and shows more smooth deviation as
compared to the usual PID controller with fixed parameters
Kp = 3.712 and Ki = 1.391 for the case when Kd

is zero. These optimal parameters have been obtained by
heuristic search to provide a comparison with the proposed
method. As can be seen, in both transient and steady state
response, the constrained NN-PID controller contributes more
effective results. By increasing Kd, the performance is rather
comparable which can be negligible since the PI controller
is preferred in the industry due to the derivative component
typically contributing to amplifying noise. Figure. 8 shows the
dynamics of controller parameters in the online tuning strategy
of the proposed method in the given scenario.

Fig. 6. Microgrid profile of load, wind and solar power.

TABLE III
NUMERICAL RESULTS OF COMPARED PID CONTROLLERS

Kd Controller IAE RMSE MAE

1.0 NN-PID 0.9061 0.0042 0.0031
PID 0.9066 0.0038 0.0031

0.5 NN-PID 1.2960 0.0053 0.0044
PID 1.3853 0.0058 0.0047

0.0 NN-PI 2.757 0.0096 0.0078
PI 3.9297 0.0167 0.0133

- Without 80.5724 0.2744 0.2722

*IAE: Integral Absolute Error, MAE: Mean AE,
RMSE: Root Mean Square Error



Fig. 7. Numerical comparison of the tested algorithms.

Fig. 8. Online tuning of the parameters with Kd = 0.

CONCLUSION

In this work, we propose a flexible and online-tuned PID-
based frequency deviation control strategy using an ANN
trained by the SRL technique. To derive this dynamic adapt-
able controller for the well-supported dynamic AC microgrid
environments, a constrained ANN-based tuning architecture
was introduced, in which the algorithm tries to meaningfully
tune the controller in a reduced stable space, as opposed
to the entire space. The simulation results verified how the
proposed method offers many benefits for the frequency de-
viation control of the microgrid, with automatic manipulation
of all the controller’s features inside the reduced parameter
space, where it facilitates the optimization procedure for
the network training. Future work could apply non-integer
controllers associated with communication delays and more
accurate training space to the proposed method to increase
the tuning freedom together with the microgrid stability that
leads to fulfilling intricate control performance requirements.
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Abstract—Developing accurate mathematical models for mi-
crogrid (MG) components is the initial step before implementing
various load frequency control (LFC) strategies and analysis. In
this regard, different high-order models associated with different
nonlinearities have been included to increase the modeling
accuracy resulted in a performance improvement in the LFC
techniques. Nevertheless, these high-order nonlinear models pose
some potential problems such as obstacles in the analytical
description of the system and control problem along with its
high computational complexity. In this light, the fractional order
based models are deployed to effectively balance the model
accuracy and analytical complexity. First, two fractional order
components (energy storage system and fuel cell) are arranged
in a controlled coordinated strategy to enhance the frequency
stability. Then, two artificial neural network (ANN) controllers
are deployed for each components in a multi-agent framework.
To accomplish this step, a multi-agent stochastic reinforcement
learning optimization is applied to train the two controllers. Test
results on an isolated MG with fractional components validate
the efficacy of the coordinated LFC strategy.

Index Terms—Load frequency control, multi-agent, neural
networks, reinforcement learning, fractional order

I. INTRODUCTION

A microgrid (MG) system is a localized power grid that can
operate autonomously or connected to a larger electrical grid
[1]. In MGs, wind turbine generators (WTGs) and photovoltaic
(PV) systems are promising renewable technologies for gen-
erating electricity [2]. To ensure a stable power supply and
mitigate fluctuations, MGs integrate energy storage systems
(ESSs) and additional generation components such as fuel

The work of V. Skiparev in the project “ICT programme” was supported by
the European Union through European Social Fund. The work was also partly
supported by the Estonian Research Council grants PRG658 and PRG1463.

cells (FCs) [3]. While FC systems perform well under steady-
state conditions, they have slow dynamics and a time delay, so
they are often used together with ESSs to achieve the desired
power output [4]. Due to the limited control capabilities of
FCs, double-layered capacitors (DLCs) are used to improve
the transient response of the system [5]. By employing a
combination of these subsystems, MGs can provide reliable
and sustainable power to local communities [4].

A hybrid MG is a power system that combines two or
more power generation sources to improve its overall per-
formance [6]. To ensure efficient power delivery to the load
sides, it is important to coordinate the frequency deviation
of the system’s components [7]. Various methods for load
frequency control (LFC) system have been proposed [8],
including droop control [9], model predictive control [10],
fuzzy logic control [11], and H∞ control [12]. A new co-
ordinated (fractional order) PID (FOPID) controller, which
has recently received the attention of researchers due to its
ability to be fine-tuned using extra adjustable parameters [13],
has been developed for an isolated MG [14]–[16], which
offers some enhancements over previous methods. However,
by optimizing the parameters of the PID-type controllers using
modern approaches such as genetic algorithm , particle swarm
optimization, and reinforcement learning (RL), the stability of
hybrid MG operation can be significantly improved [17].

To achieve better control results, accurate mathematical
models together with modern adaptable control approaches can
be exploited for LFC systems. From one side, artificial neural
networks (ANN) have been assigned as a well-suited candidate
for LFC purposes in a highly dynamic MG environment due
to its adaptability and learning ability [17]–[19]. On the other



hand, different high-order models associated with different
nonlinearities have been included to increase the modeling
accuracy resulted in a performance improvement in the LFC
systems [20]. Notwithstanding this, these high-order nonlinear
models pose some potential problems during analysis, design,
and verification process of the control system. One disadvan-
tage is that such nonlinear models contribute major obstacles
in the analytical description of the system and control problem
due to limitations of nonlinear mathematical tools. In addition,
such high-order models lead to an increase in computational
burdens and required processing time. The aforementioned
problems may be crucial in practical load frequency control
of complex MG environment under its intermittent dynamics
and variable operating points.

In this light, the present work exploit the fractional order
modeling techniques to effectively address a trade-off between
model accuracy and analytical complexity. Under this balanced
strategy, two fractional order components (DLC and FC) are
arranged in a coordinated strategy to enhance the frequency
stability. Then, two ANN controllers are deployed for each
components in a multi-agent framework where a common
stochastic RL (SRL) optimization method is applied to train
each controllers. Our strategy will facilitate model-based con-
trol for unlocking the full potential of the LFC system. Based
on the test results, we discovered that it leads to a superior
performance of the LFC, including improvements in frequency
stability and robustness.

II. CONFIGURATION OF MG SYSTEM

A. General Structure

Figure 1 presents the proposed isolated MG, which encom-
passes power generation subsystems consisting of a WTG,
PV panels, FC system, and a DLC. These subsystems are
interconnected in parallel to a shared AC bus that provides
isolated loads. To examine this system, high-order mathemat-
ical models with nonlinear dynamics are required for each
subsystem. However, in the majority of studies, first-order
transfer functions are used to analyze all components, and
the system simulations relied on a simplified linear models.
Although deploying nonlinear modeling techniques can greatly
increase the accuracy and extracting the full system potential,
they come at a high computational complexity along with
challenges in the LFC system analysis during the design
process [20]. In this regard, we substitute the FC and DLC
systems by their fractional-order models which eliminate the
disadvantage of the low accuracy while at the same time
reducing the model complexity.

B. WTG Model

The amount of power produced by wind turbines is di-
rectly influenced by the speed of the wind. The mechanical
power generated by the turbine is determined by PWTG =
0.5ρAv3Cp(λ, θ), which takes into account the density of air
ρ, the swept area of the blades A, and the wind velocity υ.
The rotor efficiency, or CP , is also an important factor and is
determined by Cp(λ, θ) = 0.5(116λ̂−1 − 0.4θ − 5)e−21λ̂−1

+

Fig. 1. General structure of the isolated MG.

0.0068λ with λ̂−1 = (λ + 0.08θ) − 0.035(θ3 + 1), which
is a function of the tip speed ratio λ and pitch angle θ. The
maximum value of CP,max can be obtained for a specific blade
direction and when the tip speed ratio is at its optimal level.
The rotor speed can be adjusted to keep the tip speed ratio
at this level, allowing for maximum energy extraction from
the wind (see Fig. 2a). As shown in Fig. 2b, the power output
PWTG remains constant by using a pitch angle control system
to prevent excessive rotor speed and protect the equipment.
The power output reaches its maximum value when the wind
speed is between 14 and 25 m/s and is zero when the wind
speed is less than 4 m/s. However, if the wind speed exceeds
25 m/s, the system is shut down to prevent damage to the
turbine. The frequency domain’s mathematical representation
of a WTG’s dynamics can be expressed as

∆PWTG

∆Pwind
=

1

sTWTG + 1
. (1)

This equation shows the relationship between changes in the
mechanical power of the turbine, denoted by ∆Pwind, and the
output power of the generator, represented by ∆PWTG.

(a) CP − λ (b) PWTG − v

Fig. 2. The changes in CP and PWTG with respect to λ an υ.

C. PV Model

The PV system is an eco-friendly and highly versatile power
source that is made up of photovoltaic panels arranged in
series and parallel configurations. This system converts solar
radiation into electrical energy by utilizing the temperature of



the solar cells and the array’s surface area. The amount of
electrical energy produced by the PV system, represented as
PPV , can be calculated based on the conversion efficiency η,
the area of the PV array S, the solar irradiation φ, and the
ambient temperature Ta, as expressed by equation

PPV = ηSφ(1− 0.005(Ta + 25)). (2)

The relationship between the variations in solar irradiation and
the output power of the PV system is given as

∆PPV

∆φ
=

1

sTPV + 1
, (3)

where TPV is the time constant of the PV system.

D. Fractional FC Model

The FC technology is known for its high efficiency in
generating power by converting chemical energy into electrical
energy using hydrogen and oxygen. However, the fuel supply
sections of this device, such as pumps and valves, have slow
dynamics, which can result in a slower power output. To
analyze the dynamic response of this system, the first-order
time delay transfer function can be introduced as

GFC =
1

sTFC + 1
. (4)

In order to improve control design and by using fractional-
order modeling technique, which is a versatile mathematical
tool enabling non-integer order derivatives in model descrip-
tions [21], a new fractional FC (FFC) was introduced in
the study [22]. This model accurately captures all dynamic
behaviors using proposed free fractional order elements. The
advanced solid oxide FC model includes two constant phase
element (CPE) components that describe the anode and cath-
ode behavior of the FC. The transfer function of the FFC
model can be represented as

GFFC =
1

sα1TFC + 1
+

1

sα2TFC + 1
, (5)

where 0 < αi < 1, i = 1, 2 are fractional orders related to
each CPE [23]. Compared to classic integer-order models, the
presented FOFC model has the benefit of higher modeling ac-
curacy, particularly for the dynamic behavior during transient
operation.

E. Fractional DLC Model

Electro-chemical capacitors were first patented by General
Electric Company in 1957, using a charging mechanism known
as DLC and consisting of porous electrodes [24]. Today,
this technology is widely used in a variety of applications,
including power quality, electric vehicles, and renewable en-
ergy systems. The device is highly efficient, with a fast load
frequency, and its transfer function can be approximated by
the first-order lag equation, specifically

GDLC =
1

sTDLC + 1
. (6)

This traditional modelling requires a large number of param-
eters in a larger frequency bands [23]. Therefore, researchers

have explored fractional calculus potential for modeling elec-
trochemical systems, such as batteries and supercapacitors, and
have found that it can improve accuracy and reduce complexity
compared to other methods. For example, a simplified electro-
chemical model based on the fractional-order model has fewer
parameters than other approaches and can provide a more
accurate estimation of battery states [25]. Other studies have
investigated factors that affect the accuracy of fractional mod-
els, such as ambient temperatures, memory lengths, different
profiles, and voltage/current drifts [26]. Overall, the fractional-
order model shows great potential for improving the accuracy
of equivalent circuit models while reducing their complexity,
making it a promising tool for modeling electrochemical
systems [27]. A straightforward model for fractional DLC
(FDLC) can be derived from the behavior of porous electrodes
in DLCs. This model is represented by the equation

GFDLC = 1 +
1

sβTDLC
, (7)

where 0 < β < 1 is the derivative order related to the CPE.
Table I summarizes the deployed parameters in the MG

system and given equations.

TABLE I
PARAMETERS OF THE MICROGRID

Parameter Physical meaning Nominal
value

Unit

TDLC WTG time constant 0.1 s
TFC FC time constant 0.2 s
TWTG WTG time constant 1.5 s
TPV PV time constant 1.8 s
β Derivative order of CPE in FDLC 0.5 –
α1 Derivative order of first CPE in FFC 0.8 –
α2 Derivative order of second CPE in FFC 0.8 –
M Inertia constant 0.166 pu.Hz
D Damping constant 0.015 pu/Hz

III. COORDINATED CONTROL STRATEGY

By utilizing a coordinated control strategy that combines
FC and DLC systems, the LFC problem can be effectively
resolved while also improving power quality, as depicted in
Fig. 3. In this approach, the fractional order DLC and FC
systems serve as backup systems and compensate for high and
low frequency deviations, respectively. Also, to minimize the
charging and discharging of FDLC during long-term operation,
a high-pass filter (HPF) is employed. Furthermore, to maintain
stable operation of the autonomous isolated MG system,
effective control of the supply power is necessary since the
output power of various power generation components can
fluctuate under certain conditions. The control strategy in this
system is based on the power balance error ∆P , which is
calculated as the difference between the power supply PNet

and the power demand PLoad given as ∆P = PNet − PLoad.



As power generation varies, the frequency also fluctuates, and
this frequency deviation ∆f , is calculated using

∆f =
∆P

K
, (8)

where K is the system frequency characteristic constant of the
system. However, due to delays in the frequency characteris-
tics, the above equation is modified to

∆f =
∆P

K(sTf + 1)
=

∆P

sM +D
, (9)

which takes into account the frequency characteristic time
constant Tf , as well as the load damping constant D and
the inertia constant M . The net power generation is computed
using PNet = PWTG+PPV +PFFC±PFDLC , which involves
various contributing factors. For control purposes, two ANN
based control are employed for two fractional subsystems
associated with a common stochastic RL based training unit.
This control framework and its strategy, which is integrated
in control unit, will be more investigated in two following
subsections.

Fig. 3. Coordinated LFC strategy.

A. ANN-based Controller

The proposed NN-based controller, which is similar to PID-
type controllers, is illustrated in Fig. 4. The controller takes
frequency deviations as an error signal in three different forms:
original ∆f , differentiated d∆f/dt, and integrated ∆f/s,
and inputs them into neurons. In this architecture, multiple
ANN weights of actor systems are defined as wµ1,i and wµ2,i

for hidden and output layers, respectively. The hidden layer
consists of three neurons, while the output layer has one
neuron that summarizes all signals into output provided for
the inputs of FDLC and FFC systems. Every artificial neuron
uses an adjustable tansig activation function that provides
bipolar output and is suitable for many control applications.
The performance of the proposed controller depends on the
magnitude of the weights in each artificial axon and the
constants defined in the applied activation function as

y(t) =
n

1 + e−wx(t)
− n

2
, (10)

where weight w defines sensitivity to disturbances and con-
stant n defines limits for output signal in every neuron.

Hidden 

layer

Output

layer

Input

layer

Fig. 4. Proposed ANN-based controller.

B. Stochastic Reinforcement Learning

In order to train multiple agents to control the given isolated
MG, we utilize a stochastic reinforcement learning (SRL)
algorithm proposed in [17]. This algorithm initializes random
weights m times and evaluates each combination of weights
using a reward system. The proposed reward system is based
on the angular function

rt =





2 IAE√
IAE2+t2

, if sin θ < 0.5

−10 t√
IAE2+t2

, if sin θ > 0.5
(11)

that takes into account the integral absolute error (IAE) of the
system’s performance defined as

IAE =

∫ t

0

|∆f |dt. (12)

The optimal weights are obtained through the selection of
actions that yield the highest reward for each agent. This
approach uses an ANN with the mentioned tansig activation
function and the PID-like control approach. In this approach,
we execute actions at at a given state st and assess the
maximum reward rmax received by each agent separately. The
reward is determined by the measured control error, which is
represented by the magnitude of the state difference (∆f ) and
is calculated as the IAE signal. If the error angle (θ) is less
than 45 degrees, the agent receives a positive reward (+r);
otherwise, it receives a negative reward or punishment (−r).
Unlike a previous approach, which had limitations for highly
dynamic control applications such as interconnected MGs, the
new reward system is adaptive to such systems since it is based
on the performance metric IAE, which is an effective criterion
for process control. However, training multiple agents can be
challenging due to the interdependence of their actions. To
overcome this, we calculate a common summarized reward
for each agent and save the weights associated with the best
achieved reward.

The proposed optimization approach for multi-agent SRL
involves defining a certain number of ANN agents as∑l

i=1 µi(s | wµi
) with the non-negative random value w and

random weights
∑l

i=1

∑M
j=1 wµi,j

, which are modified over



a specific number of episodes (M ). At each state and action,
the reward function rt(atl , st), where atl = ANNl(t) and
st = ∆ft, is observed and used to evaluate the performance
of each agent. The weights associated with the highest reward
for each agent are then selected, using

wµl
=

{
wµl,M+1

= wµl,M
, if rnewl

> rmaxl
,

wµl,M
= wµl,M

, if rnewl
< rmaxl

,
(13)

that considers the maximum reward rmaxl
= max (rtl(st, atl))

received by each agent. The approach is summarized in
Algorithm 1, which outlines the steps involved in selecting
the optimal weights for each agent.

Algorithm 1 Multi-Agent SRL optimization method.
1: Initialize neural network of agent l as µl(s | wµl

)
2: for j = 1 to M do
3: Initialize random weights of each agent wµl,M

M
times

4: for i = 1 to l do
5: Execute action atl , observe reward rtl at each step

t in common state st
6: if Average reward rl > rmaxl

then
7: Save weights of each agent wµl,M

8: end if
9: end for

10: end for

IV. NUMERICAL RESULTS

To test effectiveness of the proposed multi-agent strategy
in coordinating an ANN-based controller, a control scheme
was implemented in MATLAB/Simulink using the model
parameters provided in Table I. The output power of the WTG
and PV systems, as well as the load demand, were monitored
and analyzed, as shown in Fig. 5.

The proposed controller was found to be effective in ad-
dressing the LFC problem, as shown in Fig. 6 (top plot),
where it outperformed the FOPID controller. In terms of
transient response, the ANN-based controller demonstrated
faster response times with smaller overshoots and shorter
settling times in a fractional order environment. The proposed
approach also exhibited smaller steady-state errors compared
to the traditional controller, as detailed in Table II. Our pro-
posed algorithm yields lower values of integral absolute error
(IAE), root mean square error (RMSE), and mean absolute
error (MAE) when compared to the FOPID controller, as
evidenced by the results. It is worth noting that for two
FOPID controllers, the parameters are set to fixed values as
Kp,DLC = 100, Ki,DLC = 50, Kd,DLC = 0.5, λDLC = 1.35,
µDLC = 1.2 and Kp,FC = 1000, Ki,FC = 200, Kd,FC =
0.5, λFC = 1.2, µFC = 1.25. According to the results, we
can see an insignificant influence of renewable energy sources
disturbances on the proposed ANN controller. In contrast, the
usual FOPID controllers show less flexibility in the distributive
process. Here, we can see how ANN is robust and adjusts the

parameters of both controllers to optimal values after each
time step.

To verify the effectiveness of the fractional order modeling
strategy and its impact on the LFC enhancement compared to
the classical integer order models, we repeated the experiment
for the considered MG system for the case of integer order FC
and DLC models with the same parameters. It can be seen in
Fig. 6 (bottom plot) that the proposed method with using the
same trained process for fractional order case, again shows
better performance than the FOPID controller One may see
that this resulted in a slightly degraded performance when
compared to the fractional order case above. Nevertheless,
in both cases the proposed controller was able to keep the
frequency within the limits.

TABLE II
NUMERICAL RESULTS

System order Controller IAE RMSE MAE

Fractional
Proposed 0.0221 1.7678−5 9.2214−6

FOPID 0.3125 1.7269−4 1.3014−4

Integer
Proposed 0.5133 4.1268−4 2.1367−4

FOPID 0.6186 3.9259−4 2.5763−4

Fig. 5. Output power changes of renewable energy sources and load.

V. CONCLUSIONS

To overcome some issues related to the high-order nonlinear
models in an isolated MG system, fractional order-based
models were used to balance model accuracy and analytical
complexity. In this study, a coordinated LFC strategy was
proposed using two fractional order components to enhance
the frequency stability. Two ANN controllers were deployed
for each component in a multi-agent framework using a multi-
agent SRL optimization technique, in addition were compared
with two optimally tuned FOPID controllers. Test results



ANN

FOPID

Fig. 6. Control performance of algorithms with fractional order (top) and
integer order (bottom) models.

on an isolated MG with fractional components validated the
effectiveness of the proposed coordinated LFC strategy. As
illustrated in this study, it was observed that while the proposed
algorithm outperforms the FOPID controller in both systems
with integer and fractional model of components, it exhibits an
enhanced LFC system with greater stability in the MG system
with fractional order subsystems.
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9.1 Introduction

The problem of load frequency control (LFC) within prescribed nominal values is crit-

ical for the reliable operation of modern power systems [1]. The function of

microgrids (MGs) should be studied more carefully, particularly when they are iso-

lated and operate in remote locations. Because MGs in this case include converter-

based renewable energy systems (RESs) and integrated energy storage systems (ESSs)

with low inertia, which present additional challenges, more sophisticated control

approaches are necessary to ensure uninterrupted load delivery with excellent power

quality [2]. Even though several research studies have addressedMGmanagement and

control from a variety of viewpoints in recent decades, the LFC problem in an isolated

MG is exacerbated by the rising penetration of RESs and ESSs, which necessitates

additional system reliability considerations [3].

Wind turbine generator (WTG) and photovoltaic (PV) systems are two of the most

promising RESs in isolated hybrid MGs (HMGs) [4]. Extra power generation compo-

nents, such as fuel cells (FCs), are placed in the system to reduce power fluctuations

caused by changing weather conditions and to provide a constant power supply [5].

Due to some drawbacks of the FCs, including slow dynamics and time delay resulted

from its inherent physical properties, it must always be used in conjunction with ESSs

to regulate power to a desired level and improve system performance [6]. The typical

DC link capacitor cannot adapt to variations in load demand because of the con-

strained control operation of FC and its long-time delay. As a result, double-layered

capacitors (DLCs) with fast power response can supplement the slower power output

of the main source to compensate for the load variations and transient responses [7].

In an isolated HMG, the power for the load side demand can be efficiently generated

and supplied by several energy generation sources with effective coordination of

Power System Frequency Control. https://doi.org/10.1016/B978-0-443-18426-0.00003-0

Copyright © 2023 Elsevier Inc. All rights reserved.



frequency deviation control (FDC) among various subsystems [8]. Hitherto, multiple

control methodologies for LFC in isolated HMG have been presented where the systems

under study experienced various disturbances. Among different efforts, the small signal

stability analysis of an HMG with an isolated load was explored in [9], in which the

suggested system could achieve a proper frequency balance at different operating points.

The load FDC of an isolated small-hydro plant was presented in [10], utilizing the

reduced dump or resistive load approach and on/off control technique. A coordinated

proportional-integral-differential (PID)-type control between FC and DLC systems

was suggested in [11,12] for an isolated HMG as a contribution to FDC, with certain

enhancements in quantitative and qualitative characteristics compared to prior studies.

In engineering practices, an efficient isolatedHMGoperation can be achieved by opti-

mal parameter tuning of PID-type controllers. In this regard, several control and optimi-

zation procedures for the FDC of isolated HMG have been developed [13,14]. Very

recently, tuned fractional order (FO)PID controllers were applied for automatic LFC

problem of islanded HMG in a hybrid classical and advanced strategy [15,16]. How-

ever, all these offline parameter tuning efforts experienced several issues such as pre-

mature convergence, time complexity, and parameter tuning search space to obtain a

higher degree of FDC. Applying the constant FOPID in these works might limit a

control engineer from manipulating all characteristics of this controller, such as

the usage of integration and derivative actions, toward a well-performing frequency

control [17].

To overcome the LFC problems in the isolated HMG, we aim to provide the syn-

thesis of a new flexible (FO)PID-based FDC to evaluate the grid stability under dif-

ferent levels of RESs penetration and load disturbances. For this goal, we describe an

online tuning of the variable (FO)PID (V(FO)PID) controller using a neural network

(NN) trained by the stochastic reinforcement learning (SRL) approach. This automatic

approach, which admits capturing all the controller advantages with its additional fea-

tures and “tuning knobs”, such as improved robustness and disturbance rejection, as

well as its contributions to time delay systems, can lead to the generation of such con-

trol laws that improve the performance of the control system. The research motivation

in this chapter is to design an online multiagent method to improve the system per-

formance by addressing the problem of FDC for an islanded HMG based on a self-

tuned NN-V(FO)PID controller connected with SRL. It is worth noting that the pres-

ented approach demonstrates a successful controller tuning effort in a multiagent

structure, which is valid for FDC in isolated HMG typologies.

9.2 Isolated HMG configuration and mathematical
modeling

9.2.1 System structure

A typical isolated power generation and energy storage system — the isolated HMG

under investigation— is shown in Fig. 1. The isolated HMG comprises several power

generation and storage subsystems referred to asWTG, PV, FC, and the DLC bank. To

provide isolated loads, all these four subsystems are linked in parallel to a shared AC
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bus line, with PV, FC, and DLC connected via three independent DC/AC converters.

This system uses the PV and WTG as major energy sources, with power generation

taking precedence to fulfill the load demand. The dynamic characteristic of the system

and components are usually time-varying with high order nonlinear dynamics. How-

ever, linearized low-order models are employed to execute LFC synthesis concerning

the variations in load or output power of RESs.

9.2.2 WTG model

Mechanical power in the turbine section is dictated by wind speed, which has a

direct impact on WTG output power PWTG. This effect can be illustrated as

PWTG¼0.5ρAυ3Cp(λ,θ), where ρ (kg/m
3) is the density of air, A (m2) is the area swept

by the blades of the rotor, υ (m/s) is the wind velocity, and Cp is the rotor efficiency,

which is a function of tip speed ratio λ and pitch angle θ. The maximum value of Cp

can be obtained for a particular direction of the blades and when the λ is at its specific
value (see Fig. 2A). The rotor speed can preserve λ at its optimal value depending on υ,
allowing the maximum energy from the wind to be utilized. Fig. 2B explains the var-

iation in PWTG as a function of υ. By control of θ, the power stayed constant when υ
increased through the rated wind velocity and takes its maximum value when

14<υ<25. For υ>25, the system shuts down. By introducing TWTG as the time con-

stant of the turbine, the mathematical model of WTG can be given by

GWTG sð Þ ¼ ΔPWTG

ΔPwind
¼ 1

sTWTG + 1
, (1)

where ΔPwind and ΔPWTG are the variations of the WTG mechanical and output

power, respectively.

Fig. 1 A schematic diagram of the isolated HMG.
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9.2.3 PV model

The PV system, which comprises solar panels coupled in series and parallel structure,

is one of the most promising, adaptable, and environmentally friendly power sources.

Based on solar cell temperature and array area, PV transforms solar radiation to elec-

trical data. The output power PPV can be defined in terms of conversion efficiency

η (°C�1), PV array area S (m2), solar irradiation φ (W/m2), and ambient temperature

Ta (°C) as PPV¼ηSφ(1�0.005(Ta�25)). Variations in solar irradiation to PV system

output power can be characterized by

GPV sð Þ ¼ ΔPPV

Δφ ¼ 1

sTPV + 1
, (2)

where TPV is the PV time constant. Due to dust accumulation and temperature

variations, the real efficiency of module might be as low as 70% of the standard test

conditions efficiency given by the manufacturer.

9.2.4 FC model

RESs that incorporate the DLC system are appropriate for power supply stabilization.

The suggested system, on the other hand, is mostly made up of natural energy sources

including FC technology, which is regarded as a high-efficiency power generation

system. The fuel supply portions of this static device, such as pumps and valves, have

slow dynamics, resulting in decreased power production. The first-order time delay

transfer function

GFC sð Þ ¼ 1

sTFC + 1
, (3)

Fig. 2 Variation of Cp and PWTG as a function of tip speed ratio and wind velocity [11].

(A) Cp–λ and (B) PWTG–υ.
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with TFC as the FC time constant, is used to calculate the dynamic response of the FC

system. To simulate and explore our isolated HMG with complex components,

fractional-order models can also be used in FC and DLC modelling which offers

the benefit of improved accuracy as compared to traditional integer models, especially

for the dynamics under transient operating circumstances [18–20].

9.2.5 DLC model

Electrochemical capacitors with porous electrodes and the DLC charging process play

a critical role in meeting the demands of a variety of applications, including electric

cars, power quality, and ESS technology for RESs. DLCs, sometimes known as super-

capacitors or ultracapacitors, can be represented by

GDLC sð Þ ¼ 1

sTDLC + 1
, (4)

where TDLC is the time constant, with bigger frequency bands needing a higher number

of parameters.

9.2.6 Frequency deviation model

An effective control of given subsystems is required for the isolated HMG in its steady

operation with various power generators. This is accomplished by controlling the var-

iation in the frequency profile Δf, which can be given by Δf¼KHMG
�1 ΔP, with

ΔP¼Pnet�Pload, where Pnet and Pload are the net and load power, respectively,

and KHMG is the system frequency constant of the given HMG. The dynamical model

of frequency variation based on per unit power deviation may be expressed as follows:

Δf
ΔP ¼ 1

sM + D
, (5)

where M and D are inertia and damping constants of the isolated HMG, respectively.

9.3 (FO)PID controllers, actions, and tuning rules

PID-type controllers have a wide range of popularity due to their ease of design and

strong performance, which includes low overshoot and short settling time for slow

processes. (FO)PID controllers are less sensitive to parameter changes and can easily

achieve the property of iso-damping. The general form of a constant (FO)PID control-

ler is as

y tð Þ ¼ Kpe tð Þ + KiD
�λe tð Þ + KdD

μe tð Þ, (6)
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where Dα is fractional derivative and integral operators for positive and negative α,
respectively, and the positive real constants μ and λ are the integration and differen-

tiation orders, respectively. Also, u(t) and e(t)¼Δf(t) are control and error signals,

respectively, and Kp, Ki, and Kd are the constant gains. Although this controller, when

the orders are not equal to one, provides additional tuning freedom, allowing it to meet

precise control performance, it can bound a control engineer to manipulate all the fea-

tures. Instead, the V(FO)PID controller with five online tunable parameters can con-

siderably improve the control performance requirements. According to Fig. 3A, we

can not only move continuously in the PID plane instead of jumping between the fixed

points but we can also search for desirable controller parameters in a space inside the

cube and between the eight vertices.

9.3.1 Control actions

When the related gains and orders of each function change, both integration and dif-

ferential functions have an impact on the steady-state process and dynamic features. In

general, a PID-type controller has three control actions:

l Proportional action:When the control error is minor, the proportional advantage is its ability

to supply a smaller control variable and minimize unnecessary control efforts.
l Integral action: While a large Kiwill make a system more unstable with oscillations, a small

gain will cause the system to deviate from its optimal dynamic performance. The frequency

band is also large for small λ, and the system is stable with quick reaction and static error. In

the other direction, an oversize of λwill overshadow the system stability with the increase of

the overshoot, rise time, and settling time.
l Derivative action: Kd has no effect on steady-state error, but may enhance dynamic features.

With a small Kd, the overshoot and settling time will rise, but with a large gain, the system

noise will grow, and the system performance in disturbance tolerance will be degraded.

When μ is small, it increases the response accuracy. However, increasing this order reduces

the system overshoot and settling time, and for an oversize μ, the closed-loop stability will be
negatively affected.

To achieve sufficient control performance for a target system, it is required to keep not

only the gains but also the fractional orders of the controllers in a desirable range. This

can be obtained by optimal tuning of the parameters of the PID-type controllers

toward efficient operation of the system.

Fig. 3 The proposed V(FO)PID controller: (A) basic scheme and (B) its NN-based tuning

scheme.

208 Power System Frequency Control



9.3.2 Tuning rules

The tuning of most PID-type controllers is always a challenging task. According to the

literature, there are three types of tuning procedures for PID-type controllers [21]:

heuristic, rule-based, and model-based tuning approaches. A heuristic tuning

approach, such as the trial-and-error method, is one that uses general rules to provide

approximate or qualitative outcomes. This is currently the most often used method in

industrial control; however, due to the obvious drawbacks it is not acceptable to use

this method for intelligent system control where the goal is to achieve the best possible

control system performance while minimizing the required control effort to help

reduce energy waste. On the other hand, by using simple mathematical methods,

rule-based approaches, such as Ziegler-Nichols and Cohen-Coon, can tune a PID-type

controller by assuming a specific process response. Model-based tuning, also known

as optimization-based tuning, helps one to achieve the parameters optimally. In addi-

tion to these three methods, offline and online methods are two other well-known cat-

egories in the tuning of PID-type controllers. Unlike offline tuning, the online method

admits capturing all the controllers’ advantages with its additional features, resulting

in improved performance and disturbance rejection. For online tuning purposes, the

V(FO)PID controller can be given as

y tð Þ ¼ Kp tð Þe tð Þ + Ki tð ÞD�λ tð Þe tð Þ + Kd tð ÞDμ tð Þe tð Þ, (7)

where D� λ(t) and Dμ(t) are variable fractional order integral (VFOI) and derivative

(VFOD), respectively. In the case of using fractional operators, a powerful computing

device is required to implement the controller (7) with fixed- or floating-point arith-

metic. Therefore, we apply parallel connections of fractional order modeling and con-

trol (FOMCON) library blocks proposed in [22] to offer a real-time switch between

fractional operators with an order resolution of 0.1. These functions switch between

multiple fractional integration and differentiation operators and are used to implement

a VFOPID controller according to the tuned parameters in combination with switching

objective functions and emerging from an input signal produced from the NN tuner

system (see Fig. 3B).

9.4 The proposed (FO)PID-based LFC: Multiagent
NN-based online tuning approach

9.4.1 Coordinated control strategy

The FDC problem in the proposed isolated HMG can be handled with improved power

qualitybyutilizing a coordinated control approachbetweenFCandDLCsubsystems, see

Fig. 4. These two devices serve as backups, compensating for large and low frequency

deviations, respectively. Also, in long-term operation, a high-pass filter (HPF) can

decrease DLC charging and discharging. The net power generation is determined by

Pnet ¼ PWTG + PPV + PFC � PDLC: (8)
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For the control purpose, an online tuning-based V(FO)PID controller is used, which

admits capturing all notable features of the controller. It is worth mentioning that the

resilience of the isolated HMG can be increased by online tuning of the controller

using NN technique learned by SRL algorithm, which select right combination of

NNs parameters to avoid conflict between agents and realize which V(FO)PID coef-

ficients are more significant. This approach of selecting the parameters is beneficial in

FDC purposes in the HMG, which necessitates additional system reliability consider-

ations. In this regard, a multiagent structure is used to adjust the controller, which is

beneficial for the FDC purpose. As illustrated in the next sections, our online-tuned

NN-based V(FO)PID controller technique makes a successful effort toward FDC in

the given isolated HMG.

9.4.2 NN-based online tuner

The main idea of NN-based online tuner is an architecture design that uses the control

error signal to change the values of the V(FO)PID parameters [23]. The PID-type con-

troller can be automatically adapted to any process using this intelligent technique. On

the other hand, it may be difficult to choose an appropriate architecture of the NN-

based tuner. In the proposed approach, evolutionary algorithms, such as the neuro-

evolutionary of augmenting topologies (NEAT) algorithm, tackle this problem by

changing the topology of NNs. We propose that the NN-based tuner adhere to the

PID-type controller concept, i.e., the NN-based tuner must include an integrator

D�1 and an optional differential element D due to perturbations in the control loop

which can destabilize the tuning process of all controller coefficients, see Fig. 4.

Moreover, NN must be built in such a way that negative outputs are avoided. Never-

theless, since variable Kd(t) is very sensitive to any rapid change of controller error,

the V(FO)PI version is the better choice for most processes. In the case of variable

orders, we must be sure about exact the range and resolution of outputs because they

are computationally complex in real-time control.

Fig. 4 Proposed coordinated multiagent FDC scheme.
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Selection of the suitable activation function is very important in the design of an

NN-based tuner, where it must transform all negative inputs to a positive output. Two

original tansig and sigmoid activation functions are not acceptable due to the negative
range of the first function and a failure to address the rising output for negative inputs.

As a solution, we propose the following modified tansig function

y ¼ n

1 + e�jxj �
n
2

(9)

with absolute input value of x and constrained output range determined by constant n.
Here, the absolute value of x is used to avoid negative output, provide a sufficient

range of coefficients for controller, and make the tuning more robust. We avoid con-

necting the HPF to the NN-based tuner since it has a negative impact on the stability of

the tuner and confuses the reward system. Therefore, the input signal for both agents is

the same.

9.4.3 SRL-based training for multiple agents

Using RL technique and in a combined strategy of both heuristic and rule-based

methods, we try to obtain the optimal NN weights. In our proposed method, the effec-

tiveness of the NN training system associated with RL is largely determined by the

design of the rewarding mechanism. In FDC purposes of the isolated HMG from any

order and degree of complexity, the most significant feature is the allowable range of

frequency deviation. However, the technique for designing a standard reward system

remains still an open question, as each application necessitates a unique approach.

Furthermore, the optimal range of weights for every tuner is also individual, but here

due to the unlimited range of optimal controller coefficients, it is not clear how

machine learning (ML) methods can find weights with right magnitude. To avoid

some problems related to the optimization algorithms, such as gradient descent in

which it takes a long time to reach a local minimum and only allows for a narrow

range of ideal weights, here we propose SRL method for effective tuning of the

parameters.

To train numerous RL agents and enable optimal online tuning of each V(FO)PID

controller, we employ a basic SRL in which random weights are generated M times.

The training is based on reward feedback arranged by the reward system provided in

[22], which allows for the best weights by selecting actions with the highest potential

reward. In this method, we perform actions at at (i.e., Kp(t), Ki(t), and Kd(t)) and
check the received maximum average reward ravr,max of each agent individually,

where the main criterion for rewarding is the magnitude of Δf (see (10)), and an

agent receives a positive reward +r if Δf is less than 0.01 Hz; otherwise, it receives

a negative reward.

rt ¼ 0:5 + 10 Δfj jð Þ�1
, if 10 Δfj j< 0:01,

�20 Δfj j, if 10 Δfj j> 0:01:

�
(10)
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9.5 Simulation results

Dynamic models for the main subsystems were constructed using MATLAB/

Simulink to develop an overall power management strategy for the proposed system

and to examine its performance. The parameters used in the system modeling are as

TWTG¼1.5 s, TPV¼1.8 s, TFC¼0.26 s, TDLC¼0.01 s, M¼0.4, and D¼0.03. Also,

Fig. 5A and B illustrates the real wind speed and sun irradiation, respectively. The

time scale utilized in analysis is expressed by sampling time, while the time on the

representative day to be simulated is expressed by assumption time. In simulation,

the sampling time interval was chosen as 5�10�5, which equals to 0.003 min in

the assumption time. The power produced by WTG and PV systems over the course

of a day is shown in Fig. 5C. From this figure, step load demands are applied to the

system to demonstrate effectiveness of the proposed method.

Fig. 5 (A, B) The real data from RESs and (C) power produced by WTG and PV and variation

of load demand.

212 Power System Frequency Control



Fig. 6A and B shows the output power of DLC and FC, respectively, with and with-

out NN. As seen, the lower required ESS capacity can be found by using the

NN-FOPID. As shown in Fig. 7, the frequency deviation can be controlled suitably

by coordinating FC and DLC to compensate for the shortage and complement full

hybrid power generation with considering the impact of system frequency variation.

According to the results, we can see an insignificant influence of WTG and PV dis-

turbances on the proposed combination of NN and variable PID-type controller. In

contrast, the traditional controllers show less flexibility in this case. In terms of tran-

sient response, the NN-based V(FO)PID controller has a smaller overshoot with a

shorter settling time, thus indicating a faster transient time and hence better reference

tracking performance. In terms of steady state, the NN-based controllers have small

steady-state errors and reduce the values of the integral absolute error (IAE), mean

square error (MSE), and root MSE (RMSE) when compared to the traditional PID-

type controller (see Table 1). As seen, the proposed combination of NN and V(FO)

PID produces the best results. One can see that when NN is combined with V(FO)

PID, the reactions to the system disturbances are reduced. Fig. 8A and B illustrates

parameters of the online tuned V(FO)PID controller for both agents 1 and 2. Here,

we can see how NN adjusts the parameters of both controllers to optimal values after

each step in the signal.

Fig. 6 (A) DLC output power and (B) FC output power with and without NN.

Fig. 7 Frequency deviation: (A) standard and (B) zoom in modes.
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9.6 Conclusion

In this chapter, we presented a novel combination of NN and V(FO)PID controllers

applied to the LFC problem in isolated HMG with high RES penetration, where the

SRL algorithm optimized all tuned parameters (both gains and orders) of this control-

ler. We demonstrated that combining a V(FO)PID controller with an NN-based tuner

is an effective strategy for FDC tasks. Unlike traditional PID-type controllers, the

NN-based V(FO)PID controller has active support from a ML algorithm, allowing

it to self-adapt to HMG disturbances and produce smooth frequency deviation.

The results demonstrate that the proposed combination of PID-type controllers and

NN tuner captures all the remarkable advantages of the controller and gives rise to

the generation of control laws that improve both transient and steady-state errors.

In summary, the major benefits of the proposed solution can be summarized as

follows:

l An effective NN-tuning-based system for V(FO)PID controller coefficients using SRL strat-

egy to find optimal weights of the controller.
l Fast training of NN-based tuner by the proposed effective SRL algorithm.
l Capturing all tuning knobs of the V(FO)PID controller by designing a self-tuning technique,

resulting in robustness improvement, fast recovery time, and frequency stability

enhancement.
l Capability of the designed controller over a wide range of operating conditions due to its

flexibility in use of integration and derivative actions toward a well performance in fre-

quency support operations with multiple DGs and RESs.

Table 1 Performance result of isolated HMG with different controllers.

NN-FOPID NN-PID FOPID PID Without

IAE 0.003324 0.004559 0.005774 0.006403 13.78

RMSE 0.0001804 0.0002482 0.000322 0.000323 0.6201

MSE 3.2528�10-8 6.1618�10-8 1.0633�10-7 1.0416�10-7 0.3845

Fig. 8 Online tuning of VFOPID controllers: (A) agent 1 and (B) agent 2.
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High precision modeling of the subsystems utilizing mathematical methodologies

such as fractional calculus, notably generating and storage elements like FCs and

DLCs, will be the foundation for the future study and development of the HMG, par-

ticularly for the estimation and energy management.
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