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INTRODUCTION

Decades ago it was common to keep Intensive Care Unit (ICU) patients in deep
anaesthesia. Fresh strategies consider patients’ individual needs dynamic in nature
as clinical circumstances and therpeutic targets change over time usually resulting
in slightly sedated cooperative patient [109, 92].

Inaccurate pain assessment and the resulting inadequate treatment of pain in
critically ill patients can have significant physiological and psychological con-
sequences. For example, pain increases myocardial workload, which can lead to
myocardial ischemia or to splinting, atelectasis and a cascade of events that in turn
can lead to pneumonia [64]. There is also the risk of patient self injury resulting
from removal of the endotracheal tube or vital catheters. Development of a post
traumatic stress disorder can be caused by being awake and experiencing severe
pain. There are risks related to oversedation as well, including venous thrombo-
sis, reduced blood pressure and pneumonia [109]. As the common effect of most
sedatives is respiratory depression, prolonged mechanical ventilation can be re-
quired resulting in the prolonged ICU and hospital stay which yields increased
cost of care.

In order to achieve adequate anaesthesia it is important to understand the na-
ture of anaesthesia. There are several components forming the state of the patient
called as anaesthesia including amnesia, unconsciousness (hypnosis), antinoci-
ception, and neuromuscular blockade (paralysis). Amnesia is temporary loss of
memory caused by sedative or hypnotic drugs. Unconciousness is the state of
patient involving lack of responsivness to external stimuli. Antinociception is
reduced sensitivity to painful stimuli. Neuromuscular blocade is inability to ac-
tivate sceletal muscles as a result of a blockade at neuromuscular junction. Gen-
eral anaesthetic drugs induce all these components of anaesthesia depending on
dosage. First to appear is unconciousness followed by antinociception and paraly-
sis as dose increases. Each component of anaesthesia can be induced separately by
a specific drug and must be assessed separately using adequate methods. Propo-
fol, for example, is a pure hypnotic and the effect of propofol can be assessed
using EEG analysis. For assessing the level of neuromuscular blocade the method
called train-of-four test is used. The lack of responsiveness does not necessarily
mean lack of awareness or lack of memory. Severe neuromuscular blocade ac-
companied with inadequate hypnosis and antinociception can result in memories
of pain while the patient is not able to respond to the painful stimuli. Accurate
measuring of pain, agitation, sedation and other related variables is essential to
avoid excessive or prolonged sedation and ensure patient safety.

For communicative patients self-reporting is the best indicator of pain. Pain
scales incorporating observed behavior and physiologic measures are used for
non-communicative patients.
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The main premises of the present thesis can be summarised as follows:

• in interference-free and artifact-free conditions the EEG signal becomes
more regular (less complex) in deepening sedation of anaesthesia with most
common sedative drugs. This change can be assessed and quantified by
estimating the complexity of the signal

• wide variety of measures based on different mathematical frameworks have
been used in commercial monitoring devices and proposed in scientific lit-
erature to assess this change

• in numerous studies EEG complexity based methods have been shown to
give misleading results in situations like arousal, presence of muscle activ-
ity, epileptogenic patterns etc.

The main goal of the research presented in this thesis was to study the impact
of the mathematical background of selected algorithms of signal complexity and
entropy on the capability of these algorithms to follow the changes in the patient
condition in the ICU. This goal is addressed by the following methodology:

• by changing the useful bandwidth of the EEG signal or calculation paradigm
of the algorithms (signal windowing scheme or power spectrum calculation
method, for example) the behaviour of the signal complexity measures with
respect to clinical sedation scores is studied

• by fixing certain signal properties using surrogate analysis the capablility
of the selected algorithms to follow the known change in either the patient
condition or other properties of the signal is studied.

The results obtained will contribute to better understanding by clinicians and
biomedical engineers of the tools used for brain monitoring in the ICU.

In the first part of the thesis the basic principles of assessing the level of se-
dation are discussed. The effect of common anaesthetic agents to human EEG
are explained followed by an explanation of the methods applied in commercial
anaesthesia monitors to detect these changes and estimate the level of sedation as
a result.

In the second part of the thesis EEG signal complexity based methods are stud-
ied in-depth. Three studies are presented explaining the effect of the method used
for power spectrum calculation on the spectral entropy measure, indicating the
influence of the prefilter settings on the behavior of the entropy/complexity mea-
sures and showing the opposite behaviour of the spectral entropy and approximate
entropy measures in the case of developing alpha rhythm.

In the third part entropy/complexity measures are studied further in their limits
using surrogate analysis.
The present thesis is based on the following publications that are referred to in the
text by their Roman numerals I-V:
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1 PATIENT MANAGEMENT AND COMMON
SEDATIVE DRUGS IN THE ICU

Historically patients were kept awake during mechanical ventilation [71, 75].
Since the introduction of infusion administered sedatives like diazepam, for ex-
ample, in the late 1960s allowing titration to a desired level, sedation became a
standard treatment in ICU patients undergoing mechanical ventilation as the first
generation ventilators were not sensitive enough to avoid dyssynchrony between
the patient and the ventilator [103].

Recently the focus of sedation management has shifted to the lenght of me-
chanical ventilation and duration of ICU and hospital stay [50, 12]. The sim-
ple intervention of stopping both sedation and analgesics until patients either be-
come aroused or clearly uncomfortable, repeated on a daily basis, has become the
best practice. Unfortunately such a practice is followed in less than half cases
[52, 45, 22, 65, 107, 28].

Even fresher strategies suggest that successful management of ventilated pa-
tients is possible without sedation resulting significant reduction of stay in the ICU
(reduction by 10 days on the average) and total hospital stay (reduction by 24 days
on the average). Removing the reasons for patient discomfort like anger, depres-
sion, pain, inability to cooperate with the ventilator, hypoxia, and hypercapnia is
suggested instead of using sedation. An unsedated comfortable patient allows to
monitor central nervous system function, get feedback about organ perfusion and
to detect the worsening of patient condition like the development of delirium, for
example, earlier [103].

The management of critical care patient is complex and decision making in this
setting is challenging involving about 50 variables related to assessment, physi-
ology and treatment both pre- and post intervention. Sedation management is
just one yet important integral component of care [4, 45] including itself several
components like hypnosis and analgesia, for example.

The hypnotic based sedation (HBS) strategy involves maintaining certain level
of sedation as the primary end-point using midazolam or propofol with analgesics
added as needed. The analgesia based sedation (ABS) strategy optimises patient
discomfort and pain by the titration of remifentanil while hypnotic agents are
given as needed [70, 49]. This strategy results in signifcant reduction of duration
of mechanical ventilation and ICU stay [83].

Analgestic therapy is usually delivered using opioids [98]. Opioids block neu-
rons that transmit nociception but do not affect other modalities and motor func-
tions. The depression of respiratory function is dose dependent and increases if
used in combination with benzodiazepines. The most widely used opioids are
morphine, fentanyl and its derviate remifentanil [30].

Fentanyl is highly lipid soluble synthetic narcotic analgesic able to cross blood-
brain barrier quickly yielding in rapid onset of action. As also the duration of

13



Figure 1.1: Functional binding sites on the GABA receptor. Adapted from [80].

action is short continuos infusion is required for sustained effect. Fentanyl has no
histamine release or venodilating effects and no active metabolites [93].

While other opioids require hepatic transformation and renal excretion, remifen-
tanil is metabolized by unspecific esterases that are widespread throughout the
plasma, red blood cells, and interstitial tissues [8]. Remifentanil is the primary
choice for ABS [11].

In intravenous sedation hypnotic drugs interact with the inhibitory g-amino-
butyric acid (GABA) system that counteracts excitatory neurotransmitters (see
Figure 1.1).

Benzodiazepines limit the degree of modulation of GABA receptors, mida-
zolam and lorazepam being the most common in ICU setting. Receptor occu-
pancies around 20% are suggested to provide anxiolysis, 30-50% sedation, and
more than 60% hypnosis [5]. They block the acquisition and encoding of new
information (anterograde amnesia), but they do not induce retrograde amnesia.
Benzodiazepines are the most widely used sedatives in medicine [122].

Propofol is a pure hypnotic with rapid onset and offset formulated in an oil-in-
water emulsion. Propofol’s rapid onset and offset actions are due to its lipophilic
proprties allowing rapid crossing of the blood-brain barrier [30].
Propofol is preferred for the time period up to 72h and for longer terms midazolam
is the preferred choice [63].

Dexmedetomidine is a relatively new centrally acting a2-agonist for ICU se-
dation having both sedative and analgesic properties [105, 62, 112]. The potential
benefits of dexmedetomidine include modulation of the cardiovascular response
to stressful procedures [111, 1], the absence of clinically significant respiratory
depression [113], and the ability to sedate with only mild cognitive impairment
[36].
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The use of volatile anaesthetics as sedative agents in ICU have been restricted
due to ambient air pollution risks. The introduction of new technologies like
the AnaConDa® filter connected to normal ICU ventilators allows maintaining
90% of the volatile anaesthetic inside the patient and thus simplifying admin-
istration of volatile anaesthetics in this setting [9]. Volatile sedative agents are
considered as the useful supplement to modern intravenous ABS techniques. The
most frequently used volatile anaesthetics are isoflurane, desflurane and halothane
[99, 100].

Isoflurane can be used for sedation in ICU patients undergoing mechanical
ventilation providing adequate sedation with significally shorter awakening times
compared with midazolam and without tolerance or withdrawal symptoms [51,
101, 66, 86]. Isoflurane is eliminated completely via exhalation if administration
is discontinued making it one of the safest anaesthetic drugs [14].

There are several subjective methods for monitoring the depth of sedation in
ICU including Ramsay Sedation Scale (RSS), Sedation Agitation Scale (SAS),
Motor Activity Assessment Scale (MAAS), Richmond Agitation Sedation Scale
(RASS) [89].

Although the Ramsay Sedation Scale was not intended for use as clinical moni-
toring tool, it appears to be one of the most commonly used sedation scales in-
troduced nearly four decades ago [78]. It identifies six levels according to patient
rousability (Table 1.1)

Table 1.1: Ramsay Sedation Scale
Score Patient state

1 Patient awake, anxious and agitated or restless or both
2 Patient awake, co-operative, orientated, and tranquil
3 Patient awake, responds to commands only
4 Patient asleep, brisk response to a light glabellar tap or loud

auditory stimulus
5 Patient asleep, sluggish response to a light glabellar tap or loud

auditory stimulus
6 Patient asleep, no response to a light glabellar tap or loud

auditory stimulus

The Riker Sedation-Agitation Scale (SAS) was developed and tested for ICU
use identifying 7 levels, ranging from dangerous agitation to deep sedation (Table
1.2) [17, 81].

The Motor Activity Assessment Scale (MAAS) is similar to SAS (Table1.3)
[24, 108].

The Richmond Agitation-Sedation Scale (RASS) is a 10-point scale (Table 1.4)
developed at Virginia Commonwealth University in Richmond. It has has discrete
criteria for levels of sedation and agitation and can be rated briefly using three
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Table 1.2: Riker Sedation-Agitation Scale
Score Diagnosis Observation

7 Dangerously agitated Pulls at endotracheal tube; tries to
remove catheters; climbs over bed rail;
strikes at staff; thrashes from side to side

6 Very agitated Does not calm down despite frequent
verbal reminding of limits; requires
physical restraints; bites endotracheal
tube

5 Agitated Anxious or mildly agitated; attempts to
sit up; calms down in response to verbal
instructions

4 Calm and cooperative Calm; awakens easily; follows
commands

3 Sedated Difficult to arouse; awakens to verbal
stimuli or gentle shaking but drifts off
again; follows simple commands

2 Very Sedated Arouses to physical stimuli but does not
communicate or follow commands; may
move spontaneously

1 Unable to be aroused Minimal or no response to noxious
stimuli; does not communicate or follow
commands

clearly defined steps. The duration of eye contact following verbal stimulation is
used as the principal means of titrating sedation allowing assessment of thought
content, the other component of conciousness beside arousal [91, 90, 74].

The known limitations of subjective sedation scales are inter-rater variablity,
limited use in patients with cognitive dysfunction disorders, not useful in patients
in neuromuscular blockers and incapability of discriminanting between deeper
sedation levels [82]. The disturbance caused by patient stimulation for evaluation
may arouse and agitate the patient and contribute to psychological sequelae [84].

Objective measures of depth of sedation include lower oesophageal sphincter
contractility measurement, heart rate variability measurement, evoked potentials
and electroencephalography (EEG) derived parameters such as Bispectral Index
(BIS), Entropy, Patient State Index, Narcotrend etc. [124]. BIS offers a single
value between 0 and 100 representing an integrated measure of cerebral activity
[96, 104]. While the concept of a single number to guide how to titrate drug doses
is certainly appealing the clear benefits of using sedation monitor are not clear
[54]. The studies of correlation between BIS and subjective sedation have shown
varying results [95, 26, 21]. There is significant overlap between BIS values and
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Table 1.3: Motor Activity Assessment Scale
Score Diagnosis Observation

0 Unresponsive Patient does not move with noxious
stimulus

1 Responsive only to
noxious stimuli

Patient opens eyes or raises eyebrows or
turns head toward stimulus or moves
limbs with noxious stimulus

2 Responsive to touch and
name

Patient opens eyes or raises eyebrows or
turns head toward stimulus or moves
limbs when touched or name is loudly
spoken

3 Calm and cooperative Patient does not require external
stimulus to elicit movement; adjusts
sheets or clothes purposefully; follows
commands

4 Restless but cooperative Patient does not require external
stimulus to elicit movement; picks at
sheets or clothes or uncovers self;
follows commands

5 Agitated Patient does not require external
stimulus to elicit movement; attempts to
sit up or moves limbs out of bed; does
not consistently follow commands

6 Dangerously agitated,
uncooperative

Patient does not require external
stimulus to elicit movement; pulls at
tubes or catheters, thrashes from side to
side, strikes at staff, or tries to climb out
of bed; does not calm down when asked

clinical scores [85, 124]. BIS is unable to discriminate between different agitation
levels and clinical scales are not able to discriminate between deeper levels of
sedation in unresponsive patients.

The reduction of drug use with the help of BIS monitoring is questionable. The
recent study by Olson et.al. shows higher doses of dexmedetomidine or benzodi-
azepines were given in BIS-augmented titration versus clinical assessment alone
[68].

While clinical sedation scales are designed to address both agitation and se-
dation the EEG monitors were designed to measure depth of sedation to reduce
risk of recall - amnesia [85], what may not be a valid endpoint for ICU sedation
[47], especially in the era of ABS. Patients with factual memories are less likely
to develop post traumatic stress disorder [103].
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Table 1.4: Richmond Agitation Sedation Scale (RASS)
Score Diagnosis Observation
+4 Combative Combative, violent, danger to staff
+3 Very agitated Pulls or removes tubes or catheters,

aggressive
+2 Agitated Frequent nonpurposeful movement,

fights ventilator
+1 Restless Anxious, apprehensive, but not

aggressive
0 Alert and calm Alert and calm
-1 Drowsy Not fully alert, but has sustained

awakening, eye contact to voice > 10s
-2 Light sedation Briefly awakens, eye contact to voice <

10s
-3 Moderate sedation Movement or eye opening to voice, no

eye contact
-4 Deep sedation No response to voice, movement or eye

opening to physical stimulation
-5 Unarousable No response
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2 EEG IN THE ICU

Continuous monitoring of the ICU patient EEG is becoming as common as moni-
toring of cardiac function. Although monitoring of celebral function is more dif-
ficult than monitoring of cardiac function, advancements in related technologies
have made it more practical in recent years. The reasons not to use EEG moni-
toring are more logistical in nature like electrode maintenance, lack of effective
computer algorithms to assist monitoring and lack of EEG experts. The advance-
ments in computing power and algorithms development are essential to make con-
tinuous EEG monitoring (cEEG) more feasible as manual interpretation of EEG
is impractical [42].

In this chapter the role of EEG monitoring in the ICU is discussed first and
related commercial brain monitoring devices employing EEG signal analysis are
described subsequently. These devices have been designed primarily for the as-
sessment of the depth of general anaesthesia in the operating room, however, seve-
ral of them have been approved also for brain monitoring in the ICU.

2.1 The advantages of EEG monitoring in the ICU

The goal of EEG monitoring in ICU is to detect the onset abnormalities at a re-
versible stage [10]. There has been a lot of discussion on the use of EEG moni-
toring in the ICU [27, 44, 48]. Recently Guerit et. al. published a review on the
consensus of the use of neurophysiological tests, including EEG measurement, in
the ICU [32]. It is commonly accepted that the detection of epileptic patterns is
the most important aspect of EEG monitoring in neurological ICU [3]. However,
numerous studies indicate that EEG, if interpreted by an experienced expert, con-
tains a lot of useful information on, for example, the level of sedation, severity of
brain damage or occurrence of hypoxic episodes. Also, EEG can have predictive
value in patients suffering from severe brain damage or spontaneous haemorrhage
[25, 118]. EEG can be used to detect delirium [73], a cognitive dysfunction caus-
ing inreased morbidity and prolonged ICU and hospital stay [119] with incidence
rate ranging up to 50% [20].

It is strongly recommended to record audio and video together with all EEG
studies in the ICU. It helps to identify clinical correlates of subtle seizures, and
clinical events that mimic seizures. It is also very useful for artifact recognition
as many artifacts like chewing/eating, patting/chest percussion, vibrating bed etc.,
mimic seizures and other important EEG patterns [43]. In addition to or in ab-
sence of video recordings notations by nurses and other staff regarding treatment,
intentional stimulation are of great help in subsequent EEG interpretation.
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2.2 Examples of Methods Applied in Commercial Anaesthesia Monitors

The key working principle of anaesthesia monitor is to follow and quantify the
EEG changes that occur with the deepening of anaesthesia. In awake relaxed
patients with the eyes closed a waves in frequency range 7.5 - 12.5 Hz domi-
nate. With induction of light propofol or sevoflurane anaesthesia the power in
the a range decreases and increases in the b frequency range 12.5 - 30Hz . The
deepening of anaesthesia results in decrease of high frequency activity in a and
b frequency band, slow waves begin to dominate in d and q ranges, 1.5 - 3.5 Hz
and 3.5 - 7.5 Hz respectively [33]. Even deeper states of anaesthesia result in
burst suppression EEG patterns where periodic epochs of electrical silence alter-
nate with slow activity. Ultimately isolectrical silence appers with deep levels of
anaesthesia.

The Bispectral Index Score (BIS) was developed by Aspect Medical Systems
Inc. in the beginning of 90s and is validated for both Operating Room (OR) and
ICU use. After applying artifact removal BIS combines the following parameters
into single scalar between 0 and 100 using proprietary non-linear algorithm: Rel-
ative Beta Ratio (RBR), SynchFastSlow, Burst-Suppression Ratio [15]. Relative
Beta Ratio is calculated in frequency domain

RBR = log(P30�47Hz/P11�20Hz)

where Pf1� f2 denotes spectral power in EEG frequency band f1 � f2. Relative
Beta Ratio follows power increase in b frequency range and is most influential
parameter in light hypnotic states. SynchFastSlow (SFS) is bispectral domain
parameter calculated as

SFS = log(B0.5�47Hz/B40�47Hz)

where B f1� f2 is the bispectral power in frequncy range f1 � f2. SynchFastSlow
component of BIS predominates in surgical levels of anaesthesia.

Burst - Suppression Ratio (BSR) is calculated in the time domain and quanti-
fies the extent of brain electrical inactivity during deep levels of the anaesthesia:

BSR = tsuppression/tepoch ⇤100%

While numerous studies [18, 29, 57, 60, 96, 124] confirm BIS correlates well
with behavioral measures of sedation there are also several studies pointing at
misbehaviours BIS. Discontiunuation of nitrous oxide N2O was reported to cause
declining BIS values as a result of an increase in d and q ranges showing deep
anaesthesia - like patterns [77, 76, 37]. Ketamine administration causes differ-
ent effects on EEG compared to general effects described above resulting in in-
crease of BIS values [41, 38, 114]. A doubling or event tripling in isoflurane
concentrations from 0.79% has reported to cause increase in BIS values result-
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ing form increase in spectral power in a and b frequency bands similar to light
anaesthesia [16, 23]. Onset of hypoglycemia produces EEG changes similar to
general anaesthesia as described above and thus contribute to decrease in BIS val-
ues [110, 123, 117]. Electromyogram (EMG) frequency range overlaps with 30
- 47 Hz region of interest of RBR calculation and can therefore cause increased
BIS values not reflecting the state of patient accurately [13, 6, 116, 97, 84]. This
effect can be eliminated using bolus of neuromuscular blocking drug [19, 31].

M-Entropy module is a depth of anaesthesia monitoring module developed for
the use in Datex-Ohmeda S/5 anaesthesia monitor. The method is based on the
idea that the entropy of the EEG signal decreases with the deepening anaesthesia.
Spectral entropy calculated over the frequency range of 0.8–32 Hz is called State
Entropy (SE) and spectral entropy calculated over 0.8–47Hz is called Response
Entropy (RE). Both parameters are normalised in a way that they become equal
when the spectral power of EMG (32 - 47 Hz) is zero making RE - SE effectively
a measure of EMG [115]. BIS being the de facto standard, Entropy Module has
been compared with BIS and clinical measures in several studies [79, 106, 39, 61,
53, 94].

Despite several studies have also questioned the reliability of frontal EEG
based depth of sedation monitors as BIS or Entropy Module [67, 120, 84, 85,
34, 35, 121] they cannot be replaced in patients receiving neuromuscular block-
ing drugs and/or at deeper, unresponsive levels of anaesthesia. In order to use such
a devices in a proper manner one must have deeper understanding of underlying
physiological processeses and signal processing aspects in order to be able to look
behind numbers on the screen.
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3 MEASURES OF EEG SIGNAL COMPLEXITY FOR
ASSESSING DEPTH OF SEDATION

Besides the methods applied in the commercial brain monitoring devices, numer-
ous other EEG signal measures have been proposed for brain monitoring in the
operating room or ICU. Vast majority of these methods attempt to quantify the
complexity or entropy of the EEG signal.

The algorithms can be divided into four categories according to their mathe-
matical background:

• methods based on power spectrum analysis

– Spectral Entropy
quantifies the flatness of the power spectrum as a measure of regularity

• methods based on phase space analysis

– Approximate Entropy
measures dispersion of the trajectory in phase space when phase space
dimension is increased by one

– Sample Entropy
is the enchanced version of the Approximate Entropy with, for exam-
ple, self-matches excluded

– Higuchi Fractal Dimension
is the measure describing how signal is changed depending on the
scale of measure

• methods quantifying pattern repetition in the signal

– Lempel-Ziv complexity
is a measure reflecting the rate of new pattern generation along given
sequence of symbols

– Permutation Entropy
measures the randomness of the occurrence of symbols in a time series

In this chapter an overview on the entropy/complexity algorithms studied is given
first and analysis of important aspects of their behaviour is presented subsequently.
It appears that due to different mathematical background the different entropy/
complexity algorithms can behave in a quite different manner. This is particularly
critical if the EEG signal contains artifacts or unexpected patterns. It is shown,
for example, that the method used for the calculation of the power spectrum has
significant impact on the value of Spectral Entropy (Publication II) and that the
prefilter settings of the EEG measurement device have different effects on the
performance of the signal complexity algorithms (Publication I). It is also shown
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that Approximate Entropy and Spectral Entropy can change in opposite direction
in certain conditions met in anaesthesia or sedation (Publication V).

3.1 Methods for the assessment of EEG signal entropy/complexity

In spite of the large variety of available methods for quantifying depth of hyp-
nosis all of them seem to work in a satisfactory manner in most cases if surgical
anaesthesia levels are considered. The situation is much more complicated in the
Intensive Care Unit (ICU), however. In addition to the sedative drugs several other
factors like various medication and the condition of the patient have influence on
the EEG signal. Also, the environment in the ICU is hostile from the point of view
of EEG measurement. Various kinds of equipment are used causing artifacts in
the signal.

Due to these reasons the measures of the depth of anaesthesia used in the op-
erating room often fail in the ICU and new parameters for quantifying depth of
hypnosis are being proposed continuously. In the following, several algorithms
quantifying the complexity of the EEG signal, proposed recently for the assess-
ment of the level of hypnosis, are shortly reviewed.

Spectral Entropy (SpEn) is calculated

SpEn =
�Â fhigh

i= flow
PilogPi

logNf
, (3.1)

where P is power density of signal, flow and fhigh define the frequency band of
interest and Nf is the number of frequency components in the frequency band of
interest. The calculated Spectral Entropy value is dependent on method used for
estimating Power Density Distribution (PSD ) of the signal (Publication II).

Approximate Entropy was introduced by Pincus [72] and quantifies the unpre-
dictability of the signal. The approximate entropy of signal s = {x1, ...,xN} for
a chosen positive integer m (embedding dimension determining the dimension of
the phase space) and a positive real number r (a priori fixed distance between the
neighboring trajectory points) is calculated as follows. After forming N �m+ 1
new vectors

vm(i) = {xi,xi+1, ...,xi+m�1} , (3.2)

Cm
i (r f ) is calculated for 1  i  N �m+1

Cm
i (r) =

number o f such j that d [vm(i),vm( j)] r
N �m+1

, (3.3)

where d is the distance between vectors defined as

d [vm(i),vm( j)] = max
k=1,..,m

�

�

�xi+k�1 � x j+k�1
�

�

�

. (3.4)
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Approximate entropy is defined as

ApEn(m,r,N) = Fm(r f )�Fm+1(r), (3.5)

where

Fm(r) =
1

N �m+1

N�m+1

Â
i=1

logCm
i (r). (3.6)

Sample Entropy is calculated quite similar to Approximate Entropy (3.5) except in
calculating the number of similar sequences (i.e., close data points in phase space)
self-matches (i = j in equation 3.3) are excluded. Secondly equations 3.5 and 3.6
are replace with

Cm(r) =
1

N �m

N�m

Â
i=1

Cm
i (r), (3.7)

and

SmpEn(m,r,N) =� ln
Cm+1(r)
Cm(r)

. (3.8)

The algorithm of the Higuchi fractal dimension (HDf)was proposed in [40] and is
calculated as follows.

k new time series are constructed from a given time series x{1},x{2}, ...,x{N}
for m = 1, ...,k

Xk
m =



x{m} ,x{m+ k} , ...,x
⇢

m+

�

N �m
k

⌫

k
��

. (3.9)

The lenght of Xk
m is defined as:

Lk
m =

1
k

" 

bN�m/kc

Â
i=1

|x{m+ ik}� x{m+(i�1)k}|
!

N �1
bN�m/kc

#

. (3.10)

Thus, Lk
m is proportional to the average difference of consecutive values of Xk

m .
Averaging the lenghts Lk

m over m and calculating these averages for all k gives
the sequence L [k]. If L [k] is plotted against 1/k, where k = 1, ...,kmax, in double
logarithmic scale the data points should fall into straight line with the slope S.
The slope of the obtained line is calculated by applying linear fitting by means of
least-squares to pairs (log1/k, logL(k)) ,k = 1, ...,kmax giving the estimate of the
fractal dimension HDf. Detailed description of the algorithm and its applicability
to EEG signal analysis has been thoroughly studied in [2].

The Lempel-Ziv normalised complexity (LZC) is a measure reflecting the rate
of new pattern generation along given sequence of symbols and was introduced in
[56].
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For the sequence of symbols s =
�

xN
1
 

= {x1, ...,xN} of length N the Lempel-Ziv
Comlexity LZC calculated as follows. A block B of length l where (1  l  N) is
a subsequence of l consecutive symbols from sequence s

B =
n

xi+l�1
i

o

= {xi, ...,xi+l�1}(1  i  N) . (3.11)

The first block B1 is equal to first symbol in the sequence s i.e. B1 = {x1}. The
next block Bk+1 defined to be the following consecutive block of minimal lenth
such it does not occuew in sequence

n

xnk+1�1
1

o

Bk+1 =
n

xnk+1
nk+1

o

(nk +1  nk+1  N. (3.12)

By continuing this algorithm recursively until last symbol xN is reached decom-
position of sequence s into minimal number of blocks is obtained

s = B1, ...,Bn. (3.13)

The complexity C of X Ca (s) is defined as the number of blocks in the decompo-
sition ( C = n ).

The normalised complexity of s is defined as

LZC =
Ca(xN

1 )
N/loga N

, (3.14)

where a denotes number of possible different symbols in s.
Permutation Entropy measures the randomness of the occurrence of symbols

in a time series [7, 58]. The symbols are obtained by considering the rank order
of signal samples in a fixed length sequence. Let the symbol length be 4. As an
example, a sequence of signal values x4(t) = {5,9,7,3} symbol s =0 30210 as in
this case x(t +3)< x(t)< x(t +2)< x(t +1). All possible sequences of length 4
are considered and the probabilities p of occurrence of each of the 4! symbols are
found. Permutation Entropy is calculated based on these probabilities according
to the Shannon equation

PrmEn =�Â
i

pi log pi. (3.15)

3.2 The effect of the method used for power spectrum calculation on the
spectral entropy measure

The problem discovered while comparing the entropy/complexity measures of the
EEG signal – the dependence of Spectral Entropy on the length of the signal win-
dow – was investigated further in (Publication II). The aim was to test if this
dependence was due to added information when incorporating more data or if it
was due to the algorithm. The data set containing EEG recordings from 12 ICU
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patients (age from 29 to 83 with the mean 63 years) with propofol as the sedative
was used.

Four different schemes of the power spectrum estimation were compared in
order to study the dependence of spectral entropy on data length:

Welch periodogram with averaging method A
The signal segment was divided into subsegments with 50% overlap. The sub-
segments were windowed using the Hamming window and the FFT was taken.
The estimate of the power spectrum was obtained as the average of the FFTs of
the subsegments. Four subsegment lengths: 1.25s, 2.5s, 5s and 10s. were used.
The shorter the subsegment the more subsegments were incorporated into the av-
erage. The FFT size was increased together with the subsegment length. The
results show that if the FFT size is varied, the obtained spectral entropy is highly
dependent on the signal subsegment length over which the FFT is calculated.

Welch periodogram with averaging method B (the same as previous except that
the FFT length was kept constant - 4096 samples) showed that power spectrum
estimation dependence on data length is actually reversed.

In the third scheme of power spectrum estimation the Autocorrelation function
was estimated first and power spectrum was obtained as the FFT of the Hamming-
windowed middle part of the autocorrelation function. Four different window
lengths were used for cutting the middle part of the autocorrelation function: 5s,
10s, 20s and 40s. The FFT size was equal to the window length. The dependence
of the results on the window lenght was not eliminated as far as the FFT size
changed together with the window length.

As the fourth method the power spectrum was estimated based on the coeffi-
cients of the autoregressive model. Model orders of 16, 32, 48 and 64 were used.
The results show that if sufficiently high autoregressive model order is used, the
obtained spectral entropy is fairly stable, not depending on the choice of the model
order.

The results show that the entropy values obtained using autoregressive model
coefficients are in the range of 0.75...0.87 while the other schemes give values
in the range of approximately 0.5...0.7. Autoregressice model gives generally
smoother power spectrum compared to the Welch periodogram averaging method.
Thus the correlation between the smoothness of the power spectrum and the value
of spectral entropy can be concluded. This behaviour can also be observed if con-
stant FFT size is used in the case of Welch periodogram with averaging method
B. The entropy value is higher for shorter subsegment lengths, corresponding to
smoother power spectrum (shorter subsegments mean averaging over larger num-
ber of subsegment spectra).

As for all the calculation methods the amount of data available was equal we
can conclude that the dependence of spectral entropy values on the length of the
signal window is not caused by the variable amount of data available but rather
the properties of the periodogram as the estimate of the power spectrum. Based on
the results the autoregressive model based calculation scheme for spectral entropy
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Figure 3.1: Spectral entropy (mean ± standard error) of 47 Hz low-pass filtered data for
four window lengths (Publication I).

with models of order 32...48 can be suggested as the most stable with respect to
data size.

It is important to note that the correlation of the entropy with depth of sedation
was not affected by the choice of the method. This implies that as far as equal
window lengths are used, the choice of the power spectrum estimation method is
not critical.

3.3 The influence of the prefilter settings on the behavior of the
entropy/complexity measures

In 2004 the feasibility of several entropy based algorithms were compared against
clinically assessed levels of sedation. Some of the preliminary results were pub-
lished in (Publication I). The results of more detailed study with introduction on
surrogate analysis were published in (Publication III).

It is generally known that the EEG signal slows down becoming more regu-
lar and less complex as the subject becomes unconscious. For lighter leveles of
sedation as in the ICU environment, changes in EEG can be quite different. As
publisehd in (Publication I) and (Publication III) the study revealed that for light
sedation leveles used in ICU entropy based algorithms struggle to match the depth
of sedation assessed using clinical methods i.e. Ramsay scoring. The Higuchi
Fractal Dimension algorithm gave the best discrimination between the light se-
dation leveles (Ramsay scores 2 – 4) while relative b-ratio was superior for deep
sedation (Ramsay score 6). Spectral Entropy had reverse behavior for the sedation
levels deeper than Ramsay score 4 (see Figure 3.1). The values of Higuchi Frac-
tal Dimension, Lempel-Ziv Complexity and Approximate Entropy changed signifi-
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Figure 3.2: Sensitivity of spectral entropy and approximate entropy to rhythmic activity
(Publication V).

cantly when higher frequencies were incorporated while Spectral Entropy was not
very sensitive to the frequency content. On the other hand, the Higuchi Fractal
Dimension, Lempel-Ziv Complexity and Approximate Entropy were insensitive to
the window length while Spectral Entropy correlated highly with the length of the
data.

All the methods seemed to have difficulty in discriminating Ramsay score 5.
Our preliminary analysis using other data sets showed that this phenomenon is
not related to the particular data set but is more general, indicating the need for
further study. More comperhensive overview and analysis of results is presented
in (Publication III).

3.4 Opposite behavior of the spectral entropy and approximate entropy
measures in the case of developing alpha rhythm

To study the effect of increasingly rhythmic activity on Spectral Entropy and Ap-
proximate Entropy an EEG sample with spectral peak at about 11 Hz correspond-
ing to the a-band was chosen. The signal was recorded from a patient in propofol
anaesthesia. The amplitude of the rhythmic component was manipulated using the
autoregressive moving average (ARMA) modelling technique to obtain test sig-
nals of similar spectral properties as the original EEG signal but of eight different
proportions of the rhythmic activity.

The Spectral Entropy measure increased significantly with each increase in the
peak level of the rhythmic activity (see Figure 3.2). The first three steps of increase
in the a-band peak did not cause a significant change in the Approximate Entropy.
However, the entropy decrease became significant with higher proportions of the
rhythmic activity. The results show that Spectral Entropy increases significantly
indicating the power spectrum becoming more flat and the signal more irregular
when very low-frequency components (< 1.5 Hz) are present in the EEG signal. At
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the same time Approximate Entropy decreases significantly (indicating the signal
becoming more regular) when the EEG becomes more rhythmic.
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4 SURROGATES IN EEG SIGNAL ANALYSIS

A surrogate can be defined as a substitute for something or a deputy. In signal
analysis surrogates are mainly used to study certain properties of signals (or their
underlying processes) or to test the sensitivity of certain methods to these prop-
erties. Here surrogate is a signal having similar properties to the original time
series (i.e., the one whose surrogate is in question) except for a certain property
to be tested. Probably the most common usage of surrogates is testing for non-
linearity by phase randomization. Linear processes are fully described by their
second order statistics. As power spectrum is by definition the Fourier’ trans-
form of the autocorrelation function, it fully describes linear processes. Power
spectrum, however, does not contain any phase information. Phase randomized
surrogates are generated by taking the Fourier’ transform of the original signal,
randomizing the phase spectrum and taking the inverse Fourier’ transform. If a
signal measure cannot differentiate between the original signal and its phase ran-
domized surrogates, the phase of the original signal does not carry any important
information regarding this particular measure and can be considered as a realisa-
tion of a random phase.

There has been a lot of discussion on the linearity of the EEG signal [102, 46].
It has been found, for example, that in the case of epileptic patterns the EEG sig-
nal is highly non-linear while in other situations linear models might describe the
signal quite well [55]. Quite obviously, the phase relations between the various
rhythms present in the EEG signal are not random but reflect the complex syn-
chronization patterns in neuronal networks. However, the phase relations might
be too complex for our nonlinearity tests to sense.

4.1 Phase randomisation surrogates of the EEG signal in studying
transition to burst suppression

The broad set of measures usually referred to as “entropy” and/or “complexity”
actually reveal different properties of signals. While “classical” Shannon entropy
is sensitive only to the amplitude distribution, Spectral Entropy depends purely on
signal spectrum and the methods based on phase space and recurrence analysis are
sensitive to both mentioned properties. To get even deeper insight into behaviour
of different measures called entropy a case study was implemented. In the study
described above we used EEG samples with known clinically assessed sedation
level. Although Ramsay scoring is known to be inter-rater reliable [92] it still
leaves room for human error.

In the present case study single EEG signal was used to compare behaviour of
different entropy measures with known transition from continuous EEG to burst
suppression in deep anaesthesia obtained from a 40 years old male patient under-
going a routine surgery. Propofol was used as the anaesthetic agent. The signal
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was obtained from channel Cz-M2. The signal was prefiltered using a bandpass
FIR filter with lower and upper cutoff frequencies of 0.5 and 35 Hz, respectively.
The original sampling frequency was 20 kHz. Before applying the entropy al-
gorithms the signal was downsampled to 100 Hz using appropriate anti-aliasing
filtering.

To study the sensitivity of the measures to phase information in the signal,
phase randomization as well as amplitude adjusted surrogates are also analyzed.
Spectral Entropy was chosen as representative of entropy measures based purely
on power spectrum of the signal. Higuchi Fractal Dimension (HDf), Approximate
entropy (ApEn) and Sample entropy (SmpEn ), were chosen as entropy measured
based on the phase space representation of the time series and Permutation en-
tropy (PrmEn ) was chosen over Lempel-Ziv Complexity as a measure based on
occurrences of patterns in the time series.

In surrogate analysis some signal properties are fixed while others are varied to
obtain a set of surrogate signals. If the response of an algorithm to the surrogates is
similar to the response to the original signal it can be concluded that the algorithm
is not sensitive to the properties of the signal varied in the surrogate generation
process.

Surrogate data can be achieved using following algorithm:

1. Compute the Fourier transform (FT) of the original data;

2. Randomize the phases but keep the original absolute values of the Fourier
coefficients (i.e., the spectrum);

3. Perform the inverse FT into the time domain.

Resulting surrogate data would have exactly the same spectrum as original data
[69]. Phase randomization modifies the amplitude distribution of the time series
towards Gaussian distribution with the consequence that the surrogate can be fully
described by first and second order statistics. More realistic surrogates can be
obtained by iteratively modifying the properties of a surrogate so that both the
power spectrum as well as the amplitude distribution resemble that of the original
signal as well as possible [87, 88] . In the study IAAFT algorithm for surrogate
generation was used (Publication IV).

For each entropy measure the entropy of the original signal (blue curves), the
average entropy of 10 phase-randomized surrogates (green curves), and the aver-
age entropy of 10 amplitude adjusted surrogates (red curves) were calculated. See
Figure 4.1.

It was concluded that Permutation Entropy is highly sensitive while Higuchi
Fractal Dimension is almost insensitive to phase information and nonlinearities
in the signal. As power spectrum does not contain phase information, the three
curves of Spectral Entropy are almost identical. For segments when the results
for surrogates differ from those for the original signal, the IAAFT-surrogates give
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Figure 4.1: The original signal and the entropy measures (from top to bottom): Approxi-
mate Entropy, Sample Entropy, Permutation Entropy, Higuchi Fractal Dimen-
sion, and Spectral Entropy (Publication IV).

values between those for the the original signal and those for the phase randomi-
sation surrogates (red curve lies between blue and green curves). The three curves
disagree to greater extent during the period of high delta waves indicating higher
degree of nonlinearities.

4.2 Spectral entropy surrogates in studying the propeties of entropy
measures

The usefulness of the entropy measures in the assessment depth of sedation is
commonly justified by the claims that the EEG becomes more regular with deep-
ening anaesthesia and that these measures correctly quantify this increase in reg-
ularity. From all the entropy measures, only Spectral Entropy has been applied
in commercial depth of anaesthesia monitors up to now. The aim of the study
(Publication V) was to show that Approximate Entropy generally corresponds
better to the visual impression of signal regularity as it takes into account the
phase information in the EEG signal while Spectral Entropy relies solely on power
spectrum of the signal.

33



To compare behaviour of two signal entropy estimation methods a set of surrogate
signals was generated as follows.

The sawtooth waveform of 9995 samples was selected as the original signal
corresponding to a 19.99s sample with sampled at rate 500Hz. The signal samples
of identical Spectral Entropy were derived from original signal by

1. randomising the phase values of the Fourier transform of the original signal
and applying inverse Fourier transform

2. relocating the amplitude values of the Fourier transform of the original sig-
nal around a dominant frequency and applying inverse Fourier transform

3. randomising the amplitude values of the Fourier transform of the original
signal and applying inverse Fourier transform

4. relocating the amplitude values of the Fourier transform of the original sig-
nal in the same rank order as in the case of amplitude spectrum of an EEG
signal segment recorded in deep propofol anaesthesia and applying inverse
Fourier transform

The both Spectral Entropy and Approximate Entropy of all the signals was calcu-
lated. As the Spectral Entropy algorithm (3.1) does not consider phase informa-
tion nor the exact location of the spectral values on the frequency axis of Fourier
transform the resulting spectral entropy value for all generated signals was 0.24.
Approximate Entropy on the other hand was calculated to have values ranging
from 0.04 for sawtooth waveform to 2.02 for surrogate signals with randomised
spectral components. The experiment shows that the waveforms characterised by
the same Spectral Entropy value may look visually very different with the Approx-
imate Entropy of the waveforms ranging from about 0 to above 2 being close to the
value previously obtained for white noise of nearly uniform amplitude distribution
(Publication III).
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CONCLUSIONS

Monitoring brain function in the ICU by means of the EEG is becoming more
feasible with advancements in the recording equipment as well as in the signal
processing methods used for feature extraction and automated interpretation of the
signal. The large variety of algorithms and methods proposed for this application
in the literature or applied in commercial monitoring systems makes it difficult to
evaluate the reliability of the results obtained.

The aim of this thesis was to study the impact of the mathematical background
of selected algorithms of signal complexity and entropy on the capability of these
algorithms to follow the change in patient condition in the ICU. Two main ap-
proaches were taken: firstly, the preprocessing settings and calculation paradigms
of the algorithms were varied to describe how these changes affect the ability of
the algorihtms to follow the outcome of clinical assessments of the patient state
and secondly, surrogate analysis was applied to study the relevance of certain sig-
nal properties with respect to clinically significant changes in either the state of
the patient or the visual appearance of the EEG.
The main findings of the research include:

• Prefilter settings (i.e., the bandwith of the signal) have significant impact
on the performance of the entropy/complexity as measures of the depth
of sedation; cutting off the high frequencies and extending the bandwitdth
towards lower frequencies tends to reverse the relation between sedation
depth and EEG entropy at light levels of sedation.

• Calculation paradigms like, for example, the windowing scheme and the
method used for power spectrum estimation have significant impact on the
spectral entropy measure.

• By calculating phase randomised surrogates it was shown that certain mea-
sures of signal complexity (Permutation Entropy, for example) are signifi-
cantly more sensitive to the phase information (and thus the nonlinearities)
in the signal than others (Higuchi Fractal Dimension, for example) in their
ability to track the changes in the transition to burst suppression; by its defi-
nition the Spectral Entropy measure in insensitive to the phase information.

• Measures of signal complexity based on different mathematical backgrounds
can behave in a contradictory manner; for example, Spectral Entropy and
Approximate Entropy can change in different directions when alpha rhythm
becomes dominant at certain level of anaesthesia.

• Signal Complexity measures do not necessarily correlate with the visual as-
sessment of signal regularity; for example, the same Spectral Entropy value
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can be obtained for almost regular and for a noise-like signal by manipulat-
ing the phase information in the signal.

The results of the thesis help clinicians to understand the background and the
limits of the tools they are using on daily basis.
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KOKKUVÕTE

Elektroentsefalogrammi komplekssuse hindamine aju monitooringul intensiivravis

Esitatud uurimistöö põhiliseks eesmärgiks oli uurida valitud EEG signaali komp-
lekssuse ja entroopia algoritmide matemaatilise tausta mõju nende võimele järgida
intensiivravi patsientide seisundi muutuseid. Tulemuse saamiseks kasutati kahte
lähenemisviisi: esiteks uuriti signaali eeltöötluse ja algoritmide realiseerimise
paradigmade mõju algoritmide võimele järgida patsiendi seisundi kliinilise hin-
damise tulemusi; teiseks kasutati surrogaatanalüüsi uurimaks EEG signaali teatud
omaduste (näiteks faasiinformatsioon) olulisust kliiniliselt oluliste muutuste tu-
vastamisel või signaali visuaalse kuju hindamisel.

Töö esimeses osas käsitleti anesteesia sügavuse hindamise põhiprintsiipe. Kir-
jeldati peamistest anesteetikumidest tingitud muutusi inimese EEG-s ning kuidas
kommertsiaalsetes anesteesia sügavuse hindamise seadmetes kasutusele võetud
algoritmid kasutavad neid muutusi hindamaks anesteesia sügavust.

Töö teises osas keskenduti EEG signaali komplekssuse hindamisel põhineva-
tele meetoditele. Esitati tööde tulemused, mis uurisid EEG signaali võimsusspek-
tri hindamiseks kasutatava meetodi mõju arvutatud spektraalentroopia väärtusele,
signaalile rakendatavate digitaalsete filtrite parameetrite mõju komplekssuse ja
entroopia algoritmidele ning osutati, et spektraalentroopia ja aproksimaatne en-
troopia käituvad vastandlikult alfa-rütmi osakaalu muutumisel EEG signaalis.

Töö kolmandas osas esitati entroopia / komplekssuse algoritmide oluliste para-
meetrite surrogaatanalüüsi tulemusi.

Töö peamised tulemused on järgmised:

• Eelfiltri määrangud mõjutavad oluliselt entroopia / komplekssuse algorit-
mide võimet järgida anesteesia sügavuse muutumist; kõrgemate sageduste
eemaldamine ja madalamate sageduste kaasamine põhjustab EEG signaali
entroopia / komplekssuse ja anesteesia sügavuse vahelise seose inversiooni.

• Algoritmide realiseerimise paradigmad nagu akna-funktsiooni kasutamine
ja EEG signaali võimsusspektri hindamiseks kasutatava algoritmi valik mõ-
jutavad oluliselt arvutatud spektraalentroopia väärtust.

• Faas-randomiseeritud surrogaatide abil näidati, et mõned signaali kompleks-
suse hindamise algoritmid (näiteks permutatsioonientroopia) on oluliselt
tundlikumad signaalis sisalduvale faasiinformatsioonile (ja seega mittelin-
eaarsustele) kui teised (näiteks Higuchi fraktaaldimensioon) ning annavad
sellest tulenevalt teatud anesteesia sügavustel EEG signaali komplekssuse
hindamisel erinevaid tulemusi.
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• Erinevatele matemaatilistele alustele toetuvad signaali komplekssuse hin-
damise algoritmid võivad teatud tingimustel anda vasturääkivaid tulemusi,
näiteks muutuvad spektraalentroopia ja approksimaatne entroopia a-rütmi
domineerimise korral teatud anesteesia sügavusel erinevates suundades.

• Signaali komplekssuse algoritmilise hindamise tulemused ei pruugi kor-
releeruda signaali komplekssuse visuaalsete hinnangutega. Manipuleerides
faasiinformatsiooniga on võimalik saavutada visuaalselt väga erinevaid sig-
naale sama spektraalentroopia mõõduga.
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ABSTRACT

Estimation of the Complexity of the Electroencephalogram for Brain Monitoring
in Intensive Care

The main goal of the research presented in this thesis was to study the impact
of the mathematical background of selected algorithms of signal complexity and
entropy on the capability of these algorithms to follow the changes in patient
condition in the ICU. Two main approaches were taken: firstly, the preprocessing
settings and calculation paradigms of the algorithms were varied to describe how
these changes affect the ability of the algorihtms to follow the outcome of clinical
assessments of the patient state and secondly, surrogate analysis was applied to
study the relevance of certain signal properties with respect to clinically significant
changes in either the state of the patient or the visual appearance of the EEG.

In the first part of the thesis the basic principles of assessing the level of se-
dation are discussed. The effect of common anaesthetic agents to human EEG
are explained followed by an explanation of the methods applied in commercial
anaesthesia monitors to detect these changes and estimate the level of sedation as
a result.

In the second part of the thesis EEG signal complexity based methods are stud-
ied in-depth. Three studies are presented explaining the effect of the method used
for power spectrum calculation on the spectral entropy measure, indicating the
influence of the prefilter settings on the behavior of the entropy/complexity mea-
sures and showing the opposite behaviour of the spectral entropy and approximate
entropy measures in the case of developing alpha rhythm.

In the third part entropy/complexity measures are studied further in their limits
using surrogate analysis.

The main findings of the research include:

• Prefilter settings (i.e., the bandwith of the signal) has significant impact
on the performance of the entropy/complexity as measures of the depth
of sedation; cutting off the high frequencies and extending the bandwitdth
towards lower frequencies tends to reverse the relation between sedation
depth and EEG entropy at light levels of sedation.

• Calculation paradigms like, for example, the windowing scheme and the
method used for power spectrum estimation have significant impact on the
spectral entropy measure.

• By calculating phase randomised surrogates it was shown that certain mea-
sures of signal complexity (permutation entropy, for example) are signifi-
cantly more sensitive to the phase information (and thus the nonlinearities)
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in the signal than others (Higuchi fractal dimension, for example) and differ
in their ability to track the changes in the transition to burst suppression; by
its definition the spectral entropy measure in insensitive to the phase infor-
mation.

• Measures of signal complexity based on different mathematical backgrounds
can behave in a contradictory manner; for example, spectral entropy and
approximate entropy change in different directions when alpha rhythm be-
comes dominant at certain level of anaesthesia.

• Signal complexity measures do not necessarily correlate with the visual as-
sessment of signal regularity; for example, the same spectral entropy value
can be obtained for almost regular and for a noise-like signal by manipulat-
ing the phase information in the signal.
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  Abstract—The ability of two easy-to-calculate nonlinear 
parameters, the Higuchi fractal dimension (HDf) and spectral 
entropy, to follow the depth of sedation in the Intensive Care 
Unit is assessed. For comparison, the relative beta ratio is 
calculated. The results are evaluated using clinical assessment 
of the Ramsay score. The results show that the HDf 
discriminates well between Ramsay scores 2-4 while beta ratio 
is superior for deeper levels of sedation. The value of the HDf 
correlates highly with the cutoff frequency of the low-pass 
prefilter while spectral entropy is sensitive to the length of the 
analysis window. 

Keywords—Higuchi fractal dimension, spectral entropy, 
beta ratio, depth of sedation 
 
 

I.  INTRODUCTION 
 
 The assessment of the depth of anesthesia using the 
EEG signal has been an active research area for the last 
decade. Several systems and methods like the Bispectral 
Index Score, the Patient State Index, the Spectral Entropy 
Measure, the Narcotrend system etc. have been developed 
[1-4]. Each method has certain advantages and drawbacks, 
however, all of them seem to work in a satisfactory manner 
in most cases if surgical anesthesia levels are considered. 
 The situation is much more complicated in the Intensive 
Care Unit (ICU). In addition to the sedative drugs several 
other factors like various medication and the condition of 
the patient have influence on the EEG signal. Also, the 
environment in the ICU is hostile from the point of view of 
EEG measurement. Various kinds of equipment are used 
causing artifacts in the signal and patients might be agitated. 
Due to these reasons the measures of the depth of anesthesia 
used in the operating room often fail in the ICU. 
 The aim of this paper is to evaluate the ability of the 
Higuchi fractal dimension (HDf) calculated from the EEG 
signal to follow the depth of sedation in ICU environment. 
We compare the performance of the HDf with that of 
spectral entropy and beta ratio. The influence of the cutoff 
frequency of the low-pass prefilter and the window length 
on the behavior of the parameters is also assessed.  
 The algorithm of the Higuchi fractal dimension was 
proposed in [5]. Its applicability to EEG signal analysis has 
been thoroughly studied in [6]. In contrast to conventional 
methods for the estimation of fractal dimension in state 
space, the HDf can be calculated directly in time domain and 
is therefore simple and fast. It has also been found to give 
reliable estimates for samples as short as 150-500 data 

points. Our results confirm that the HDf is independent of 
the length of the signal segment. The application of the HDf 
for the assessment of the depth of sedation is based on the 
hypothesis that the signal complexity decreases with 
deepening level of sedation. 
 The concept of spectral entropy based on the peaks of 
the Fourier spectrum as a measure of regularity was 
introduced by Powell and Percival in 1979 [7]. For the 
purpose of anesthesia monitoring spectral entropy was 
introduced by Viertiö-Oja et. al. [3]. The method has been 
applied in the Entropy module of the Datex-Ohmeda S/5 
anesthesia monitor.  
 For comparison, the relative beta ratio is calculated. 
Beta ratio is calculated in spectral domain and is part of the 
Bispectral Index Score developed for the assessment of 
anesthetic depth by Aspect Medical Systems Inc. [1]. The 
correlation of all the mentioned parameters with the Ramsay 
score, the most widely used score for the clinical assessment 
of depth of hypnosis is studied [8].   
 

II.  MATERIAL  
 
 The results presented in this paper are based on EEG 
recordings from 12 ICU patients (age from 29 to 83 with the 
mean 63 years). Patients with known neurological disorders 
and patients admitted to the ICU after drug overdose were 
excluded from the study. The study was approved by the 
Ethics Committee of the South Karelia Central Hospital. 
The EEG signal was measured from the forehead, just below 
the hairline, and sampled with 400 Hz frequency.  
 The methods were applied to signal segments chosen 
manually according to the following rules (see figure 1): 

- the segments have to precede the Ramsay score 
assessment  

- all the calculated parameters (HDf, spectral entropy, ȕ-
ratio) must be stable for at least 5 minutes before the 
endpoint of the segment 

- the segments have to be as close to the Ramsay score 
assessment as possible 

- if no stable period can be found or if burst-suppression 
pattern is seen in the EEG, the Ramsay score assessment 
is discarded. 

The number of segments incorporated into the study 
together with corresponding Ramsay scores is presented in 
table 1.  
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Figure 1. Principles of the selection of signal segments. The parameter values are calculated over 10 sec. 
window and in the calculation of the Higuchi fractal dimension 37 Hz low-pass prefilter is used. 

 The points of the Ramsay score 
assessment were determined 
according to the following protocol 
(if the status of the patient allowed 
scoring): 
1) during steady state periods: 

- 30 minutes after previous 
scoring  

- the patient had been in a steady 
state for at least 10 minutes 

2) during interventions 
- immediately after the bolus dose 

of the anesthetic drug given 
before the intervention 

- if bolus dose was not given, just 
before the intervention 

- in addition, 1-2 minutes after the 
intervention 

3) when sedation was stopped: 
- immediately after the sedation 

was stopped 
- in addition, 10-15 minutes after 

the sedation was stopped 
All the recordings were carefully 
annotated.  
 
 
 

II.  METHODS  
 
 The Higuchi fractal dimension is calculated as follows. 
First, from a given time series > @ > @ > @Nxxx ,,2,1 �   k new time 
series are constructed for km ,,1� : 
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The length of k

mX is defined as: 
 

TABLE I 
RAMSAY SCORE ASSESSMENTS INCORPORATED INTO THE STUDY  

 
Ramsay score Rec. 

No. 1 2 3 4 5 6 
1    22 2 
2   21 3 5 15 
3  2 2   22 
4 1 1 4 9 4 4 
5  5 9 4   
6 3   8 3 11 
7 1  6 19 2 2 
8 1 2 8 3 2 2 
9     6 19 

10 1  9 10 10 1 
11      31 
12  10 10 4 2  

Sum 7 20 69 82 36 107
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Thus, k

mL  is proportional to the average difference of 

consecutive values of k
mX . Averaging the lengths k

mL  over 
m and calculating these averages for all k gives us the 
sequence > @kL . The HDf is defined as the best linear least-
squares fit to the equation: 
 

> @� � � � bkL
k
�� 1

f lnHDln  
 
Detailed description of the algorithm can be found in [6]. 
We applied the HDf algorithm to prefiltered signal 
segments. Four prefilter cutoff frequencies were used: 19, 
37, 47 and 100 Hz. 
 Spectral entropy is calculated by the following equation: 
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where � �fP  is the normalized power spectrum of the signal 
segment in question. To get entropy values independent of 
the frequency range, 

21 , ffS is normalized by dividing it by 
� �

21 ,log ffN , where N is the number of frequency values in 
the range > @21, ff .  



 

 In the entropy module developed by Datex Ohmeda, 
spectral entropy of two different frequency ranges is used: 
0.8-32 Hz (called State Entropy) and 0.8-47 Hz (called 
Response Entropy). We used these parameters to check for 
stability when signal segments were picked for the analysis 
by visual inspection (figure 1). However, in the analysis of 
the segments we calculated spectral entropy over four 
frequency ranges: from 0.8 Hz to 19, 37, 47 and 100 Hz, 
respectively.  
 The relative ȕ-ratio is calculated in spectral domain as 

� �
2011

4730log
�

�
P

P , where BAP �  denotes the sum of the spectral 

values in the frequency band from A to B Hz [1]. 
 To study the effect of the window length on the 
parameter values, the described variables were calculated 
over windows of 5 different lengths: 5, 10, 20, 40 and 80 
seconds. 
 
 

III.  RESULTS 
 
  The value of the Higuchi fractal dimension was found 
to be highly dependent on the cutoff frequency of the low-
pass prefilter. For example, values in the range of 0.04-0.08 
were obtained when 19 Hz filter was used while preserving 
the frequencies up to 47 Hz gave values in the range of 0.2-
0.5. At the same time the window length had no influence 
on this parameter. Figure 2 shows the Higuchi fractal 
dimension results in the case of 37 Hz low-pass prefilter for 
various window lengths while table II presents the p-value 
calculated pairwise for the measured Ramsay scores. The 
Wilcoxon rank sum test was used for the calculation of the 
statistical significance as, according to the Lilliefors 
hypothesis test, the data could not always be described by 
normal distribution. The 37 Hz cutoff frequency of the 
prefilter gave the best discrimination between different 
Ramsay scores although the results for other cutoff 
frequencies were similar.  
  

 
Figure 2. Higuchi fractal dimension (mean ± standard error) of 37 Hz low-

pass filtered data for four window lengths 
 
 

TABLE II 
STATISTICAL SIGNIFICANCE (P-VALUES) OF THE DIFFERENCE OF HIGUCHI 

FRACTAL DIMENSION FOR DIFFERENT RAMSAY SCORES (WINDOW LENGTH 5 
SEC.)     

 
 R 1 R 2 R 3 R 4 R 5 
R 2 .9779     
R 3 .6534 .0333    
R 4 .0922 .0000 .0000   
R 5 .2704 .0128 .0487 .1338  
R 6 .0130 .0000 .0000 .0132 .0004 

 
 In tables II-IV statistically significant differences (p < 
0.05) are marked in bold. P-values for the pairs of Ramsay 
scores for which the difference in the variable value deviates 
from overall monotonic behavior are shown in italics. 
Outliers were discarded from statistical analysis.  
 The results for spectral entropy, presented in figure 3 
and table III, show that this parameter is highly correlated 
with the window length – the longer the window the higher 
the entropy value. Correlation with the cutoff frequency of 
the prefilter is weak (not presented in the figure). We chose 
to present the results for 47 Hz cutoff frequency of the 
prefilter as this gave the best discrimination. However, like 
in the case of the HDf, different cutoff frequencies gave 
similar results.  
 

 
   Figure 3. Spectral entropy (mean ± standard error) of 47 Hz low-pass 

filtered data for four window lengths 
 

 
TABLE III 

STATISTICAL SIGNIFICANCE (P-VALUES) OF THE DIFFERENCE OF SPECTRAL 
ENTROPY FOR DIFFERENT RAMSAY SCORES (WINDOW LENGTH 5 SEC.)     

 
 R 1 R 2 R 3 R 4 R 5 
R 2 .6782     
R 3 .1559 .0020    
R 4 .0049 .0000 .0001   
R 5 .1344 .0024 .5961 .0251  
R 6 .0271 .0000 .0079 .1108 .1240 

 



 

 The results for the beta ratio are presented in figure 4 
and table IV. As this parameter is defined using the 
frequency band edges, only the window length could be 
varied. Beta ratio seems not to correlate significantly with 
the length of the data used in the calculations.  
 

 
Figure 4. Beta ratio (mean ± standard error) of the EEG data for four 

window lengths 
 

TABLE IV 
STATISTICAL SIGNIFICANCE (P-VALUES) OF THE DIFFERENCE OF BETA 

RATIO FOR DIFFERENT RAMSAY SCORES (WINDOW LENGTH 5 SEC.)     
 

 R 1 R 2 R 3 R 4 R 5 
R 2 .4864     
R 3 .9291 .1326    
R 4 .4103 .0000 .0000   
R 5 .4202 .0019 .0019 .4852  
R 6 .0099 .0000 .0000 .0000 .0000 

 
 

IV. DISCUSSION 
 
 The results obtained in this study are preliminary as the 
number of analyzed data segments is limited. It should also 
be noted that the data are unbalanced – for example, we had 
only 7 segments for Ramsay score 1 (see table I). This is 
reflected by high standard error. However, several important 
observations can be made based on the results.    
 In general, the behavior of all the tested parameters is 
similar. Ramsay scores 2 and 5 do not follow the ‘ideal’ 
monotonic relationship between the score and the parameter 
value. For Ramsay score 2 the explanation could be in 
increasing beta activity at very light levels of sedation. It 
seems that all the algorithms have trouble in discriminating 
Ramsay scores 4 and 5. One reason might be the limited 
amount of data. Spectral entropy tends to increase when 
sedation level increases from Ramsay score 4, which is 
opposite to the overall trend. Beta ratio gives the best 
behavior in deep sedation.   
 

 
V.  CONCLUSION 

 
 The following observations can be made based on our 
study: 

- all the analyzed parameters are in general capable of 
discriminating between different Ramsay scores in ICU 
environment 

- based on our analysis, the HDf gives the best 
discrimination between the Ramsay scores 2 – 4 while 
beta ratio is superior for deep sedation (Ramsay score 6). 
Spectral entropy has reverse behavior for the sedation 
levels deeper than Ramsay score 4  

- incorporating higher frequencies into the analysis 
changes the value of HDf significantly while spectral 
entropy is not very sensitive to the frequency content. On 
the other hand, the HDf is insensitive to the window 
length while spectral entropy correlates highly with the 
length of data. However, this observation might depend 
on several factors as, for example, the noise level and 
muscle activity in the recordings. 

 Although the presented results were found to be 
statistically significant and in most cases confirm our initial 
assumptions, a lot of work needs to be done to develop a 
clinically acceptable parameter to assess the depth of 
sedation in ICU environment. 
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Abstract: The problem of the dependence of spectral 
entropy on data length is addressed. The EEG data 
recorded from 12 ICU patients is analyzed using 
four different schemes of power spectrum estimation 
for obtaining spectral entropy. Two of the schemes 
comprise the Welch periodogram averaging method, 
one scheme is based on the estimation of the 
autocorrelation function and one on the 
autoregressive modelling. The results show that 
spectral entropy values depend highly on the 
smoothness of the power spectrum estimate. Spectral 
entropy correlates significantly with data length only 
if FFT is used for power spectrum estimation and 
the FFT size varies together with the data length.      
 
Introduction 
 

Developing an objective measure for anesthetic 
depth has been a subject of great interest during the past 
decade. Although EEG-based devices for anesthesia 
monitoring were available already in 1970s [1], a 
breakthrough took place in 1997 when Aspect Medical 
Systems Inc., USA, introduced the Bispectral Index 
Score (BIS). This scalar index is a combination of three 
parameters calculated from the EEG signal: 1) the Beta 
Ratio, based on the power spectrum, 2) the 
SynchFastSlow measure, calculated in the bispectral 
domain, and 3) the burst-suppression ratio [2]. BIS 
gained much popularity and is currently widely used by 
anesthesiologists. It is often referred as the ’golden 
standard’ in anesthesia monitoring. 

Since the introduction of BIS, many companies 
have developed their own algorithms for the assessment 
of depth of anesthesia. The following commercially 
available methods can be mentioned as examples: the 
Patient State Index (PSI) by Physiometrix Inc., USA 
[3], the Narcotrend index by MonitorTechnik, Germany 
[4], the Entropy index by Datex-Ohmeda, Finland [5], 
the cAAI Index by Danmeter, Denmark (the algorithm 
is partly described in [6]). The performance of these 
indices has been discussed in numerous papers. 
However, comparison of the methods is difficult as the 
studies differ in various aspects like the anesthetic drug 
used, medication, patient condition etc.  

Besides the various commercially available systems 
several new measures have recently been proposed for 
the assessment of anesthetic depth. This has mainly 

been motivated by the complexity of the problem – the 
available methods are far from being exhaustively 
studied while at the same time the field of application of 
depth-of-anesthesia/sedation measures is getting wider 
comprising the Intensive Care Unit (ICU) as well as 
Emergency. Main interest has been in measures 
quantifying the entropy and/or complexity of the EEG 
signal like approximate entropy [7], Shannon entropy 
[8], Lempel-Ziv complexity [9], Higuchi fractal 
dimension [10], spectral entropy [5].  

Our interest has recently been to compare the 
behavior of the various entropy/complexity measures at 
different levels of sedation in the ICU. We have found 
that the various ways of quantifying signal 
entropy/complexity depend on different signal 
properties causing sometimes their contradictory 
behavior. For example, while all the other entropy 
measures decrease with deepening sedation, Shannon 
entropy tends to increase. Shannon entropy depends 
purely on the amplitude distribution of the signal 
regardless of the information about the time order of the 
samples. Another important observation is the 
sensitivity of the results on the EEG frequency band 
incorporated into the analysis. For example, cutting off 
the high frequencies and incorporating the delta 
frequency band tends to reverse the relation between 
sedation depth and EEG entropy at light levels of 
sedation.  

This paper addresses a problem we met in 
comparing the entropy/complexity measures of the EEG 
signal – the dependence of spectral entropy on the 
length of the signal window. Our aim was to test if this 
dependence was due to added information when 
incorporating more data or if it was due to the 
algorithm.   
 
Material 
 

The results presented in this paper are based on 
EEG recordings from 12 ICU patients (age from 29 to 
83 with the mean 63 years). Patients with known 
neurological disorders and patients admitted to the ICU 
after drug overdose were excluded from the study. The 
study was approved by the Ethics Committee of the 
South Karelia Central Hospital. The EEG electrodes 
were placed bilaterally to the forehead, below the 
hairline, approximately 5 cm above the eyebrows. The 
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 distance of the electrodes from the midline was about 4 
cm to either direction. The EEG signal was sampled 
with 400 Hz frequency.  

Ramsay score assessments were performed by the 
ICU nurse during the course of the recordings according 
to predefined protocol. The Ramsay score uses 6 stages 
to evaluate the level of consciousness with score 1 
indicating the subject being fully awake and score 6 
indicating full unconsciousness, i.e., the lack of 
response to slightly painful stimulus [11]. The time 
instants of Ramsay score assessment were determined 
according to the following protocol (if the status of the 
patient allowed scoring): 
1) during steady state periods: 

- 30 minutes after previous scoring  
- the patient had been in a steady state for at least 10 

minutes 
2) during interventions 

- immediately after the bolus dose of the anesthetic 
drug given before the intervention 

- if bolus dose was not given, just before the 
intervention 

- in addition, 1-2 minutes after the intervention 
3) when sedation was stopped: 

- immediately after the sedation was stopped 
- in addition, 10-15 minutes after the sedation was 

stopped 
All the recordings were carefully annotated. 
 Spectral entropy was calculated of manually 
selected signal segments. The segments were extracted 
according to the following rules: 

- the segments had to precede the Ramsay score 
assessment  

- the segments had to be as close to the Ramsay score 
assessment as possible 

- if burst-suppression pattern was seen in the EEG or 
if the signal was too noisy the corresponding 
Ramsay score assessment was discarded. 

Valid signal segments obtained from the data were 
distributed according to the Ramsay score values as 
follows: 
 
Ramsay score 1 2 3 4 5 6 
Number of segments 7 20 69 82 36 107 
 
Methods 
 

Spectral entropy is defined as: 
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with [ ]21 , ffN  being the number of frequency values 
in the considered frequency range. Thus, spectral 
entropy is a measure of ‘flatness’ of the power spectrum 
with pure sine wave and white noise giving the entropy 
values 0 and 1, respectively.  
 In the calculation of spectral entropy usually 
periodogram is used to estimate the power spectrum. 
However, it is well known that periodogram is an 
unconsistent estimate of power spectrum - in other 
words, the estimate does not converge to the true power 
spectrum as more data becomes available.  
 In order to study the cause of the dependence of 
spectral entropy on data length, the selected 20 second 
segments of the EEG signal were processed using four 
different schemes of the estimation of power spectrum: 
1) Welch periodogram averaging method I; the signal 

segment was divided into subsegments with 50% 
overlap. The subsegments were windowed using the 
hamming window and the FFT was taken. The 
estimate of the power spectrum was obtained as the 
average of the FFTs of the subsegments. We used 
four subsegment lengths: 1.25 sec., 2.5 sec., 5 sec. 
and 10 sec. - the shorter the subsegment the more 
subsegments were incorporated into the average. The 
FFT size was increased together with the subsegment 
length. 

2) Welch periodogram averaging method II; this scheme 
was similar to the previous one except that the FFT 
size was kept constant - 4096 data points. The signal 
subsegments were zero-padded before taking the FFT.   

3) Autocorrelation method; the autocorrelation function 
was estimated and power spectrum was obtained as 
the FFT of the hamming-windowed middle part of the 
autocorrelation function. Four different window 
lengths were used for cutting the middle part of the 
autocorrelation function: 5 sec., 10 sec., 20 sec. and 
40 sec. The FFT size was equal to the window length. 

4) Autoregressive modeling; power spectrum was 
estimated based on the coefficients of the 
autoregressive model. Model orders of 16, 32, 48 and 
64 were used. 

 
Results 
 

The results are shown in figures 1…4 for the 
different schemes of power spectrum estimation. Figure 
1 shows that if the FFT size is varied, the obtained 
spectral entropy is highly dependent on the signal 
subsegment length over which the FFT is calculated. 
Figure 2 shows that this dependence is actually reversed 
if the segmentation scheme remains the same but the 
FFT length is kept constant – in our case 4096 data 
points. The dependence is not as severe as in the case of 
scheme 1. Figure 3 shows that using the autocorrelation 
function for power spectrum estimation did not 
eliminate the dependence of the results on the window 
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 length as far as the FFT size changes together with the 
window length.  

In the case of  AR modelling, the behaviour of the 
power spectrum depends on the model order rather than 
the length of the signal window. Therefore, the 
coefficients were estimated over the whole 20 sec. 
signal segment. Figure 4 shows that if sufficient AR-
model order is used, the obtained spectral entropy is 
fairly stable, not depending on the choice of the model 
order.  
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Figure 1: Correlation of spectral entropy with the 
Ramsay score. Power spectrum is estimated using the 
Welch periodogram averaging method I. The window 
lengths of 1.2 sec., 2.5 sec., 5 sec. and 10 sec. are used; 
the length of the FFT is increased together with the 
window length.      
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Figure 2: Correlation of spectral entropy with the 
Ramsay score. Power spectrum is estimated using the 
Welch periodogram averaging method II. The window 
lengths of 1.2 sec., 2.5 sec., 5 sec. and 10 sec. are used; 
the signal subsegment is zero-padded to give the FFT 
length of 4096 samples for all window lengths. 
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Figure 3: Correlation of spectral entropy with the 
Ramsay score. Power spectrum is estimated using the 
autocorrelation method. FFT is taken over the middle 5 
sec., 10 sec., 20 sec. and 40 sec. part of the 
autocorrelation function.   
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Figure 4: Correlation of spectral entropy with the 
Ramsay score. Power spectrum is estimated using 
autoregressive model coefficients. The order of the AR 
model of 16, 32, 48 and 64 is used. 
 
 
 
 

An important result based on the figures is the 
correlation between the smoothness of the power 
spectrum and the value of spectral entropy. AR-model 
gives generally smoother power spectrum compared to 
the Welch periodogram averaging method. The figures 
show that the entropy values obtained using AR-model 
coefficients are in the range of 0.75…0.87 while the 
other schemes give values in the range approximately 
0.5…0.7. Also, if constant FFT size is used (fig. 2), the 
entropy value is higher for shorter subsegment length, 
corresponding to smoother power spectrum (shorter 
subsegments mean averaging over larger number of 
subsegment spectra). In figure 1 this does not hold due 
to the effect of varying FFT size.    
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 Discussion 
 

The results presented in this paper show that the 
dependence of spectral entropy values on the length of 
the signal window is not caused by the variable amount 
of information available but rather the properties of the 
periodogram as the estimate of the power spectrum. The 
amount of data available was equal – 8000 samples – 
for all the calculation schemes. Both schemes using 
varying FFT size (schemes 1 and 3) caused severe 
correlation between the FFT size and the spectral 
entropy value.  

Based on the results we suggest that the AR-model 
based calculation scheme for spectral entropy is the 
most stable with respect to data size. Model order 16 
seems to be too low to capture the behaviour of the true 
power spectrum. Model of order 32…48 can be 
suggested. 

It is important to note that although the different 
schemes for power spectrum estimation gave different 
values of spectral entropy, the correlation of the entropy 
with depth of sedation was not affected. This implies 
that as far as equal window lengths are used, the choice 
of the power spectrum estimation method is not critical.   
  
Conclusions 
 

The following conclusions can be drawn from the 
analysis presented in this paper: 
- the ability of the estimate of EEG spectral entropy 

to differentiate between various levels of sedation 
does not depend on the method used for power 
spectrum estimation in general. However, spectral 
entropy values achieved using different methods for 
power spectrum estimation are not comparable with 
each other 

- in the case of periodogram averaging, higher 
spectral entropy estimates for longer data windows 
are not due to the additional information contained 
in the data but rather comes from high variance of 
the power spectrum estimate typical to this method  

- in general, smoother power spectrum estimates 
(using AR-model coefficients, for example) give 
higher values of spectral entropy. 
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Comparison of Entropy and Complexity Measures for
the Assessment of Depth of Sedation
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Andres Anier, Student Member, IEEE, Ville Jäntti, Sari Melto, and Seppo Hovilehto

Abstract—Entropy and complexity of the electroencephalo-
gram (EEG) have recently been proposed as measures of depth
of anesthesia and sedation. Using surrogate data of predefined
spectrum and probability distribution we show that the various
algorithms used for the calculation of entropy and complexity
actually measure different properties of the signal. The tested
methods, Shannon entropy (ShEn), spectral entropy, approximate
entropy (ApEn), Lempel-Ziv complexity (LZC), and Higuchi
fractal dimension (HFD) are then applied to the EEG signal
recorded during sedation in the intensive care unit (ICU). It is
shown that the applied measures behave in a different manner
when compared to clinical depth of sedation score—the Ramsay
score. ShEn tends to increase while the other tested measures
decrease with deepening sedation. ApEn, LZC, and HFD are
highly sensitive to the presence of high-frequency components in
the EEG signal.

Index Terms—Complexity, depth of anesthesia, depth of seda-
tion, EEG, entropy, Ramsay score, surrogate data.

I. INTRODUCTION

ANESTHESIA monitoring based on parameters calculated
from the electroencephalogram (EEG) signal has been an

active research topic during the past decade. After some ear-
lier attempts to develop anesthesia monitors, a breakthrough was
achieved in 1997 when Aspect Medical Systems Inc. developed
the bispectral index (BIS)—a method incorporating bispectral
analysis for the calculation of a scalar “depth-of-anesthesia”
measure [1]. Since then, several algorithms have been developed
and commercialized for the assessment of depth of anesthesia.
As examples, the Patient State Index (PSI, Physiometrix Inc.),
the Narcotrend index (MonitorTechnik, Germany), the Entropy
index (Datex Ohmeda, Finland) can be mentioned. An overview
and a reference list can be found in [2].
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Despite the various methods available, the research aiming
at enhanced EEG-based anesthesia/brain monitoring methods is
still very active mostly due to the following reasons. First, the
available methods have certain drawbacks causing them to fail
in certain situations (like, e.g., halothane anesthesia in children)
and second, EEG and brain monitoring are becoming feasible
in several other areas (e.g., in intensive care, emergency) and
the methods developed for monitoring surgical anesthesia are
not suitable for these applications. They must either be tuned or
new algorithms must be applied.

Two trends can be observed in the development of anesthesia
monitoring methods. Some of the algorithms (PSI, Narcotrend)
combine well-known time- and frequency domain parameters
and feed them to a classification algorithm trained using exten-
sive databases. Other algorithms put more emphasis on some
advanced parameters like bispectrum (BIS) or entropy (the En-
tropy monitor).

It is generally known that the EEG signal slows down
becoming more regular and less complex as the subject be-
comes unconscious. However, there are many different ways
of defining complexity and entropy, and even more ways of
calculating it. Like J. von Neumann put it for Claude Shannon:
“No one knows what entropy really is, so in a debate you will
always have the advantage” [3]. This statement is very true in
the EEG analysis today—different properties of the signal are
used to estimate entropy and the results are compared with one
another in the literature.

The purpose of this paper is to investigate the actual
properties of the signal quantified by several common en-
tropy/complexity measures. The following algorithms were
chosen: Shannon entropy (ShEn), approximate entropy (ApEn),
spectral entropy, Lempel-Ziv complexity (LZC), and Higuchi
fractal dimension (HFD). There are mainly the following three
reasons for this choice:

1) these measures have been proposed as the indicators
of depth of anesthesia/sedation in several recently pub-
lished papers ([4]–[8] can be mentioned as some exam-
ples);

2) the calculation of these measures is straightforward and
computationally efficient;

3) the algorithms give reliable results in the case of short
signal segments thus being applicable in real-time pa-
tient monitoring.

We are especially interested in the sensitivity of the men-
tioned measures to the bandwidth of the signal spectrum and the
shape of the probability density function (PDF). In part II of the
paper a short description of the algorithms is given. After that we

0018-9294/$20.00 © 2006 IEEE
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apply the methods to test signals of various probability density
and spectral bandwidth. The test signals are generated using the
iterative algorithm proposed by Schreiber and Schmitz [9]. We
also apply the algorithms to a data set measured in the intensive
care unit (ICU) and compare the results to the Ramsay score, a
clinical depth of sedation score. The results of this comparison
are presented in part IV of the paper. In addition, the Beta Ratio,
a simple frequency domain parameter used in the BIS algorithm
is calculated of the ICU data for comparison.

II. METHODS FOR ESTIMATING SIGNAL ENTROPY

AND COMPLEXITY

A. Shannon Entropy

The concept of entropy in the context of information theory
was first introduced by Shannon [10], and it can be viewed as a
measure of order in the signal. Shannon entropy, , quantifies
the PDF of the signal and it can be calculated as

(1)

where goes over all amplitude values of the signal and is
the probability that amplitude value occurs anywhere in the
signal.

However, in the case of measured signals the PDF is not known
and should be estimated. Also, it is generally not reasonable to
take into account all amplitude values . The easiest way to esti-
mate the PDF is to use the histogram method where the amplitude
range of the signal is linearly divided into bins so that the ratio

is constant ( is the number of signal samples). The ratio
characterizes the average filling of the histogram.

In order to get normalized values, should be divided by

(2)

B. Spectral Entropy

The idea of spectral entropy, , is straightforward in the
sense that the PDF in (1) is simply replaced by the power density

from the signal’s spectrum (normalized so that )

(3)

where and define the frequency band we are interested in
[6], [11]–[13].

Usually spectral entropy is normalized to the range of values
between 0 and 1

(4)

where is the number of frequency components in the range
[6].

C. Approximate Entropy

ApEn, introduced by Pincus [14], is a measure quantifying
the unpredictability or randomness of the signal. ApEn is orig-
inated from nonlinear dynamics. It is an approximation of the
Kolmogorov entropy in the sense that the limits ( ,

, ) can be relaxed. Therefore, it can be applied to sig-
nals of finite length [5], [12], [14]–[16].

The calculation of ApEn of signal of finite length is per-
formed as follows. First, fix a positive integer and a positive
real number . Next, from the signal the vectors

are formed. After
that, for each , , the quantity is
calculated using

(5)

where the distance between the vectors and is
defined as:

(6)

Next, the quantity is calculated as

(7)

Finally, the ApEn is defined as follows:

(8)

The parameter corresponds to an a priori fixed distance
between the neighboring trajectory points; therefore, can be
viewed as a filtering level and the parameter is the embedding
dimension determining the dimension of the phase space.

Frequently, is chosen according to the signal’s standard
deviation (SD); in this paper we use the values SD
and with SD taken over the signal segment under con-
sideration [5], [15].

D. Lempel-Ziv complexity

The normalized complexity, , as introduced by Lempel
and Ziv [17], is a measure reflecting the rate of new pattern
generation along given sequence of symbols. In other words,

characterizes the structure or, as the name implicates, the
complexity of the signal—whether the signal is predictable (has
simple structure) or nonpredictable (has complex, random struc-
ture) [7], [18].

The calculation algorithm of for the sequence of symbols
of length is defined as follows.

A block of length is a subsequence of
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consecutive symbols,
. The first block, , is set equal to the first symbol

of the sequence , i.e. . Next

(9)

is defined to be the following consecutive block of minimal
length such that it does not occur in the sequence .
Therefore, by continuing this recursive procedure until the last
symbol of is reached it is possible to obtain the decomposi-
tion of into minimal blocks

(10)

The complexity of is defined as the number of blocks in
the decomposition, (10)

(11)

where is the number of possible different symbols in . The
normalized complexity, , is defined as

(12)

Prior to applying the above described algorithm the signal
has to be converted into a sequence of symbols, which can be
done as follows. Depending on the number of different symbols

, thresholds have to be selected within the signal
range , where and are
the minimum and maximum values of the signal , respectively.
For instance, if , i.e. two symbols, “0” and “1” are used,
there is only one threshold and by comparing the samples of

with this threshold the signal is converted into the sequence of
symbols: if then , otherwise . For larger

the conversion procedure is analogous.

E. Higuchi Fractal Dimension

Fractal dimension is another measure of signal complexity,
generally evaluated in phase space by means of correlation di-
mension. Higuchi proposed an algorithm for the estimation of
fractal dimension directly in the time domain without recon-
structing the strange attractor [19]. This method gives reason-
able estimate of the fractal dimension in the case of short signal
segments and is computationally fast [19], [20].

Higuchi’s algorithm is based on the following scheme: from
a given signal , new curves are
constructed as follows:

(13)

TABLE I
SUMMARY OF THE SELECTED PARAMETER VALUES

where both and are integers and they indicate the initial
time and the time interval, respectively. The length, , of
each curve is calculated as

(14)

The length of the curve for time interval , , is calcu-
lated as the average of the curves for

. If , the signal is fractal-like with the
dimension . Therefore, if is plotted against , where

, in double logarithmic plot, the data points
should fall into straight line with the slope . Finally, linear
fitting by the means of least-squares is applied to the pairs

, and the slope of the
obtained line is calculated giving the estimate of the fractal
dimension .

For a summary of the selected parameter values, for each
measure considered herein, see Table I.

III. DEPENDENCE OF ENTROPY/COMPLEXITY MEASURES ON

SIGNAL PROPERTIES

A. Generation of Signals of Predefined Probability Density
and Spectrum

Generation of reference signals of fixed power spectrum and
probability density, the so-called surrogates, is widely used,
for instance, for detecting nonlinearities in a given signal. A
common way of generating surrogates is to use the amplitude
adjusted Fourier transform (AAFT) algorithm, which basically
contains rank-ordering and phase randomizing as the main
processing steps.

Schreiber and Schmitz have found, however, that more ac-
curate surrogates can be obtained by iteratively changing the
probability distribution and the power spectrum of the surrogate
until the required precision or the maximum number of itera-
tions is obtained [9], [21]. The iterative algorithm was originally
used for generating surrogates with properties similar to a given
signal. In our study we are interested in test signals of predefined
power spectrum and probability distribution. Our approach is to
generate a signal with given probability distribution and to
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use the iterative algorithm for shaping the power spectrum as
desired.

Let be the desired power spectrum for the surrogate and a
copy of the signal sorted in ascending order. At each iteration
stage there is a sequence , which has the correct prob-
ability distribution given by and a sequence , which has
the correct power spectrum given by . The process starts by
assigning the random shuffle of . Each following iteration
contains two consecutive steps.

In the first step, , the Fourier transform, ,
of is obtained, , where denotes
the discrete Fourier transform (DFT) operator. Next, the ampli-
tude is replaced by the desired one, i.e. with , and
the complex phase of , , is kept. Here-
after, the inverse Fourier transform is taken and is obtained,

, where denotes the Inverse
DFT operator.

In the second step, , rank-ordering is performed:
, , where is the

length of the given signal . Here denotes the
ascending rank of , i.e. if is
the smallest element of , if is the
2nd smallest element of and so forth.

The first step enforces the correct power spectrum but it alters
the probability distribution. The second step, on the other hand,
guarantees the correct probability distribution but power spec-
trum is changed. Therefore, these two steps have to be iterated
several times.

At each iteration the relative error, , between the desired
power spectrum, , and the obtained one, , is calculated
as

(15)

This error was used in making the decision on stopping the iter-
ative algorithm and accepting the generated surrogate according
the criteria presented in Table II.

In order to generate surrogate data sets, first the random signal
of predetermined probability density was generated. was

determined by the following function [22]:

(16)

where the positive-valued parameter is used for controlling
the sharpness/flatness of the probability distribution and is
the normalizing parameter to assure that .
For small values takes sharp shapes, on the
other hand, gives uniform distribution. If or

, Laplace (double exponential) or Gaussian distribution is
obtained, respectively.

Random signals of predefined probability distributions were
generated using the rejection method. This method constitutes
a technique for generating random numbers whose probability

TABLE II
CRITERIA FOR SURROGATE DATA GENERATION

distribution function is known and computable. First, a com-
parison function of finite area is chosen such that is ev-
erywhere less than . is chosen so that it is possible to gen-
erate random numbers in two dimensions, uniformly distributed
over the area covered by . If such a random number falls into
the area covered by but not by it is rejected, otherwise it
is accepted. The coordinate of the resulting two-dimensional
random numbers is distributed according to . More detailed de-
scription of the rejection method can be found in [23].

In our study the sharpness/flatness controlling parameter of
the PDF, , was selected to have the following values:

(17)

Hence, in total, test signals of 17 probability distributions of
varying shapes were obtained. Fig. 1 illustrates every other gen-
erated distribution between the sharpest and the flattest one.

The power spectrum, , was selected to have rectangular
shape centered at , where is the normalized frequency
ranging from 0 to 1, corresponding to the DC component and the
Nyquist frequency, respectively. Test signals of the following
normalized bandwidth were generated:

(18)

For example, the value means that the bandwidth of
the corresponding signal covers 10% of the whole bandwidth.
All used power spectra are illustrated in Fig. 2.

B. Dependence of Entropy/Complexity Measures on Signal
Amplitude Distribution and Signal Bandwidth

In order to estimate the dependence of entropy/complexity
measures on signal properties, 85 signals with 17 predefined
PDF shapes and 5 power spectrum bandwidths were generated
and the methods described throughout Sections II-Ato II-E were
applied. This procedure was repeated 20 times and the results
were averaged. The whole process of test signal generation was
performed for three different signal lengths: 1024, 4096, and
16 384 data points. Fig. 3 summarizes the obtained results. The
first row reveals that ShEn does not depend on signal bandwidth
as could be expected from the definition of this measure. Slight
divergence of the curves corresponding to similar PDF but dif-
ferent spectra at small values (sharp PDFs) is due to the fact
that the PDF is no longer independent of the spectrum here and
the iterative algorithm for surrogate generation did not converge
well.

The second row illustrates the behavior of SpEn which, in
contrary to ShEn, does not depend on the shape of the signal’s
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Fig. 1. PDFs of different sharpness/flatness controlled by the parameter . In the figure we show every other PDF used in the test signal generation. Note that the
scale of the -axis of the first two PDFs ( and ) is different compared to that of the other plots.

Fig. 2. Power spectra of different bandwidth controlled by the parameter .

PDF (the lines are almost parallel to the -axis). Here, analo-
gously to the case of ShEn, the divergence of the curves corre-
sponding to similar spectra but different PDFs at small values
and especially in the case of short signals is due to the inaccu-
racy of the properties of the test signals. SpEn is also dependent
on signal length; therefore, for short signals, SpEn tends to be
smaller than for longer signals.

The third row shows that ApEn depends on both the shape
of the PDF as well as the spectral bandwidth of the signal. At
sharp PDFs, ApEn behaves similarly to ShEn with respect to the
shape of the PDF (given that the bandwidth is large enough). As
the signal amplitude becomes more uniformly distributed, ApEn
values stay constant, depending only on the spectral bandwidth.
Also, the ApEn values slightly increase with increasing signal
length.

The behavior of LZC, and HFD, illustrated in the last two
rows of Fig. 3, looks similar. Both parameters depend mainly on
the bandwidth of the signal spectrum while slight dependence
on the PDF can be observed mostly when is small.

The theory underlying ApEn and HFD comprises embedding
of the data onto the phase space. As it is not feasible to gen-
erate signals of predefined phase space embedding, PDF and
power spectrum were used in our analysis as the starting point
for the test signal generation. Decreasing the spectral bandwidth
causes the signals to become more regular. In order to follow
the changes in signal dynamics we plotted the phase space rep-
resentation of the test data in the cases of Laplace, Gaussian and
uniform distributions for the five bandwidths of (18). The results
in Fig. 4 show that as the bandwidth decreases from that defined
by , the phase space is no more uniformly covered
by the data points but certain patterns start to form. Comparison
with Fig. 3 shows that ApEn, HFD, and LZC values change most
rapidly when the signal bandwidth decreases from
to , detecting regularity in the signal before it can be
seen visually in phase space.

IV. ENTROPY/COMPLEXITY OF EEG DURING SEDATION IN

INTENSIVE CARE UNIT

The results presented in part III were tested using EEG
recordings from 12 ICU patients (age from 29 to 83 with
the mean 63 years), sedated with propofol. Patients having
known neurological disorders were excluded from the study.
The EEG electrodes were placed bilaterally to the forehead,
below the hairline, approximately 5 cm above the eyebrows.
The distance of the electrodes from the midline was about 4
cm to either direction. The EEG signal was sampled at 400 Hz.
Ramsay score assessments were performed by the ICU nurse
during the course of the recording according to predefined
protocol. The Ramsay score uses 6 stages to evaluate the level
of consciousness with score 1 indicating the subject being fully
awake and score 6 indicating full unconsciousness, i.e., the lack
of response to slightly painful stimulus [24].

To evaluate the algorithms, segments of the EEG signal corre-
sponding to the Ramsay score assessments were extracted. Pre-
liminary calculation of HFD and SpEn was performed to the
whole data and the segments to be analyzed were chosen ac-
cording to the following rules:

• the segment had to precede the Ramsay score assessment
• the segment had to locate as close in time to the Ramsay

score assessment as possible. A short margin, however, was
left between the end of the segment and the Ramsay score
assessment to ensure that the assessment procedure would
not alter the patient’s level of consciousness

• the segment corresponding to a certain Ramsay score as-
sessment was discarded if the burst-suppression pattern
was detected, if the signal was hidden by noise, or if the
preliminary calculations gave unstable values.

Valid signal segments obtained from the data were distributed
according to the Ramsay score values as follows.

Ramsay score:
Number of segments:
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Fig. 3. Entropy/complexity of the generated test signals. The rows correspond to the measures described in Sections II-Ato II-E (from top to bottom: ShEn, SpEn,
ApEn, LZC, and HFD ). Columns from left to right represent the length of test signals: 1024, 4094, and, 16 384, respectively. 20 surrogates were generated for every

of (17) and every of (18). The measure values for individual surrogates and the averages over the surrogates are represented by gray and black lines, respectively.
On all the plots the -axis represents the PDF’s sharpness/flatness controlling parameter and the -axis shows the value of the corresponding entropy/complexity
measure. Different curves on the plots correspond to different spectral bandwidth. The dependence of the parameter values on spectral bandwidth is indicated by
the arrows at the left side of each row (except for ShEn, which does not depend on spectral bandwidth). For example, on the SpEn plots the upper curve corresponds
to the widest spectrum and the lowest one corresponds to the narrowest spectrum .

More detailed description of the data and the segment selection
procedure can be found in [8].

Before calculating the measures the extracted signal segments
were prefiltered. We used bandpass linear phase equiripple filter
with high-pass cutoff frequency of 2 Hz, transition band width
of 2 Hz and passband and stopband attenuation of 0.01. The
high-frequency component of the measured signal during
sedation has twofold meaning—on one hand, the frequency
band of the EEG can extend up to 40 Hz or even higher; on the
other hand, at high frequencies the signal can be contaminated
by the muscle activity, especially as the patient wakes up from
sedation. In [25] the effective border frequency between the
EEG and the muscle activity for depth of sedation analysis was
found to be about 20 Hz. Although noise from the EEG point
of view, the muscle activity can be useful in the early detection

of arousal from sedation. Due to this dual interpretation of
high-frequency components we performed the calculations
using three low-pass cutoff frequencies: 19, 37, and 47 Hz
(columns of Fig. 5 in which the results are presented). Com-
paring the scales of the -axis in the figure shows that the
values of ApEn, LZC, and HFD greatly depend on the cutoff
frequency while SpEn and ShEn are relatively insensitive to the
high-frequency components.

Another feature of the analysis influencing the results is the
window length. In Fig. 5, the results are presented for windows
of 5, 20, and 60 s. The windows are extended backward from
the endpoint of the selected segments. It can be seen that while
ApEn, LZC, and HFD are relatively independent of the amount
of data, SpEn and, in some cases also ShEn, show significant
trend. This comes from the fact that ShEn and SpEn both use
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Fig. 4. Phase space representation of the test data of Laplace, Gaussian and uniform distribution and of spectral bandwidth corresponding to all values of given
by (18).

transformation over the Shannon function. In the case of SpEn,
for example, it is well known that the fast Fourier transform
(FFT) algorithm used for the calculation of this measure gives an
inconsistent estimate of the power spectrum and thus increasing
the window length increases the relative (per constant frequency
range) variability of the spectrum estimate. This influences sig-
nificantly the acquired SpEn values. The same principle affects
the values of ShEn if the filling of the histogram varies for dif-
ferent data lengths. In the considered application, however, the
dependence of the measures on the window length does not re-
strain the interpretation of the analysis results as far as we com-
pare the values achieved using similar windows.

Statistical analysis was performed using the Wilcoxon
ranksum test. This test does not assume Gaussian distribution
of the data and allows the amount of data to vary from class to
class. The tables in Fig. 5 show the p-values calculated pairwise
for the six Ramsay scores in the case of 20 second window. The
cases when the entropy/complexity increased with increasing
level of sedation (higher Ramsay score) are marked in italics
and those giving p-value lower that 0.05 are marked in bold.
Although the amount of data used in the current study is too
small for any final conclusions the methods based on the phase
space background (ApEn and HFD) or pattern recurrence
(LZC) seem to have slight advantage in discriminating the EEG
corresponding to different Ramsay scores. All the methods
seem to have difficulty in discriminating Ramsay score 5.
Our preliminary analysis using other data sets shows that this
phenomenon is not related to the particular data set but is more
general, indicating the need for further study.

For comparison, we processed our data with the Beta Ratio
( ) measure applied as one of the three components in the
Aspect Medical Inc. Bispectral Index monitor. is calcu-
lated as

(19)

where and denote the power in the frequency
bands 30–47 Hz and 11–20 Hz, respectively. It has been argued
that is the main component in BIS and that the bispectral
analysis actually does not add much value from the monitoring
point of view [26]. It might even be more so in the case of se-
dation as in BIS has higher weight in light anesthesia and
in sedation the level of unconsciousness is usually lighter com-
pared to surgical anesthesia. The for our data is shown in
Fig. 6.

V. DISCUSSION

Assessment of depth of anesthesia and sedation is a research
area of great theoretical and practical interest. Although several
new methods for brain function analysis like functional mag-
netic resonance imaging, magnetoencephalography, various
kinds of evoked potentials, etc. have emerged, EEG is still the
most suitable parameter for long term monitoring. Assessment
of depth of anesthesia and sedation is closely related to brain
monitoring in broader range of situations like, e.g., the detection
of hypoxia and ischemia.
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Fig. 5. Mean and standard error of ShEn, SpEn, ApEn, LZC, and HFD (rows from top to bottom, respectively) calculated from the EEG segments corresponding to
Ramsay scores 1 to 6. The columns in the figure from left to right correspond to the cutoff frequency of the prefilter of 19, 37 and 47 Hz, respectively. The white bars
correspond to 5 s, gray bars to 20 s, and black bars to 60 s window length. The tables indicate the p-value calculated pairwise for the signal segments corresponding
to different Ramsay scores using the Wilcoxon ranksum test. The p-values are calculated for window length 20 s. The cases when the entropy/complexity increased
with increasing level of sedation (higher Ramsay score) are marked in italics and those giving p-value lower that 0.05 are marked in bold.
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Fig. 6. Beta ratio of the EEG data. For detailed explanation refer to the caption
of Fig. 5.

Our approach in this paper has been to study the sensitivity
of various entropy and complexity measures to the change
in signal properties like spectral bandwidth and amplitude
distribution. The results clearly show that the various param-
eters called entropy actually measure different properties of
the signal. ShEn, the “classical” entropy measure, does not
depend on signal spectrum while spectral entropy is insensitive
to the amplitude distribution. This is easy to predict from the
mathematical formulas defining these parameters. The other
tested methods, ApEn, and , are sensitive to both
spectral bandwidth as well as amplitude distribution, however,
the dependence on bandwidth dominates.

The last decade has seen the presentation of a large number
of EEG measures for anesthesia monitoring. However, no al-
gorithm significantly better than the others has been developed.
Fig. 5 shows that while all the other tested entropy and com-
plexity measures decrease with deepening sedation, the “clas-
sical” ShEn actually tends to behave in the opposite manner
(see also [4]). is the only tested measure depending solely
on the amplitude distribution being thus indifferent to the time
order of the signal samples. When compared to the results in
Fig. 3 the cautious conclusion that the amplitude distribution of
the EEG signal gets wider with deepening sedation, especially
when there is a transition from Ramsay score 2 to Ramsay score
3 can be made. The results also show that the frequency content
of the EEG signal is generally a better indicator of the seda-
tion depth compared to the amplitude distribution. Actually, the
more sensitive the algorithm is to the changes in bandwidth, the
better it seems to discriminate the levels of sedation.

Comparison of the performance of different measures is dif-
ficult due to the following reasons.

1) Each measure can be calculated using various algorithms.
A good example here is the choice of the method for the
power spectrum estimation in the calculation of SpEn. Our
recent studies show that if, instead of the FFT, autoregres-
sive modeling is used for estimating the power spectrum,
the SpEn values no more depend on the window length.
Using other methods than the FFT for spectrum estimation,
however, did not improve the SpEn as a measure of depth
of sedation. A detailed study on the influence of the spec-

trum estimation method on SpEn will be published else-
where. In this paper, however, we used the FFT for com-
parability reasons as this algorithm is also employed in the
Datex Ohmeda Entropy module and thus applied in all the
studies performed using this device.

2) For each algorithm certain parameter values should be
fixed. The parameter values used in this paper are pre-
sented in Table I. They were chosen according to the values
used in the literature for similar applications. Probably the
most questionable is the choice of the embedding dimen-
sion and the filtering level for the ApEn measure.
We made the calculations for and
SD, 0.2 SD both in the case of the surrogates as well as the
real EEG signal. The analysis employing the surrogates
showed that if the filtering level was decreased and/or
the embedding dimension was increased, the monotonic
trend of increasing entropy with increasing bandwidth
was lost. In the case of higher dimensions the results for
the surrogates of similar properties did not necessarily
converge. This effect was more severe for shorter window
lengths. The EEG analysis showed that increasing the
embedding dimension did not improve the performance
of the ApEn measure in discriminating between different
Ramsay scores. In the case of short data segments (5 s)
the behavior of ApEn was reversed at higher embedding
dimensions—deeper sedation gave higher ApEn values.

3) Window length has an influence on the results. This can
be caused by two reasons. First, the algorithm may be sen-
sitive to the window length like, for example, in the case
of the SpEn. Second, some algorithms may not give reli-
able results in the case of short data windows. In real-time
monitoring systems relatively short data windows should
be used to react quickly to alterations in the condition of
the patient. Commercial depth-of-anesthesia monitors use
a wide range of window lengths starting from a couple of
seconds up to 60-s windows. In the Entropy module, for ex-
ample, a carefully tuned windowing scheme is used where
the window length varies with frequency. Our analysis in-
dicates that in some cases 5-s window might be too short
to get reliable results (see, for example, the ApEn results
for LPF 37 or 47 and Ramsay score 1 in Fig. 5) whereas 20
s seems to be sufficient.

4) The frequency band of the signal is a crucial factor in the
assessment of the depth of sedation. While most commer-
cial algorithms employ EEG frequencies starting from 0.5
Hz, the lower cutoff frequency of the Danmeter Cerebral
State Index (Danmeter A/S, Denmark), for example, is set
at 6 Hz, neglecting the delta frequency band of the EEG
signal. The key point in the choice of the upper cutoff
frequency is the incorporation of the muscle activity into
the depth of sedation index. Several commercial anesthesia
monitoring systems display the EMG activity, obtained
usually from the same electrodes as the EEG but using fre-
quencies from 60–80 Hz, separately. Our recent analysis
of the influence of the EEG frequency band on the various
entropy/complexity measures shows that the behavior of
several measures (SpEn and ApEn, for example) can actu-
ally be reversed, especially in the region of lighter sedation,
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if high frequencies are cut off and the delta frequency band
is fully incorporated. We have also found that remifentanil,
an opioid often used together with sedative drugs, greatly
influences the entropy measures when low frequencies are
preserved (lower cutoff frequency at 0.5 Hz).

Although due to the arguments presented above it is not fea-
sible to point out “the best” EEG measure for the assessment of
the depth of sedation, our results indicate that the measures sen-
sitive to both the power spectrum as well as the amplitude dis-
tribution, i.e., the ApEn, LZC and HFD, perform slightly better
than the other two tested measures. In the case of the tested mea-
sures, window length of 20 s can be recommended. The depen-
dence of the measures on the frequency content of the signal
should be studied more systematically in the future. Compar-
ison with the simple spectrum-based measure , an impor-
tant component of the BIS monitor, shows that is superior
in discriminating the Ramsay score 6 (i.e., deep sedation) while
the tested entropy/complexity measures may have advantage in
following the depth of sedation at lighter scales.

A serious obstacle to applying entropy/complexity mea-
sures in commercial monitoring systems is the difficulty in
interpreting the results. The experience of neurophysiologists
in classifying the EEG signal is based on visual analysis. By
looking at the curve it is easy to detect beta activity or large
delta waves, however, there is no experience on how the EEG
of different ApEn, for example, looks like. This can be studied
by generating surrogates of the real EEG signal with different
entropy/complexity. We plan to address this problem in our
future work.

In clinical practice an easy-to-use anesthesia/sedation mon-
itor, performing well in a wide range of situations and for all
anesthetic drugs would be needed. On the other hand, phys-
iologically, anesthesia is not a well defined phenomenon as
every anesthetic has somewhat different way of action [27].
Anesthesia can be viewed as a mixed state of unconsciousness,
analgesia, muscle relaxation, amnesia. Even some of these
components—unconsciousness, for example—are physiologi-
cally very difficult to define. As a solution to these contradictory
points of view on anesthesia/sedation monitoring we suggest
that a more specific approach to data analysis could increase
the value of long-term brain monitoring. This contains the
following features:

• recognition of drug specific patterns and events related to
the condition of the patient;

• using more EEG channels in studies where the clinical
setup affords;

• model based approach—the results of signal analysis could
be fitted to models in known correspondence with the phys-
iological state of the patient;

• more detailed analysis of the variation of EEG signal prop-
erties, linear as well as nonlinear, during anesthesia and
sedation.

VI. CONCLUSION

In this paper, we have shown that the broad set of measures
usually referred to as “entropy” and/or “complexity” actually
reveal different properties of signals. While “classical” ShEn is
sensitive to the amplitude distribution, spectral entropy depends

purely on signal spectrum and the methods based on phase space
and recurrence analysis are sensitive to both mentioned proper-
ties. This indicates that it is not correct to speak generally about
EEG entropy but the term should be more specifically defined.

Analysis of the EEG signal during sedation in the ICU
showed that the various entropy/complexity measures behave
in a different manner when related to the clinical assessment of
the Ramsay score. While ShEn increases or remains constant
with deepening sedation, the other measures tend to decrease,
although, there are exceptions like the case of Ramsay score 5,
for example. Spectral properties seem to be more discriminative
between different levels of sedation compared to amplitude
distribution. Spectral entropy, calculated using the FFT for
power spectrum estimation is more sensitive to the length of
the data segment compared to the other measures. The values
of ApEn, LZC, and HFD depend highly on the presence of
high frequencies (19–47 Hz). This emphasizes the importance
of the prefilter settings and window length when comparing the
results achieved using different methods.

The results achieved by a simple spectral measure, the beta
ratio, show its advantage in discriminating the Ramsay score 6
over the tested entropy/complexity measures. We suggest that
combining different measures can increase the reliability of the
overall index. It should also be noted that the analysis described
in Section IV were performed on raw data. Preprocessing the
data using various kinds of artifact removal algorithms, for ex-
ample, could change the performance of different algorithms.

REFERENCES

[1] I. J. Rampil, “A primer for EEG signal processing in anesthesia,” Anes-
thesiology, vol. 89, pp. 980–1002, 1998.

[2] T. Lipping and V. Jäntti, “EEG signal in monitoring brain function
in anesthesia and intensive care: a review,” Proc. Estonian Acad. Sci.:
Eng., vol. 10, no. 2, pp. 95–109, 2004.

[3] M. Tribus and E. C. McIrvine, “Energy and information,” Scientif. Am.,
vol. 225, no. 3, pp. 179–188, 1971.

[4] J. Bruhn, L. E. Lehmann, H. Röpcke, T. W. Bouillon, and A. Hoeft,
“Shannon entropy applied to the measurement of the electroencephalo-
graphic effects of desflurane,” Anesthesiology, vol. 95, pp. 30–35,
2001.

[5] J. Bruhn, H. Röpcke, and A. Hoeft, “Approximate entropy as an elec-
troencephalographic measure of anestetic drug effect during desflurane
anesthesia,” Anesthesiology, vol. 92, pp. 715–726, 2000.

[6] H. Viertiö-Oja, V. Maja, M. Särkelä, P. Talja, N. Tenkanen, H.
Tolvanen-Laakso, M. Paloheimo, A. Vakkuri, A. Yli-Hankala, and P.
Meriläinen, “Description of the entropy algorithm as applied in the
datex—ohmeda S/5 entropy module,” Acta Anaesthesiol. Scand., vol.
48, pp. 154–161, 2004.

[7] X.-S. Zhang, R. J. Roy, and E. W. Jensen, “EEG Complexity as a mea-
sure of depth of anesthesia for patients,” IEEE Trans. Biomed. Eng.,
vol. 48, no. 12, pp. 1424–1433, Dec. 2001.

[8] A. Anier, T. Lipping, S. Melto, and S. Hovilehto, “Higuchi fractal di-
mension and spectral entropy as measures of depth of sedation in inten-
sive care unit,” in Proc. 26th IEEE EMBS Annu. Int. Conf. (EMBC’04),
San Francisco, CA, Sep. 2004, pp. 526–529.

[9] T. Schreiber and A. Schmitz, “Improved surrogate data for nonlinearity
tests,” Phys. Rev. Lett., vol. 77, pp. 635–638, 1996.

[10] C. E. Shannon, “A mathematical theory of communication,” Bell Syst.
Tech. J., vol. 27, pp. 379–423, July, October 1948, 623-656.

[11] T. Inouye, K. Shinosaki, H. Sakamoto, S. Toi, S. Ukai, A. Iyama, Y.
Katsuda, and M. Hirano, “Quantification of EEG irregularity by use of
the entropy of the power spectrum,” Electroencephalogr. Clin. Neuro-
physiol., vol. 79, pp. 204–210, 1990.

[12] I. A. Rezek and S. J. Roberts, “Stochastic complexity measures for
physiological signal analysis,” IEEE Trans. Biomed. Eng., vol. 45, no.
9, pp. 1186–1191, Sep. 1998.



FERENETS et al.: ENTROPY AND COMPLEXITY MEASURES FOR THE ASSESSMENT OF DEPTH OF SEDATION 1077

[13] A. Vakkuri, A. Yli-Hankala, S. Mustola, H. Tolvanen-Laakso, T.
Sampson, and H. Viertiö-Oja, “Time-frequency balanced spectral
entropy as a measure of anesthetic drug effect in central nervous
system during sevoflurane, propofol, and thiopental anesthesia,” Acta
Anaesthesiol. Scand., vol. 48, pp. 145–143, 2004, P. T..

[14] S. M. Pincus, “Approximate entropy as a measure of system com-
plexity,” Proc. Nat. Acad. Sci., vol. 88, pp. 2297–2301, Mar. 1991.

[15] J. S. Richman and J. R. Moorman, “Physiological time-series analysis
using approximate entropy and sample entropy,” Am. J. Physiol. Heart
Circ. Physiol., vol. 278, pp. 2039–2049, 2000.

[16] K. K. Ho, G. B. Moody, C. K. Peng, J. E. Mietus, M. G. Larson, D.
Levy, and A. L. Goldberger, “Predicting survival in heart failure case
and control subjects by use of fully automated methods for deriving
nonlinear and conventional indices of heart rate dynamics,” Circula-
tion, vol. 96, no. 3, pp. 842–848, 1997.

[17] A. Lempel and J. Ziv, “On the complexity of finite sequences,” IEEE
Trans. Inf. Theory, vol. IT-22, pp. 75–81, 1976.
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Entropy of the EEG in transition to burst suppression in deep
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Abstract— In this paper 5 methods for the assessment of

signal entropy are compared in their capability to follow the

changes in the EEG signal during transition from continuous

EEG to burst suppression in deep anesthesia. To study the

sensitivity of the measures to phase information in the signal,

phase randomization as well as amplitude adjusted surrogates

are also analyzed. We show that the selection of algorithm

parameters and the use of normalization are important issues in

interpretation and comparison of the results. We also show that

permutation entropy is the most sensitive to phase information

among the studied measures and that the EEG signal during

high amplitude delta activity in deep anesthesia is of highly

nonlinear nature.

I. INTRODUCTION
Entropy of the electroencephalographic signal (EEG) has

been considered by many research groups as a promising
measure of the level of consciousness [1], [2]. EEG entropy
has also been found as an indicator of ischemia and hypoxia
in the Intensive Care Unit (ICU) as well as of neurological
recovery after cardiac arrest [3]. A measure of signal entropy
based on the power spectrum, the spectral entropy measure
(SpEn), is the main feature underlying the commercial M-
Entropyr index of anesthetic depth available by GE Health-
care Finland [4].

The term ’entropy’ was introduced in the field of infor-
mation technology by Claude Shannon in his classic paper
on communication theory [5]. This measure, widely known
as Shannon entropy, is calculated by applying the Shannon
equation to the probability distribution of the variable un-
der consideration. Another entropy measure, the Spectral
entropy (SpEn), is obtained in a similar way except that
the probability distribution is replaced by the normalized
power spectrum of the variable. Still other measures of signal
entropy, Approximate entropy (ApEn) and Sample entropy
(SmpEn), are based on the phase space representation of
the time series. Permutation entropy (PrmEn), on the other
hand, quantifies the occurrences of patterns in the time series.
Comparison of different measures of EEG signal entropy
in anesthesia has resulted in a boom of scientific papers.
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Comparison is, however difficult, as each study uses different
montages, filters, and different sets of analysis parameters.

In this paper we approach the problem of time domain
patterns with surrogate signals. In surrogate analysis some
signal properties are fixed while others are varied to obtain
a set of surrogate signals. If the response of an algorithm to
the surrogates is similar to the response to the original signal
it can be concluded that the algorithm is not sensitive to the
properties of the signal varied in the surrogate generation
process. A common way to generate surrogates is to calculate
the Fourier’ transform of the signal segment, randomize the
phase response and apply the inverse Fourier’ transform.
Phase randomization modifies the amplitude distribution
of the time series towards Gaussian distribution with the
consequence that the surrogate can be fully described by
first and second order statistics. More realistic surrogates
can be obtained by iteratively modifying the properties of
a surrogate so that both the power spectrum as well as the
amplitude distribution resemble that of the original signal as
well as possible [6], [7].

The aim of this paper is to test the ability of various
entropy algorithms to follow the changes in the EEG signal
during the transition from continuous EEG to burst sup-
pression in deep anesthesia. The algorithms are applied to
the original signal as well as surrogates to evaluate their
sensitivity to nonlinearities in the signal.

II. MATERIAL AND METHODS

A. Patient data

The test data used in the analysis was obtained from
a 40 years old male patient undergoing a routine surgery.
Propofol was used as the anesthetic agent. The signal was
obtained from channel Cz-M2. The signal was prefiltered
using a bandpass FIR filter with lower and upper cutoff
frequencies of 0.5 and 35 Hz, respectively. As the study pro-
tocol involved somatosensory evoked responses (not present
in the signal segment used in this analysis), the original
sampling frequency was 20 kHz. Before applying the entropy
algorithms the signal was downsampled to 100 Hz, however,
using appropriate anti-aliasing filtering.

B. Entropy measures

1) Spectral entropy: The underlying principle of spectral
entropy, SpEn, is straightforward – the Shannon function:

y = �
X

i

xi log xi, (1)
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is applied to the normalized power spectrum Pn (normalized
in the sense:

P
Pn = 1) of the given signal:

SpEn = �
fhX

i=fl

Pi log Pi, (2)

where fl and fh define the frequency band we are interested
in [8].

Usually spectral entropy is normalized so that its values
are guaranteed to lie between 0 and 1:

SpEnn =

SpEn

log N

, (3)

where N is the number of frequency components in the range
[fl, fh]

2) Approximate entropy: Approximate entropy, ApEn,
introduced by Pincus [9], is a measure quantifying the unpre-
dictability or randomness of the signal. ApEn is originated
from nonlinear dynamics but unlike most measures coming
from this field it does not require the use of limits (t !1,
r ! 0, N ! 1, m ! 1). Therefore, it is more suitable
for signals of finite length.

The calculation of ApEn of the signal s of the finite length
N is performed as follows. First, fix a positive integer m

and a positive real number r. Next, from the signal s the
N �m + 1 vectors xm(i) = {s(i), s(i + 1)..., s(i + m� 1)}
are formed. After that, for each i, 1 6 i 6 N �m + 1, the
quantity C

m
i (r) is calculated using:

C

m
i (r) =

number of such j that d[xm(i),xm(j)] 6 r

N �m + 1

,

(4)
where the distance d between the vectors xm(i) and xm(j)

is defined as:

d[xm(i),xm(j)] = max

k=1,2,...,m
(|s(i + k� 1)� s(j + k� 1)|)

(5)
Next, the quantity �

m
(r) is calculated as:

�

m
(r) =

1

N �m + 1

N�m+1X

i=1

log C

m
i (r) (6)

Finally, the approximate entropy is defined as follows:

ApEn(m, r,N) = �

m
(r)� �

m+1

(r) (7)

The parameter r corresponds to the maximum allowable
distance between the neighboring trajectory points; therefore,
r can be viewed as a filtering level. The parameter m is the
embedding dimension and it determines the dimension of the
phase space.

Frequently, r is chosen according to the signal’s standard
deviation (SD); it has been suggested that the initial value for
r be 0.2 SD. A common value for m in EEG signal analysis
is 2.

3) Sample entropy: Similarly to ApEn, Sample entropy
(SampEn) is also based on phase space representation of
the time series. There are several differences between the
two algorithms, however. Firstly, in calculating the number
of similar sequences (i.e., close data points in phase space)
self-matches (i = j in equation 4) are excluded. Secondly,
equations 6 and 7 are replaced by the following operations:

C

m
(r) =

1

N �m

N�mX

i=1

C

m
i (r) (8)

and
SampEn(m, r,N) = � ln

C

m+1

(r)

C

m
(r)

(9)

4) Permutation entropy: Permutation entropy (PermEn)
measures the randomness of the occurrence of symbols
in a time series [10], [11]. The symbols are obtained by
considering the rank order of signal samples in a fixed length
sequence. Let the symbol length be 4. As an example, a
sequence of signal values x

4

(t) = 5973 gives the symbol
3021 as in this case x(t + 3) < x(t) < x(t + 2) < x(t + 1).
All possible sequences of length 4 are considered and the
probabilities of occurrence of each of the 4! symbols are
found. PermEn is calculated based on these probabilities
according to the Shannon equation (equation 1).

5) Higuchi fractal dimension: Fractal dimension is an-
other measure of signal complexity, generally evaluated in
phase space by means of correlation dimension. Higuchi
proposed an algorithm for the estimation of fractal dimension
directly in time domain without reconstructing the strange at-
tractor [12]. This method gives reasonable estimate of fractal
dimension in case of short signals and is computationally
fast. The reason for including Higuchi fractal dimension
in this comparison was our previous experience with this
measure.

Higuchi’s algorithm is based on the following scheme:
from a given signal s = {s(1), s(2), ..., s(N)}, k new curves
s

k
m are constructed as follows:

s

k
m = {s(m), s(m + k), ..., s(b(N �m)/kc · k)}

m = 1, 2, ..., k,

(10)

where both m and k are integers and they indicate the initial
time and the time interval, respectively. The length, Lm(k),
of each curve s

k
m is calculated as

Lm(k) =

" bN�m
k cX

i=1

|s(m + ik)� s(m + (i� 1)k)|
!
·

N � 1

bN�m
k ck

#,
k

(11)

The length of the curve for time interval k, L(k), is cal-
culated as the average of the m curves Lm(k) for m =

1, ..., k. If L(k) / k

�D, the signal is fractal-like with the
dimension D. Therefore, if L(k) is plotted against 1/k,
where k = 1, ..., k

max

, in double logarithmic plot, the data
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Fig. 1. The original EEG signal (upper curve), approximate entropy and sample entropy. The entropy measures are calculated using segment-by-segment
normalization (red curves) as well as in a non-normalized manner (blue curves)

points should fall into straight line with the slope D. Finally,
linear fitting by the means of least-squares is applied to the
pairs (log 1/k, log L(k)), k = 1, ..., k

max

and the slope of the
obtained line is calculated giving the estimate of the fractal
dimension D.

C. IAAFT algorithm for surrogate generation

Let P be the power spectrum of the original signal s and
c a copy of the signal sorted in ascending order. At each
iteration stage (i) there is a sequence r

(i), which has the
correct probability distribution given by s and a sequence
s

(i), which has the correct power spectrum given by P . The
process starts by assigning r

(0) the random shuffle of s. Each
following iteration contains two consecutive steps.

In the first step, r

(i) ! s

(i), the Fourier transform, R

(i),
of r

(i) is obtained, R

(i)
= DFT {r(i)}, where DFT denotes

the Discrete Fourier Transform operator. Next, the amplitude
|R(i)| is replaced by the desired one, i.e. with

p
P , and

the complex phase of R

(i), e

j (i)
= R

(i)
/|R(i)|, is kept.

Hereafter, the inverse Fourier transform is taken and s

(i) is
obtained, s

(i)
= IDFT {

p
Pe

j (i)}, where IDFT denotes
the Inverse Discrete Fourier Transform operator.

In the second step, s

(i) ! r

(i+1), rank-ordering is per-
formed: r

(i+1)

(n) = c

rank{s(i)
(n)}, n = 1, ..., N , where N is

the length of the given signal s. Here rank{s(i)
(n)} denotes

the ascending rank of s

(i)
(n), i.e. rank{s(i)

(n)} = 1 if
s

(i)
(n) is the smallest element of s

(i), rank{s(i)
(n)} = 2

if s

(i)
(n) is the 2nd smallest element of s

(i) and so forth.
The first step enforces the correct power spectrum but it

alters the probability distribution. The second step, on the
other hand, guarantees the correct probability distribution
but power spectrum is changed. Therefore, these two steps
have to be iterated several times until the error between the
original power spectrum and the obtained one falls below a
predefined value.

III. RESULTS
To show the influence of the algorithm parameters on

the results normalized as well as non-normalized versions
of ApEn and SampEn algorithms were applied to the sig-
nal segment. The selected segment marks the transition
from continuous EEG to burst suppression with a period
of high amplitude delta-frequency (0.5 . . . 4 Hz) activity in
the middle (figure 1). This is a typical pattern seen in
deep anesthesia. The entropy measures were calculated in
a stepping window of length 4 s and the step size was 1

s. The value m = 2 was used for both algorithms. For
ApEn the value of the filtering parameter rf was 0.2 SD,
however, in the case of the blue curve the standard deviation
was calculated over the whole signal while in the case of
the red curve standard deviation was obtained window-by-
window. For SampEn the red curve was obtained using vari-
ance normalization window-by-window while the blue curve
marks the behavior of the measure without normalization.
In figure 2 the behavior of all the above presented entropy
measures is shown for the original signal as well as for
the phase randomized and amplitude adjusted surrogates.
No window-by-window normalization is used. The symbol
length parameter was set to 4 in the calculation of PermEn
and the parameter value k = 8 was used in Higuchi fractal
dimension.

IV. DISCUSSION AND CONCLUSIONS
It has been suggested that Approximate entropy classifies

correctly anesthetic depth also during burst suppression [13].
The results presented in figure 1 indicate that this property
depends on normalization. More specifically, if the filtering
parameter is adjusted according to the standard deviation of
the signal window-by-window, ApEn, like SpEn for example,
scales up the noisy signal during suppression yielding high
entropy values.
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Fig. 2. The original signal and the entropy measures (from top to bottom): Approximate entropy, Sample entropy, Permutation entropy, Higuchi fractal
dimension, and Spectral entropy. For each entropy measure the entropy of the original signal (blue curves), the average entropy of 10 phase-randomized
surrogates (green curves), and the average entropy of 10 amplitude adjusted surrogates (red curves) are shown

The results presented in figure 2 show that permutation
entropy is highly sensitive while Higuchi fractal dimension is
almost insensitive to phase information and nonlinearities in
the signal. As power spectrum does not contain phase infor-
mation, the three curves of SpEn are almost identical. Quite
naturally, for segments when the results for surrogates differ
from those for the original signal, the IAAFT-surrogates give
values between those for the the original signal and those for
the phase randomization surrogates (red curve lies between
blue and green curves). The three curves disagree to greater
extent during the period of high delta waves indicating higher
degree of nonlinearities.
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Editor’s key points

† Using artificial signals,
this study compares the
spectral and approximate
entropy of the EEG to
measure the hypnotic
component of
anaesthesia.

† These measures quantify
different features of the
signal and may therefore
behave in an
incomparable way when
calculated for
standardized EEG
patterns.

† Understanding the
differences in these
measures is essential to
use them in clinical
practice.

Background. Several measures have been developed to quantify the change in EEG from
wakefulness to deep anaesthesia. Measures of signal complexity or entropy have been
popular and even applied in commercial monitors. These measures quantify different
features of the signal, however, and may therefore behave in an incomparable way when
calculated for standardized EEG patterns.

Methods. Two measures widely studied for anaesthesia EEG analysis were considered:
spectral entropy and approximate entropy. First, we generated surrogate signals which
had the same spectral entropy as a prototype signal, the sawtooth wave. Secondly, EEG
samples where rhythmic pattern caused a peak in the power spectrum in the
a-frequency band were modified by enhancing or suppressing the corresponding rhythm.

Results. We found that the value of spectral entropy does not, in general, correlate with the
visual impression of signal regularity. Also, the two entropy measures interpret a
standardized artificially modified EEG signal in opposite directions: spectral peak of
increasing amplitude in the a-frequency band causes spectral entropy to increase but
decreases approximate entropy when low frequencies are present in the signal.

Conclusions. Spectral entropy and approximate entropy of EEG are two totally different
measures. They change similarly in deepening anaesthesia due to an increase in slow
activity. In some cases, however, they may change in opposite directions when the EEG
signal properties change during anaesthesia. Failure to understand the behaviour of
these measures can lead to misinterpretation of the monitor readings or study results if
no reference to the raw EEG signal is taken.

Keywords: anaesthesia, depth; EEG; monitoring, electroencephalography

Accepted for publication: 19 June 2012

Several commercial monitors, calculating an estimate of the
hypnotic effect of anaesthetic drugs from the EEG, are avail-
able. Common to all of them is that they give an estimate of
the hypnotic effect if anaesthetics with gabaergic mode of
action are used. These drugs cause gradual slowing of the
EEG until burst suppression and then continuous suppression.
The patterns vary, however, depending on the drug and
patient. The features which correlate with consciousness
probably originate from the physiological systems controlling
sleep and arousal.1 2 Correspondingly, the indexes are also
useful in the assessment of consciousness during sleep.

In addition to the commercial indexes, several other
measures of the EEG signal have been proposed for the

assessment of anaesthetic depth. Among these, the mea-
sures quantifying the complexity or regularity of the
signal are especially popular. Many of these measures
are called entropies, referring to the information-richness
of the EEG. Despite the common name ‘entropy’, the
measures like spectral entropy, approximate entropy,
Shannon entropy, permutation entropy, etc. have differ-
ent mathematical backgrounds and therefore describe
different properties in the signal. Probably, the most
curious example is the opposite change in Shannon
entropy compared with approximate entropy with deep-
ening anesthesia.3 – 5 While most of the entropy measures
(approximate entropy, spectral entropy) tend to decrease
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with deepening anaesthesia, the Shannon entropy tends
to increase.

The usefulness of the entropy measures in the assess-
ment of anaesthetic depth is commonly justified by the
claims that the EEG becomes more regular with deepening
anaesthesia and that these measures correctly quantify
this increase in regularity. Several studies have shown,
however, that these assumptions do not hold in general.
Certain conditions like EMG activity or arousal reactions, for
example, can cause at least temporary irregularity in the
measured EEG even in very deep anaesthesia.6 7 On the
other hand, in this study, we show that the results obtained
by the entropy measures—depending on their mathematical
background—may not correspond at all with what we visual-
ly consider regularity in the signal.

The increase in EEG regularity (and, consequently, the de-
crease in entropy) with deepening anaesthesia is often
explained by the shift in the frequency content of the
signal towards lower frequencies with the appearance of
low-frequency rhythmic components.8 We show that this
kind of change does not necessarily affect the different
entropy measures in a similar manner.

From the entropy measures, only spectral entropy has
been applied in commercial depth-of-anaesthesia monitors
up to now. Our aim in this study is to show that approximate
entropy generally corresponds better to the visual impression
of signal regularity as it takes into account the phase infor-
mation in the signal. As the various measures of the assess-
ment of depth of anaesthesia may respond in a contradictory
manner to changes in the EEG, those who use and study
these measures should understand the physiological basis
and the principle of calculation of these measures.

Methods
Calculation of the entropy measures
Spectral entropy is calculated by applying the Shannon func-
tion to the normalized power spectrum. All the values in the
power spectrum are equally used in the calculation of spec-
tral entropy independent of their location on frequency axis.
The phase information of the original signal and the fre-
quency information in the power spectrum are thus
omitted in the calculation. A description of the calculation al-
gorithm is given by Viertiö-Oja and colleagues.8. Approximate
entropy, introduced by Pincus,9 originates from non-linear
dynamics, but unlike most measures coming from this field,
it is calculated in time domain without phase space recon-
struction of the signal. Therefore, it is more suitable for rela-
tively short signal segments.3 10 11 The calculation algorithm
of the approximate entropy measure is described by various
groups.4

Surrogate signals of sawtooth wave
We selected the sawtooth waveform as the original signal, as
it presents a regular pattern (Fig. 1A). A sawtooth signal of
9995 data points, corresponding to a 19.99 s sample digi-
tized at 500 Hz, was generated. The property of the spectral

entropy of neglecting the phase information and the infor-
mation about the location of the spectral values on the fre-
quency axis was used in generating surrogate signals of
identical spectral entropy. First, the phase values of the
Fourier transform of the original signal were randomized
(Fig. 1B). Secondly, the amplitude values were relocated on
the frequency axis systematically around a dominant fre-
quency (Fig. 1C) or at random (Fig. 1D). In each case, the sur-
rogate signals were produced by applying the inverse Fourier
transform of the frequency domain representation of the
signal, that is, the modified amplitude spectrum, and rando-
mized phase spectrum. We also calculated the amplitude
spectrum of an EEG signal segment recorded in deep propo-
fol anaesthesia and arranged the spectral values of the saw-
tooth wave signal in the same rank order as the spectral
components of the EEG signal were located (Fig. 1E). The re-
location in this case was performed according to the magni-
tude of the spectral components so that the kth highest
spectral component of the sawtooth wave was shifted to
the frequency at which the kth highest spectral component
of the EEG signal segment occurred. This procedure was
repeated from the highest to the lowest frequency
component.

We produced 20 different realizations of surrogate signals
for each case and calculated the approximate entropy of
these signals. The mean and standard deviation of the ap-
proximate entropy over the realizations was calculated in
each case in order to obtain a more reliable estimate.

Effect of increasingly rhythmic activity on spectral
entropy and approximate entropy
In the second part of the analysis, we selected a sample of
anaesthesia EEG with regular, rhythmic pattern seen in the
power spectrum. Because a-rhythm has been used as an
example of regular, rhythmic EEG in anesthesia8 and is
often recorded from frontal montage, we also selected an
EEG sample with spectral peak at about 11 Hz. This was
recorded from the derivation Fp1–Fp2 in propofol anaesthe-
sia. The EEG sample was prefiltered using a linear-phase filter
of passband 0.8, . . . ,45 Hz. The amplitude of the rhythmic
component was manipulated using the autoregressive
moving average (ARMA) modelling technique to obtain test
signals of similar spectral properties as the original EEG
signal but of eight different proportions of the rhythmic activ-
ity in the a-band (Fig. 2). The ARMASA software package
developed by Broersen12 (Delft University of Technology,
The Netherlands) was used. Fifty realizations were calculated
for each of the eight test conditions, and the spectral entropy
and approximate entropy of these modified signals were pre-
sented as a function of their spectral peak height.

Results
Surrogate signals and their entropy
The results of surrogate analysis are presented in Figure 1. In
the left column, 2 s samples of the original 19.99 s signal
segment and its surrogates are presented, while the right
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Sawtooth wave: Fs = 500 Hz, f0 = 10.1 Hz; SpEn = 0.24, ApEn = 0.04A

Surrogates after phase randomization; SpEn = 0.24, ApEn = 1.40 (0.01)B

Surrogates simulating modulation; SpEn = 0.24, ApEn = 0.59 (0.02)C

Surrogates after shuffling spectral components; SpEn = 0.24, ApEn = 2.02 (0.09)D

0 0.5 1 1.5 2
Time (s)

Surrogates simulating EEG sample; SpEn = 0.24, ApEn = 0.24 (0.00)E

0 50 100 150 200 250
Frequency (Hz)

Fig 1 Waveforms (left column) and corresponding amplitude spectra (right column) of signals characterized by fixed spectral entropy (SpEn) of
0.24. In time domain, a 2 s excerpt of the waveforms is shown. The phase spectrum of all the surrogates is randomized. The approximate
entropy (ApEn) estimate [mean (SD)] over 20 realizations of the surrogates is indicated above each row of the figure. The characteristic fre-
quency of the original sawtooth wave is 10.1 Hz and the sampling frequency is 500 Hz.
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column shows the corresponding power spectra. From
Figure 1A (the upper row), it can be seen that the power spec-
trum of the original sawtooth wave contains minor spurious
components in addition to the harmonic ones. This is due to
digitizing effects and comes from the fact that there is a non-
integer number of samples in each sawtooth period. This is
also the case with real-life signals: the period of the signal
rhythm never exactly matches with the sampling frequency.
The approximate entropy of the sawtooth wave is 0.04, indi-
cating very high regularity. All the signals in this figure have
spectral entropy of exactly 0.24 as they are spectral entropy
surrogates.

When the phase spectrum of the sawtooth wave is rando-
mized leaving the amplitude spectrum as is, a random-
looking waveform is obtained (Fig. 1B); however, the
periodicity of the waveform can still be well observed. The
approximate entropy measure of this waveform is 1.40
(0.01) calculated over the 20 realizations of the random
phase spectra. In Figure 1C, the components of the amplitude
spectrum of the sawtooth wave are concentrated around a

dominant frequency of 10 Hz to simulate the amplitude vari-
ation of the EEG a-rhythm. The signal waveform looks quite
regular indeed and the approximate entropy of 0.59 (0.02)
is obtained over the 20 realizations of the random phase
spectra. When both the amplitude spectrum and the phase
spectrum are randomized, a highly irregular signal waveform
is obtained (Fig. 1D). As the amplitude difference between the
highest and the second highest frequency component is
quite large in the spectrum of the sawtooth wave, the rhyth-
micity of the signal waveform depends highly on the location
of the highest component after reshuffling. In the case
shown in Figure 1, the approximate entropy of 2.02 (0.09)
is obtained, indicating very high irregularity. Rearranging
the spectral components of the sawtooth wave according
to the spectrum of an EEG signal sample resulted in a wave-
form resembling raw EEG signal (Fig. 1E). The spectral compo-
nents of the generated surrogate signal decay significantly
faster though compared with natural EEG signal. The
phases of the frequency components were again randomized
and the approximate entropy of 0.24 (0.00) was obtained.
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Fig 2 Sensitivity of spectral entropy and approximate entropy to rhythmic activity of the a-frequency band in the EEG. The proportion of the
rhythmic activity in the signal is modified in eight steps using the ARMA modelling technique and the corresponding power spectra are plotted
(upper left plot). From 50 realizations of the modified signals for each eight levels of the rhythmic activity, the spectral entropy and approxi-
mate entropy measures were calculated and presented as box plots (upper middle and right). Statistical significance of the trends of the
entropy measures are indicated below the box plots: the bottommost mark indicates the result of comparing the corresponding peak mag-
nitude to the case of maximally flat power spectrum (the leftmost box). A star indicates statistically significant difference. Samples of time
domain waveforms of the modified signals are shown in the bottom half of the figure.
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The experiment shows that the waveforms characterized
by fixed spectral entropy may look very different with the ap-
proximate entropy of the waveforms ranging from 0 to above
2, the latter being close to the value we previously obtained
for white noise of nearly uniform amplitude distribution.4

Effect of rhythmic activity on spectral entropy and
approximate entropy
Figure 2 shows the effect of rhythmic a-frequency pattern of
varying amplitude on the entropy measures. In the upper left
panel of the figure, the power spectra corresponding to dif-
ferent levels of the rhythmic activity are shown. The corre-
sponding signal waveforms are shown in the lower panel.
The increasing proportion of the a-frequency rhythm when
moving from the top to bottom signal samples can well be
observed from the waveforms. At the left of the curves, the
ratio of the maximum power of the rhythmic component
relative to that of the underlying EEG signal sample is indi-
cated. The power of the rhythmic activity varies from 0.37
to 1.86 times that of the EEG sample.

The spectral entropy and approximate entropy measures
calculated for 50 realizations of each spectral shape are indi-
cated in the upper middle and upper right panels of the
figure, respectively. The magnitude of the a-frequency com-
ponent with respect to that of the original EEG segment is
indicated below each boxplot. In the lower part of the
panels, the statistical significance of the changes in the
entropy measures is indicated. The stars denote statistically
significant difference with 95% confidence level (balanced
one-way analysis of variance test with multiple comparison
correction using the Tukey’s honestly significant difference
criterion). The bottommost mark indicates the result of com-
paring the corresponding peak level with the case of max-
imally flat power spectrum. It can be seen that the
spectral entropy measure increases significantly with each
two-step increase in the peak level of the rhythmic activity.
In the case of the approximate entropy, the first three
steps of increase in the a-rhythm peak do not cause a signifi-
cant change in the entropy. However, the entropy decrease
becomes significant with higher proportions of the rhythmic
activity. In summary, the results show that in the presence of
very low-frequency components (,1.5 Hz), spectral entropy
increases significantly (indicating the power spectrum be-
coming more flat and the signal more irregular), while ap-
proximate entropy decreases significantly (indicating the
signal becoming more regular) when the EEG becomes
more rhythmic.

To illustrate the opposite behaviour of the spectral entropy
and approximate entropy measures with the increase in
rhythmic activity in the original EEG signal, three consecutive
signal segments from the same recording underlying the ex-
periment of Figure 2 are shown in Figure 3. From curve 1 to
curve 3 in the figure, the amount of slow activity decreases
and rhythmic activity increases causing flattening of the
spectrum and increase in spectral entropy. At the same
time, the increase in the relative amplitude of the rhythmic

activity is reflected by approximate entropy as increasing re-
gularity and hence decreasing entropy value. The two
entropy measures change in different directions from 1 to 3.

Discussion
The results of the first part of this study show that a given
value of spectral entropy gives no information about the fre-
quency spectrum, waveform, or the visual impression of re-
gularity of the signal. Therefore, contrary to the claims in
the literature, spectral entropy does not describe the irregu-
larity, complexity, or unpredictability characteristics of the
signal in general.8 Yet in special cases like deepening anaes-
thesia, for example, spectral entropy correlates with the EEG
changes. This is due to the power spectrum becoming more
peaked with increasing low-frequency components and de-
creasing high-frequency components. This does not neces-
sarily mean that the signal becomes more regular.

The approximate entropy measure, on the other hand,
reflects well the visual impression of regular vs irregular
signal. This can be understood because approximate
entropy uses the phase and frequency information in the
signal, while in the calculation of spectral entropy, this infor-
mation is discarded.

As the first application of spectral entropy was quantifying
the a-rhythm of the EEG, it has been suggested that spectral
entropy is also useful in quantifying rhythmic patterns in the
EEG during anaesthesia, that is, patterns which produce a
peak in the power spectrum. The second part of our study
shows that this is not the case. On the contrary, the appear-
ance of a spectral peak due to the rhythmic pattern in the
EEG can make the power spectrum more flat if a high-
amplitude very low-frequency activity is present, increasing
thus the spectral entropy and suggesting that the EEG
becomes more irregular. The presence of this very low activ-
ity together with the increase in the a-rhythm in deep anaes-
thesia is very common. These results contradict with what
has been suggested in the literature previously.8

The risk of misinterpretation of the results of
depth-of-anaesthesia monitors or clinical studies is especial-
ly high when unexpected components appear in the EEG
signal. One such component frequently affecting the
entropy reading during anaesthesia is the muscle activity.
It has been suggested that surface EMG may dominate the
measured signal in the frequency range from about 30 Hz
upwards.8 During anaesthesia, sometimes, the activity of a
single motor unit can be observed in the EEG measurement.
It can fire at a very regular frequency of, say, 4 Hz, overriding
the EEG contribution to power spectrum.13 This low-
frequency EMG can totally cover the EEG even at burst sup-
pression level of anesthesia.6 In these cases, it is practically
impossible to evaluate the depth of hypnosis from the
signal recorded from the forehead: we are not aware of
any measures of signal entropy which could quantify EEG
which is covered by EMG.

During the last decades, a wide range of signal analysis
algorithms have been applied for quantification of
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unconsciousness-related EEG patterns during anaesthesia.
While older methods like median frequency or spectral
edge frequency have been proven useful in measuring the
relative increase in slow activity and decrease in fast activity
with deepening anesthesia,14 manufacturers of commercial
devices have preferred methods like bispectrum or different
measures of the complexity of the signal. These complexity
measures all aim at measuring the regularity or predictability
of the signal waveform. However, often the terms complex-
ity, entropy, or fractal dimension are used without stressing
the corresponding algorithm used in the calculations and
measures having similar name can behave in different,
even opposite, manner with deepening anaesthesia.4

Measuring signal entropy has its roots in Claude Shan-
non’s theory of communication.15 In information theory,
Shannon’s formula is applied to the amplitude distribution
of the signal, yielding Shannon entropy of the signal. The
value of Shannon entropy gives an idea of the amplitude dis-
tribution of the signal, and thus the appearance of the signal.
It does not, however, give any information about the fre-
quency characteristics of the signal.

The application of Shannon’s formula to the power spec-
trum of the signal yields a measure named spectral
entropy. It was first applied to EEG in 1991 to measure the
regularity of a-rhythm in posterior regions of the awake
brain.16 This gives an idea of the regularity of the
a-rhythm, if lower frequencies are minimal or have been fil-
tered away. Later, spectral entropy has been applied to the
quantification of anaesthesia EEG. In deepening anaesthesia,
the increase in both irregular, arrhythmic and regular, rhyth-
mic slow activity and the decrease in fast activity leads to the
increase in the slope of the logarithmic power spectrum,
which is roughly linear. Therefore, the power–frequency dis-
tribution of the EEG becomes more uneven or peaked yield-
ing lower spectral entropy values. The same development

makes the amplitude distribution of the signal less peaked
causing Shannon entropy to increase.4 5 Consequently,
these two measures of EEG entropy, based on the same
Shannon formula, change in opposite directions in deepen-
ing anaesthesia.

Approximate entropy, calculated in the time domain and
based on the phase space analysis of signals, was first intro-
duced for EEG signal analysis in 1998.11 It has since drawn a
lot of attention as a promising measure of the hypnotic drug
effect.3 17 Being calculated in time domain, approximate
entropy is easier to relate to the visual appearance of the
signal. However, to our knowledge, no commercial anaesthe-
sia monitor currently uses the approximate entropy
algorithm.

In conclusion, a value of spectral entropy does not, in
general, correlate with the regularity of the signal waveform.
Using artificially generated test signals, our analysis showed
that approximate entropy values reflected better the visual
impression of regularity and predictability. Secondly, appear-
ance of rhythmic activity at frequencies above the lower
edge of the spectrum tends to increase spectral entropy
but decreases approximate entropy, that is, they may
change in opposite directions. We have demonstrated
these ideas using artificially generated test signals to keep
the signal parameters controlled and, therefore, the results
have limited impact on the practical clinical situation. The
example shown in Figure 3 and long-term experience in
EEG analysis and interpretation suggest that the studied phe-
nomena are also common in the practical situation. It should
be noted, however, that these limitations in algorithms do
not contradict other evidence of adequate clinical perform-
ance of the spectral entropy measure.

If measures of signal entropy or indexes based on them
are used clinically or in research, it is obligatory that the prin-
ciples of these measures are understood. Furthermore, the

1 s10 µV

SpEn = 0.71
ApEn = 0.81

SpEn = 0.70
ApEn = 0.86

SpEn = 0.67
ApEn = 0.87

(3)

(2)

(1)

0 5 10 15 20 25
Frequency (Hz)

(1)

(2)
(3)

Fig 3 The effect of the relative increase in rhythmic activity on power spectra and the entropy measures. From 1 to 3, the amount of slow
activity decreases and rhythmic activity increases. The logarithmic power spectra are scaled according to the maximum of the d-frequency
peak. This illustrates the flattening of the spectrum which causes the increase in spectral entropy. At the same time, the increase in the rela-
tive amplitude of rhythmic activity is reflected by approximate entropy as increasing regularity and hence decreasing entropy value. The two
entropy measures change in different directions from 1 to 3.
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raw signal must always be visually checked for artifacts as
EMG and arousal reactions may affect different indexes dif-
ferently due to the mathematical methods used.
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