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1 Introduction and Background
1.1 Oil Pollution and the Baltic Sea
Oil pollution in marine environments is a significant global environmental concern, pro-foundly affecting ecosystems on both the local and regional scales. This issue is also acutein the Baltic Sea, one of the largest brackish water bodies in the world and a distinctly sen-sitive area due to its unique characteristics, including slow water exchange, fragmentedcoastline and particular climatic conditions (HELCOM, 2018). Furthermore, the sea is dis-tinguished by pronounced stratification (e.g. Elken et al., 2015; Liblik and Lips, 2019), el-evated nutrient levels (e.g. Savchuk, 2018; Murray et al., 2019), widespread deep-wateroxygen deficiency (e.g. Conley et al., 2009; Carstensen et al., 2014; Kõuts et al., 2021), andhigh horizontal and vertical salinity variability (e.g. Meier and Kauker, 2003a; Lehmannet al., 2022) with an average of 7.4 PSU (Meier and Kauker, 2003b). Limited species diver-sity makes the sea exceptionally vulnerable, as the disruption or loss of even one criticalspecies can cause significant ecosystem alterations. The Baltic Sea is bordered by nine in-dustrialized nations and has a drainage basin four times larger than its surface area, whichsupports approximately 85 million people (HELCOM, 2018). It facilitates approximately15% of global maritime traffic (HELCOM, 2003), with around 20% of the ships classified astankers (HELCOM, 2010, 2021c). Predictions by theWorldWildlife Fund (WWF) suggestedthat the number of ships in the region would double within 20 years, with oil shippingexpected to grow by over 60% (WWF, 2010). For instance, the number of tanker shipsoperating in the Baltic Sea increased from more than 1800 in 2018 (HELCOM, 2019) tonearly 2000 in 2020 (HELCOM, 2021c). As shipping activities increase, the rising numberof vessels heightens the risk of accidents and oil discharges (HELCOM, 2013).

Most of the ships in this region use oil as their main fuel, and intentional or negligentreleases of oil and petroleum products into the marine environment are not uncommon.These releases, which are themain source of oil pollution in the Baltic Sea, are called oper-ational oil spills and can be attributed to factors such as oil in the bilge water, the disposalof waste oil, or accidents, especially around ports and major shipping lines (HELCOM,2021a,c). Vessel groundings are the predominant type of accident in the area, closely fol-lowed by collisions and other forms of contact; however, these incidents rarely lead topollution (HELCOM, 2021c). Fortunately, there has been a decrease in both the frequencyand volume of detected illegal oil spills in recent decades and an especially notable reduc-tion in larger spills (>10 m3) (HELCOM, 2021a,c). For example, the confirmed mineral oildetections by the countries of the Helsinki Commission (HELCOM) were 390 in 2001 andhave decreased to approximately 50-70 in the 2020s (HELCOM, 2023).
Sunken vessels, commonly referred to as "potentially polluting wrecks," have becomeanother growing environmental concern in terms of oil pollution (e.g. Michel et al., 2005;Landquist et al., 2013; NOAA, 2013; Goodsir et al., 2019). Notably, the majority of thesewrecks (>75%) are remnants of World War II (Michel et al., 2005). Given that these havebeen submerged for more than seven decades, they are increasingly susceptible to struc-tural failures due to metal corrosion (Faksness et al., 2015; Landquist et al., 2016; Carteret al., 2021). Michel et al. (2005) have estimated that there are approximately 8600 ship-wrecks worldwide that pose a significant risk of oil pollution, potentially containing be-tween 2.5 and 20.4 million tons of oil products. The seabed of the Baltic Sea also containsa relatively large number of potentially polluting wrecks, but unfortunately there is nocomprehensive regional data set or registry available (HELCOM, 2018). For example, anexhaustive archive-based survey completed in 2011 identified 2700 shipwrecks with thepotential to contaminate Swedish waters (Hassellöv et al., 2014). Of these, around 300
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were verified as potential environmental threats, and subsequent research pinpointed 31shipwrecks chosen for initial oil extraction efforts (Lindgren et al., 2020).For the Estonian sea area, HELCOM reports that of the 705 identified wrecks, 84 havebeen identified as having the potential for the risk of oil leakage, of which 14 have beenconfirmed to have the risk of oil leakage (HELCOM, 2018). Furthermore, in the environ-mental risk assessment of ships sunk in Estonian waters in the twentieth century, 72 ves-sels were identified based on historical sources that may pose a medium risk and onewreck that may pose a high risk to the environment in terms of fuel oil (Treffner, 2019). In2021, the EstonianMinistry of the Environment commissioned an updated environmentalrisk assessment of shipwrecks, according towhich there are 54 environmentally hazardouswrecks in Estonian waters (Kasak et al., 2022).The increasing trend of the use of marine areas for industrial purposes, with offshorewind farms as a notable example (Musial et al., 2019; Díaz and Guedes Soares, 2020;Soares-Ramos et al., 2020) is similarly observed in theBaltic Sea (Ingmarsson andHüffmeier,2019). These developments escalatemarine traffic and introducemore complexmaritimeoperations, which in turn increase the likelihood of oil spills. The development and up-keep of these facilities require extensive use of heavy equipment and vehicles, which posea risk of collisions among themselves or with turbines (Etkin, 2008; Presencia and Shafiee,2018; Yu et al., 2020).Oil spills, regardless of their origin and size, pose a substantial threat to marine andcoastal ecosystems (e.g. Saadoun, 2015; Bejarano andMichel, 2016; Yim et al., 2017; Huet-tel, 2022). Both immediate and long-term toxic effects have been documented (e.g. Lind-gren et al., 2012; Langangen et al., 2017; Ruberg et al., 2021b,a). Waterbirds are consideredto be most significantly and visibly affected by oil pollution (e.g. Troisi et al., 2016; Piattand Van Pelt, 1997; Irons et al., 2000; Camphuysen and Heubeck, 2001). Even a smallpresence of oil on the sea surface can affect the birds by contaminating their plumage,affecting buoyancy and insulation (Jenssen, 1994; O’Hara and Morandin, 2010).
1.2 Oil Spill Detection
Monitoring marine areas for oil pollution is primarily based on remote sensing tools suchas satellites, sea vessels, and aircraft. These techniques encompass visible and infraredmultispectral, hyperspectral, thermal, microwave, and laser fluorosensors (Fingas andBrown, 2018; Al-Ruzouq et al., 2020). Nowadays, satellite-based Synthetic Aperture Radar(SAR) data are the most preferred for oil spill detection over other sources because theydo not have daylight constraints, can penetrate cloud cover, and are available in variousweather conditions (Solberg, 2012; Al-Ruzouq et al., 2020).Detection and registration of oil spills and other harmful materials in the Baltic Seaarea is carried out mainly by aerial surveillance (planes, helicopters, drones) (Alcaro et al.,2021; HELCOM, 2021b). These surveillance aircraft typically use standard sensors suchas video/photo cameras, side-looking airborne radar (SLAR), infrared-ultraviolet (IR-UV),and electromagnetic/infrared (EO/IR), while supplementary sensors include microwaveand laser fluorosensor (HELCOM, 2021b).Furthermore, the Baltic Sea and other European seas are routinely monitored for ille-gal oil discharges using SAR satellite images from the European Space Agency (ESA) andthe European Maritime Safety Agency (EMSA) CleanSeaNet (Alcaro et al., 2021; HELCOM,2021a; EMSA, 2021). These images are relayed in near-real time to provide an initial alert ofpossible oil spills, which are then verified by the aircraft at the location (HELCOM, 2021a).In 2022, for example, out of 295 instances in which satellites detected spills in the watersof HELCOM countries, four were confirmed by direct observations to be mineral oil spills
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(HELCOM, 2023).
Although thementioned remote sensingmethods effectively detect surface pollution,they face challenges with crude oil and its derivatives that submerge and disperse deeperinto the water column. Factors such as the small size of the spill and evaporation thatcauses visible slicks to vanish can further contribute to this difficulty. These methodsalso have issues with data resolution limitations and, in the case of SAR data, the issueof lookalike signatures, that resemble oil pollution (Solberg, 2012; Alpers et al., 2017; Al-Ruzouq et al., 2020). To address these challenges, additional in situ detection systemswould be beneficial. Detecting oil below the sea surface is a major challenge, and variousfluorometry techniques and sensors are predominantly used for this purpose (Lambertet al., 2003; Lambert, 2003; Chekalyuk and Hafez, 2013; Conmy et al., 2014; Li et al., 2022;Baszanowska and Otremba, 2022; Xie et al., 2022).

1.3 Techniques and Technologies in Oil Spill Response
Oil spill response has become a highly advanced field, utilizing a variety of techniquesand technologies. These methods are designed for both immediate action and long-termenvironmental recovery and protection.

Usually, containment is the first line of defense in response to oil spills. It involvesthe deployment of floating barriers or booms that surround the oil slick to prevent fur-ther spread. These booms are designed to operate under various conditions, includingopen and protected waters. Some advanced booms are equipped with skirts that hangunderwater to capture submerged oil, while others are made with absorbent materialsthat soak up oil (Pagnucco and Phillips, 2018; Dhaka and Chattopadhyay, 2021).
Once oil spills are contained, the next step is recovery and removal of the oil. Skim-mers, available in various forms, serve as themainmeans of extracting oil from the surfaceof the water (Dave and Ghaly, 2011; Dhaka and Chattopadhyay, 2021). Chemical disper-sants are also used to break down oil into smaller droplets, facilitating microbial degrada-tion. However, the environmental impact of these dispersants is a topic of ongoing con-cern (Fioccio and Lewis, 1999; Lessard and Demarco, 2000; Prince, 2015; Kleindienst et al.,2015; Bejarano, 2018). Bioremediation presents a more green alternative, employing mi-croorganisms to break down oil (Hoff, 1993; Baniasadi and Mousavi, 2019; Bhattacharyaet al., 2019). Another method, in situ burning, is applied mainly in calm Arctic waters. Itquickly reduces the volume of oil but poses risks of ecological damage and air pollution,necessitating careful application (Mullin and Champ, 2003; Fritt-Rasmussen et al., 2015;Wegeberg et al., 2017; Faksness et al., 2022; Fritt-Rasmussen et al., 2023).
In the Baltic Sea, the current guidance is that response to oil spills should be as faras possible done by mechanical means (booms and skimmers), and the use of chemicaldispersants is discouraged due to sensitive ecological conditions and low water exchange(Chapman et al., 2007).
Advances in oil spill response technology are constantly evolving and incorporate avariety of innovative solutions, such as more efficient absorbent materials, biodegradabledispersants, advanced skimmers, and improved bioremediation techniques. Current re-search focuses on refining these technologies for use in challenging environments, suchas icy waters or remote, inaccessible areas, ensuring amore effective and timely responseto oil spills. These developments are complemented by the development and integrationof sophisticated sensors and platforms, crucial for situational awareness and real-timemonitoring capabilities.
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1.4 Oil Spill Modeling
After an oil spill, the oil undergoes physical and chemical changes known as "weathering",which includes processes such as spreading, advection, diffusion, evaporation, emulsifi-cation, and dispersion (e.g. Keramea et al., 2021). The overall movement of oil on thewater surface is referred to as "drift." These transformations and movements are mainlyinfluenced by environmental factors, especially wind, currents, and waves.Operational oil spill modeling uses predictive numerical models, incorporating atmo-spheric, wave, and hydrodynamical models, to predict the fate and transport of the spill.Thesemodels are designed to reflect the current environmental conditions and the chem-ical composition of the oil, with the purpose of providing predictions that are essentialfor supporting immediate response actions after an oil spill. In particular, many of thesenumerical models can perform both hindcasts, useful for tracing pollution sources, andforecasts, which can deliver vital data for swift response actions.In general, these models serve multiple purposes, from aiding urgent decision makingand oil spill response planning to assessing the environmental impact of oil infrastructureand quantifying potential ecological and economic damages post-spill.There are typically two main methods used for modeling oil drift trajectories: the La-grangian and Eulerian approaches. Among these, Lagrangian models have been found tobe more suitable during oil spill emergencies due to their simplicity, efficiency, and re-duced computational demands (Zodiatis et al., 2017).In recent decades, numerous operational oil spill models with diverse capabilities havebeen developed and utilized (Spaulding, 2017; Zodiatis et al., 2017; Hole, 2018; Kerameaet al., 2021). Someof themost prominentmodels are ADIOS (Lehr et al., 2002),MEDSLIK-II(De Dominicis et al., 2013a,b), GNOME (Beegle-Krause, 2005), OSCAR (Aamo et al., 2005),and OpenDrift/OpenOil (Dagestad et al., 2018; Röhrs et al., 2018).The predominant model used in the Baltic Sea area to forecast the behavior of oilspills is SeaTrackWeb (STW) (Ambjörn, 2006; Kostianoy et al., 2008; Ambjörn et al., 2014),an online system developed primarily by the Swedish Meteorological and HydrologicalInstitute (SMHI). It is also recognized as the official driftmodel of HELCOMand is accessibleto national authorities and designated research organizations.
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2 Motivation and Objectives
Themain motivation for this thesis is to improve the techniques and tools employed in oilspill management, specifically within the context of the Baltic Sea. Oil spill managementis a comprehensive concept that encompasses the techniques, plans, and processes usedbefore, during, and after a pollution event with the purpose of avoiding, recognizing, re-sponding to, and recovering from oil spill occurrences.The papers on which this thesis is based focus on three critical components of oil spillmanagement, each representing a distinct stage in the addressing of an oil spill incident:detection, response and modeling (Figure 1).Oil spill detection is one of the first steps in effective spill management, relying onearly and accurate identification to guide response strategies. The use and developmentof advanced detection methods, including remote sensing technologies, in situ monitor-ing tools, and shoreline surveillance, is essential to identify and quantify marine oil spillsquickly and reliably. To enhance these capabilities, the first part of this work is focusedon testing and implementing fluorometers for oil spill detection. Furthermore, these fluo-rometers are integrated into in situ systems like FerryBox and SmartBuoy for real-time spilldetection. These systems, equipped to detect oil hydrocarbons in water, can offer imme-diate alerts and continuous monitoring, significantly improving the speed and accuracy ofoil spill responses.Once a significant spill is detected, oil response operations are initiated tomitigate theenvironmental impact. These oil combatting operations encompass various strategies, in-cluding containment and recovery with booms and skimmers, chemical dispersion, in situburning, bioremediation, and othermechanical ormanualmethods to extract oil from theenvironment. Wave and drifter buoys provide accuratewave data, essential for evaluatingthe sea surface conditions that influence oil dispersion, and real-time information on theoil spill trajectory, which can play a key role in these response efforts (Novelli et al., 2018;Yu et al., 2018). These data are vital for the effective deployment of containment booms,especially in rough sea conditions, and for the coordination of recovery operations to themost affected areas. To further progress in this field, the second part of this work is ded-icated to contribution to the development of a compact, durable, and affordable wavebuoy. This development aims to improve the ability to collect such crucial information,improving response strategies for oil spills. Additionally, the secondary ability of the wavebuoy to function as a drifter enables its use in spill tracking and in predictive modeling forvalidation purposes.Oil spill modeling is essential for both planning and responding to potential and ac-tual spill events. These models, utilizing oceanic circulation, meteorological data and thecharacteristics of oil, predict its movement, behavior, and fate. This approach is crucialto guide response efforts, allocate resources, and inform decision makers about potentialimpacts andmitigation strategies. In Estonia, the recent implementation of two local high-resolution operational models for hydrodynamics and waves led to the idea of integratingthese forecasts into a drift-modeling system. However, the existing drift forecast systemdid not accommodate this integration. Consequently, an open-source Python-based La-grangian particle trajectory modeling framework OpenDrift (Dagestad et al., 2018) waschosen. The setup and validation of this framework for the eastern Baltic Sea forms thethird part of the work.These components form a comprehensive approach that helps to ensure readinessand effectiveness in protecting marine environments from the adverse effects of oil spills.
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The specific objectives are as follows:
• to evaluate the selectivity and sensitivity of commercially available fluorometric in-struments designed for in situ and real-timedetection of oil or its compounds (PaperI);
• to assess the possibility of using these fluorometric sensors on platforms like Ferry-Box and SmartBuoy to detect oil spills in real time (Paper I);
• to contribute to the development of an ice-resistant, lightweightwave buoy capableof delivering real-time wave data during oil spill response operations, and could bedeployed using an unmanned aerial vehicle (UAV) (Paper II);
• to evaluate the suitability of the developed wave buoy, LainePoiss (LP), for employ-ment as a tracking device in oil spill response operations and as a proxy for oil inspill research (Paper III);
• to setup and validate anopen-source Lagrangian particle trajectorymodeling frame-work, coupled with local hydrodynamical and wave models, for modeling oil spillsin eastern Baltic Sea (Paper III);
• to simulate potential oil spills under extreme weather scenarios and in high-riskareas such as region with heavy maritime traffic, prospective wind farm site, andnear a potentially hazardous wreck (Paper III).
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Figure 1: Conceptual overview of the thesis. This figure highlights the three key enhancements to oil
spill management explored in this thesis: 1. Validation of fluorometric sensors for oil detection and
their application within flow-through systems on FerryBox and SmartBuoy platforms for real-time
spill detection; 2. Contribution to the development of a compact wave buoy, for providing real-time
wave and/or drift data during oil spill response operations; 3. Setup and validation of a particle
trajectory model specifically for the eastern Baltic Sea.
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3 Materials and Methods
3.1 In Situ Operational Oil Spill Detection
Fluorometric detection (FLD) is used to measure fluorescence at specific wavelengths but cannot distinguish between different hydrocarbon sources and fluorescent substances, such as crude oil versus refined petroleum products, or emissions from various combus-tion processes. Despite this limitation, FLD is preferred in field applications for its con-tinuous data, rapid results, and cost efficiency compared to more detailed but complex laboratory methods like gas chromatography-mass spectrometry (GC-MS).

For the experimental study in Paper I, three commercial fluorometers were selected, capable of measuring oil and its compounds in situ and in real time: the UviLux (Chelsea Technologies Ltd) and EnviroFlu-HC 500 (TriOS Optical Sensors), both integrated into the FerryBox system, and the C3 Submersible Fluorometer (Turner Design), utilized with the SmartBuoy. The first two sensors detect oil on the basis of the presence of polycyclic aro-matic hydrocarbons (PAHs), which are present in crude oil and fossil oil-derived products. These sensors are calibrated to carbazole and phentantrene, respectively. The Turner C3 fluorometer was equipped with three optical sensors: a hydrocarbon sensor specifically optimized for crude oil detection and calibrated with pyrenetetrasulfonic acid (PTSA), a sensor for colored dissolved organic matter (CDOM), and a turbidity sensor.
Before field deployment, all three sensors were tested in controlled laboratory set-tings.

3.1.1 Laboratory Testing
To assess the specificity and sensitivity of fluorometric sensors for oil detection, two dis-tinct laboratory experiments were carried out as part of Paper I.

The initial experiment aimed to determine the sensors’ ability to distinguish oil from other substances in the water of the Baltic Sea. Baltic Sea water (salinity 6.2 PSU) served as a baseline and as a solution for interference substances such as humic substances de-rived from decomposed plant materials, cyanobacterial algae from dried surface phyto-plankton, and clay suspension from the sediment of the Baltic Sea. Additionally, water accommodated fractions (WAF) of diesel oil were prepared by mixing winter-grade diesel with seawater.
These solutions were then systematically introduced into Baltic Sea water, while the fluorescence response of the sensors to each mixture was observed. Data collected over 3- to 5-minute intervals were used to calculate the average and standard deviation of the fluorescence and the response of each fluorometer was normalized against the seawater baseline.
The second laboratory experiment focused on the persistence of diesel oil fractions in seawater and the comparability between different oil detection methods. Readings from fluorometric sensors were compared with those obtained with the HELCOM total oil monitoring protocol, and more detailed analyzes were carried out with two laboratory analytical techniques: gas chromatography with flame ionization detection (GC-FID) for aliphatic hydrocarbons and GC-MS for PAHs.
The experiment lasted three weeks. The three fluorometers were used in a 25 liter glass aquarium filled with filtered seawater (Paper I, Figure 1) where WAF was added. Ad-ditional samples were taken at various points to analyze them according to the total oil HELCOM protocol and with GC-MS and GC-FID. The normalized responses of each method 
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were calculated by comparing the observed responses with those of the initial sampling 
point, thus establishing a consistent baseline across different time intervals and method-ologies.
3.1.2 Field TestingSecond part of Paper I examined the feasibility of employing the fluorometric sensors on two different platforms for real-time detection of oil spills.During the first field test, a FerryBox system was utilized, constructed at the Marine Systems Institute at Tallinn University of Technology (Paper I, Figure 2). The system was onboard the M/S Baltic Queen, which navigated the route connecting Tallinn, Mariehamn in Åland, and Stockholm (Figure 2). A FerryBox system is essentially a flow-through setup that draws water from a ship’s inlet and circulates it through a series of sensors for real-time analysis (Petersen, 2014).For this test, UviLux and EnviroFlu-HC sensors were integrated into the FerryBox cir-cuit. These sensors, among others, sampled the water channeled from the vessel’s sea chest, located approximately four meters beneath the surface, at a flow rate of nine liters per minute. Measurements were taken at one-minute intervals, resulting in a spatial resolution of approximately half a kilometer along the ship’s route, depending on the speed of the ship. Data transmission during this setup was also done every minute, providing real-time information.Throughout the test period, the FerryBox system, including its sensors, was maintained during four visits to the M/S Baltic Queen to ensure optimal performance and data in-tegrity.In the second field test, a SmartBuoy from Meritaito Ltd (Paper I, Figure 5) was used. This platform combines a polyethylene spar buoy with satellite and mobile communica-tion capabilities and an array of environmental sensing instruments. Within this buoy, the Turner C3 fluorometer was positioned inside a vertical well that permits continuous exchange with the surrounding sea through an open pipeline, enabling constant water sampling at depths of 2 to 3 meters depending on the water level. The setup tracked hydrocarbon levels to detect oil spills while simultaneously measuring CDOM and water turbidity.To guarantee the reliability of the collected data, the Turner C3 sensor was equipped with a mechanical wiper designed to clean its trio of optical lenses prior to each measure-ment, thus eliminating potential inaccuracies caused by residue or fouling.The SmartBuoy system was programmed to perform measurements and transmit data every hour. It was anchored at a strategic point near the bustling maritime corridors of the Gulf of Finland and remained operational for two months. Toward the end of this period, a maintenance check was performed that included reprogramming the data logger and performing manual maintenance on the sensor suite.
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Figure 2: Map illustrating data collection sites. This map details the FerryBox route and SmartBuoy
location presented in Paper I. The sites for tests and validation experiments for the LainePoiss, as
outlined in Paper II, are also marked. Detailed insets showcase the drift experiment tracks from
Paper III in specific areas: 1. Muuga Bay (starting point), 2. Tallinn Bay, 3. Gulf of Riga, 4. Tagalaht
Bay, 5. Pakri Bay, 6. Gulf of Finland. Additionally, the map displays the coverage of the NEMO-
EST05 hydrodynamic model, the SWAN-EST wave model and the OpenDrift framework, alongside
the chosen sites for the hypothetical oil spill scenarios, all of which are detailed in Paper III.
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3.2 LainePoiss Buoy Development
LainePoiss® (LP) is an accelerometer-based spherical buoy that incorporates a microelec-tromechanical system (MEMS) inertial measurement unit to monitor surfacemovements.It functions as a moored or free-floating unit, transmitting its GPS location every 22 min-utes (Paper II). LP is developed with a set of key performance attributes in mind; the buoyis designed to be ice resistant, lightweight, functional, compact, and cost effective. Fur-thermore, the development of LP is an ongoing process, and two iterations have beencreated and utilized in this work.The initial model, LP V0.1, is a 32 cm diameter and 22 cm high spherical wave buoy,weighing 3.5 kg. It is constructed from two sturdy halves made of fiberglass (Figure 3A).The more recent LP V1.0 has a slightly different and larger profile, with a diameter of 36cm, a height of 23 cm, and a weight of 5.5 kg (Figure 3B). This version is crafted from castplastic and includes a chain at its base.

Figure 3: LainePoiss (LP) buoys. (A) is LP V0.1 and (B) LP V1.0.(C) illustrates one of the drift experi-
ments with the buoys (Figure 2, area 2). (Modified from Paper III)

To ensure the buoy’s accuracy and reliability formeasuringwave parameters in diversemarine environments, LP underwent a comprehensive validation process that includedsensor testing, wave tank experiments, field validation against a Directional Waverider(DWR-Mk III), and field measurements conducted in the Baltic Sea’s marginal ice zone.Furthermore, experiments with the deployment of the buoy were conducted using anunmanned aerial vehicle (UAV), providing information for the subsequent developmentof detailed deployment protocols.
3.2.1 Wind drift factor
In trajectory modeling, the "wind drift factor" (WDF) or "wind drag coefficient" quantifiesthe extent to which objects or substances are influenced by the wind. It describes the
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statistical relationship between wind and surface drift vectors and is represented as afraction of thewind speed. The surface drift vector can be observed ormodeled. TheWDFvalue depends on several factors, including the location of the observation, the length ofthe averaging window, and the statistical procedures applied.Accurately estimating the WDF for the LP buoys and incorporating it into trajectorymodels helps improve the interpretation and comparison of a model’s accuracy. Further-more, a comparison of the WDFs of the buoys with those used in oil spill modeling vali-dates their utility as proxies for oil in trajectory studies and confirms their effectiveness inspill track monitoring. Therefore, part of the research in Paper III was the determinationof the WDFs for the two versions of the LP buoy. This involved simulating 11 different tra-jectories for each segment with varying WDFs, ranging from 0% to 5% of the wind speed(Figure 4A). To account for the possibility that not all forcing models may always be avail-able, these trajectories were simulated under different scenarios. First, the simulateddrifters were driven by wind alone. Next, a combination of wind and currents was used,followed by wind with Stokes drift. Finally, a comprehensive scenario was used that incor-porates all these forcings to model the trajectories. The simulated paths were comparedwith the actual drift experiment trajectories carried out along the Estonian coast (Figure2), from which the best-fit trajectories and their corresponding WDFs were determined.

Figure 4: (A) illustrates the estimation of theWDF for the LP. The example is based on the trajectorie
of LP_4 in Muuga Bay (as shown in Fig. 1, area 1) and displays a series of simulated trajectories over
6-hour intervals with varyingWDFs ranging from 0% to 5% . The simulations were forced with wind,
currents, and Stokes drift and the model is reset and rerun at 6-hour intervals. (B) demonstrates the
evaluation of the accuracy of the setup of the drift model. Here an example of these simulations,
specifically the LP_14 track in the Gulf of Riga, along with the corresponding 6-h, 12-h, and 24-h
trajectory simulations are presented. (Modified from Paper III)

3.3 Utilizing theOpenDrift Framework for Drift Analysis andOil Spill Sim-ulation
The OpenDrift framework, created by Dagestad et al. (2018), is a comprehensive open-source platform for simulating the movement and eventual outcomes of drifting sub-stances or objects in marine environments. This tool comprises several specialized mod-
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ules, such as OpenOil (Röhrs et al., 2018) for oil drift modeling, each sharing core func-tionalities; therefore, the validation of one module effectively validates all.For optimal performance, OpenDrift and its associated modules rely on data frommarine and atmospheric models. In this implementation, wind data (speed and direc-tion) was sourced from ECMWF (European Centre for Medium-RangeWeather Forecasts)(Owens and Hewson, 2018), complemented by high-resolution (0.5 nmi) local oceano-graphicmodels NEMO-EST05 (Maljutenko et al., 2022) for current information (speed anddirection) and the SWAN-EST wave model based on SWAN (Booij et al., 1999; Ris et al.,1999) for wave parameters (direction, significant wave height, Stokes drift, wave period).In 2022, within the framework of Paper III, six drift experiments were carried out, last-ing from a few hours to ten days, in regions prone to oil pollution, including areas withheavy maritime traffic and sheltering areas for ships (Figure 2 and Figure 3C). These ex-periments were aimed at collecting empirical data to validate the drift model.To estimate theWDF for the LPs and evaluate the trajectory simulation performance ofthemodel, the Normalized Cumulative Lagrangian Separation (NCLS) proposed by Liu andWeisberg (2011) was used. The metric has gained widespread recognition for evaluatingtrajectorymodels in different applications, including oil spill and search and rescuemodels(e.g. Ivichev et al., 2012; De Dominicis et al., 2014; French-McCay et al., 2017; Pereiro et al.,2018; de Aguiar et al., 2022).This skill score (SS) assesses the divergence of the drifter and model trajectories overtheir entire paths, normalized by the total length of the path:
SS =

{
1− s

n if s ≤ n
0 if s > n,

where s is the cumulative Lagrangian separation distance normalized by the associ-ated cumulative observed trajectory length, and n is the tolerance threshold, which wasestablished at 1, following the suggestions of Liu andWeisberg (2011). This implies that thecumulative separation distance should not exceed the total length of the drifter trajectory.A higher SS value indicates a more accurate model performance, with SS = 1 denoting anideal match between observation and simulation, while SS = 0 suggests that model simu-lations lack predictive accuracy.The cumulative Lagrangian separation distance, s, is calculated as the sum of the La-grangian separation distances at each time step along the simulated trajectories, normal-ized by the total length of the observed trajectories:
s =

∑
N
t=1 d(t)

L
,

where N is the total number of time steps, d(t) is the Lagrangian separation distanceat time step t, and L is the total length of observed trajectories.Focusing on oil spill simulation, the OpenOil module within OpenDrift was used tomodel the drift and evolution of oil spills. To enhance the precision of the results, a rangeof supplementary variables from theNEMO-EST05 and SWAN-ESTmodels, which affect oilweathering and transport were incorporated. These variables included seawater temper-ature, salinity, water depth, upward seawater velocity, vertical diffusivity, sea ice fraction,and mean and peak wave periods. To simulate hypothetical oil spills, a scenario was used,involving 10 m3 of a generic heavy fuel oil type, represented in the model by 1000 parti-cles.
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4 Results and Discussion
4.1 Assessing the Oil-Specific Fluorometers
The line plot in Figure 5 illustrates the fluorescence responses of the sensors to each com-bination of interference solution, normalized to baseline seawater. The different treat-ment combinations are categorized horizontally. All sensors exhibited a response to theaddition of these solutions. The introduction of suspended clay resulted in a slight at-tenuation of the fluorescence signal in Turner C3 and Enviroflu-HC, but a slight increasein UviLux (Figure 5, series I, S vs. SC). This effect was similar when clay was added to aseawater-WAF solution, with changes in signal intensity that did not exceed 12% (Figure5, series IV, SW vs. SWC). The sensors were even more sensitive to extracts of humic sub-stances, which increased the signals by 1.05 to 1.8 times across all sensors, with the mostsignificant response observed in Turner C3 (Figure 5). The addition of algae extract hadthe most pronounced effect, significantly enhancing the fluorescence signal in all scenar-ios (Figure 5). This suggests that the presence of algae could significantly interfere withthe sensors’ ability to detect oil compounds in water, with enhancements ranging from 3to 8 times when added to seawater, and from 2 to 3 times in the seawater-WAF solution(Paper I).

Figure 5: Fluorescence responses from Turner C3 (upper panel), EnviroFlu-HC (middle panel) and
UviLux (lower panel) sensors in seawater (S), seawater containing interferences of clay (I), humic
substances (II), algae substances (III), and seawater containing diesel WAF (SW) with and with-
out the interferences (IV-VI). S = seawater, C = clay suspension, H = humic substance extract, A =
cyanobacterial algae extract, and W = water accommodated fraction (diesel fuel extracted in sea-
water). The change in FLD response respective to the baseline (S) value in each series (e.g. in series
I, S–SC–SCH–SCHA) is indicated adjacent to each treatment. Treatment series are separated with
dotted red line and marked with red roman numerals. (Modified from Paper I)
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The interference of other compounds in seawater with oil-related fluorescence wasalso confirmed by the strong correlation between hydrocarbon fluorescence and CDOMfluorescence observed during the field test (Paper I, Figure 9D).These results of Paper I also align with findings from other studies that highlight howvarious fluorescent substances in seawater can significantly impact the measurement ofpetroleum hydrocarbons (Henry et al., 1999; Bugden et al., 2008; Tedetti et al., 2010;Cyr et al., 2019). The Baltic Sea experiences extensive phytoplankton blooms in springand summer, potentially causing further interference. Although cyanobacterial blooms insummer and the persistent presence of chlorophylls and phycocyanin fromphytoplanktoncould suggest significant interference, this was not observed during the FerryBox experi-ment. Despite the peak of a spring bloom that coincided with the end of the experimentin 2018 (Almén and Tamelander, 2020), there was no noticeable increase in fluorescencesignals that would indicate a magnifying effect of phytoplankton.Taking these results into account, the Baltic Sea, known for its high concentrationsof CDOM and its generally turbid waters, presents particularly challenging conditions forsuch fluorometers.TheWAF persistence experiment indicates that chemical traces of diesel fuel persist inseawater for at least 20 days, resulting in varying degrees of response from the portablesensors during that period (Paper I, Figure 7). Sensor responses during the experimentwere compared with nine samples analyzed using the HELCOM reference method, withthe final sample carried out on day 11 of the experiment (Paper I, Figure 7). The tempo-ral changes in the responses observed using the EnviroFlu-HC and UviLux sensors wereconsistent with the HELCOM method. The Turner C3 sensor showed a gradual increasein fluorescence from the 100th hour, while the signals from the EnviroFlu-HC and UviLuxsensors decreased and stabilized.Several overarching challenges arise when employing fluorometers to detect and es-timate the relative concentrations of oil compounds in water. Typically, fluorometers arecalibrated with a particular type of oil or specific compounds, which means that the con-centration readings they provide are only relative to that specific oil or compound andthe calibration method used (Lambert et al., 2003). Furthermore, a fluorometer’s reac-tion to oil varies greatly depending on the oil’s composition and its degree of weathering,which adds complexity to accurately quantifying oil concentration (Henry et al., 1999). Ad-ditionally, for a meaningful comparison between different sensors, a standardized unit ofmeasurement is required to report FLD-derived results (Paper I).
4.2 Assessing In Situ Platforms and Sensor Efficacy for Real-Time Oil SpillDetection
During a two-month period (February 21 to April 21, 2018) of the FerryBox experiment thatinvolved 58 ship voyages, the system successfully transmitted real-time data, despite oc-casional GSM network-induced data gaps in the Baltic Proper. The system, which includedUviLux and EnviroFlu-HC fluorometers, showed PAH values ranging from 1 to 2.6 µg car-bazole/l and 12.4–25.5 µg phenantrene/l, respectively (Figure 6). In particular, lower PAHlevels were detected near Åland, with higher values in the Stockholm archipelago, sug-gesting an influence of organic carbon from river water (Figure 6).During the SmartBuoy experiment, which also lasted two months (October 25 to De-cember 24, 2018), the integrated Turner C3 sensor recorded values that fluctuated be-tween 790 and 1250 µg PTSA/l (Figure 6), closely mirroring the variation patterns in thelevels of CDOM, which ranged from 600 to 890 µg quinine sulfate per liter (Paper I, Figure9D). Additionally, the correlation between hydrocarbon data and CDOM values was found
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Figure 6: Heatmap plots showing spatiotemporal distributions of PAH signals in seawater along the
ship track between Stockholm and Tallinn (February 21 to April 21, 2018) measured with the UviLux
(A) and EnviroFlu-HC (B) fluorometric sensors. Accompanied by a separate temporal heatmap de-
picting hydrocarbon data collected by the Turner C3 sensor (C) on SmartBuoy from October 25 to
December 24, 2018. Red lines across the heatmaps denote periods of system maintenance. (Modi-
fied from Paper I)

to be significantly high (Paper I, Figure 9D). There were no abnormal spikes in measuredhydrocarbon levels suggestive of oil contamination throughout the testing period.It is inferred that the values detected by the sensors probably do not represent theactual concentrations of PAHs or oil in seawater. This assertion is reinforced by chemicalmonitoring and analyses of the Baltic Sea, which report that oil hydrocarbon concentra-tions are typically below 1 µg/l (Pikkarainen and Lemponen, 2005; FIMR, 2007), which ischaracteristic of seawater without significant oil contamination (Bícego et al., 1996; Za-nardi et al., 1999).Taking into account the natural dispersion of oil as a result of environmental factors,which can distribute oil droplets deeper into the water column, the depth becomes a sig-nificant variable in the effective detection of oil spills with such platforms. The use ofFerryBox and SmartBuoy oil sensors at depths of approximately 2-4 meters aligns withprevious research indicating that these levels are suitable for the detection of dispersedoils (Cormack and Nichols, 1977; Lichtenthaler and Daling, 1983, 1985) (Paper I). Althoughthe study’s sensor depths were deemed appropriate for detecting fluorescence anoma-lies, future designs might benefit from positioning sensors even closer to the surface toenhance detection chances. It should be noted that, in addition, weather conditions, spillsize, oil type, and weathering state can have an effect on determining the likelihood ofdetecting oil spills.Another notable finding from Paper I was the impact of biofouling on data quality.Biofouling, influenced by various environmental factors, notably affected FerryBox sen-
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sors, particularly the EnviroFlu-HC, despite regular cleaning and maintenance (Figure 6).However, the automatic cleaningmechanism of the Turner C3 sensor on SmartBuoy effec-tively mitigated these effects, maintaining high data integrity. This observation highlightsthe importance of considering biofouling in long-term aquatic monitoring and the needfor effective antifouling strategies.It is important to acknowledge that these experiments were conducted under the spe-cific conditions of the Baltic Sea, which might limit their direct applicability to other ma-rine environments. However, the innovative FerryBox method introduced in Paper I hasbeen successfully applied to detect the transport of river-induced crude oil seeps into theStrait of Magellan in southern Patagonia (Giesecke et al., 2024), proving the concept andsuggesting the potential for broader utility.Once these systems demonstrate consistent reliability in oil detection, the establish-ment of an extensive network of SmartBuoys and FerryBoxes acrossmajor shipping routescan significantly improve current oil spill monitoring strategies. This network would serveas a valuable supplement to existing methods such as aerial surveillance, ship-based ob-servations, and satellitemonitoring. By covering critical transit areas or high-risk locationslike potentially polluting shipwrecks, these additional in situ monitoring tools can providemore frequent data, contributing to a more robust and comprehensive approach to oilspill detection. This expanded coverage would aid in the early identification of spills andsupport ongoing monitoring efforts, ensuring a rapid and informed response to minimizeenvironmental impact. Integrating these technologies would represent a significant stepforward in maritime safety and environmental protection, particularly in busy shippingroutes and ecologically sensitive areas.
4.3 Enhancing Oil Spill Response with LainePoiss Buoy Technology
In an oil spill response effort, wave data at the site is important as it enhances situationalawareness, aids in forecasting oil drift, and assists in executing containment and cleanupstrategies.In field tests, LP’s wave measurements closely matched those of a nearby DirectionalWaverider. Specifically, the wave height (Hm0 ) showed aminimal bias of 0.01 meters, witha high correlation of 0.99 and a scatter index of 8% (Paper II, Table 5). Similarly, the meanwave period (Tm01 ) had a slight bias of 0.08 seconds, a correlation of 0.98, and a scatterindex of 3%. The mean absolute deviation of the wave direction was 7 degrees (Paper II,Table 5).Further experiments described in Paper II showed that LP was highly effective in iden-tifying the high-frequency elements of the wave spectrum (up to 1.28 Hz, around a 1 mwavelength), andmatchedwell with themeasurements from awave gauge in a controlledwave tank environment. In the field, LP’s wave spectrum was validated up to the Wa-verider’s cutoff frequency of 0.58 Hz. LP’s ability to measure such short waves fills a gapin routine wave measurements, which often do not capture waves shorter than 0.5–0.6Hz. These shorter waves are crucial to understanding sea-atmosphere processes, con-tributing significantly to phenomena such as Stokes drift and wave-induced stress, whichin turn influence object and oil drift, surface turbulence, and sea-atmosphere fluxes, in-cluding CO2 (Janssen, 1991; Mueller and Veron, 2009; Lenain and Pizzo, 2020).LPs also showed great ability to measure waves within ice, detecting significant waveheights as low as 1 cm. This was demonstrated in a month-long experiment in the BalticSea, where several LP units were deployed amidst ice.TheWDF represents the fraction ofwind speed that influences the drifter’smovement.Skill scoreswere calculated and the correspondingWDFs estimated for two versions of the

25



LP buoys over various track lengths (6, 12, and 24 hours) and under different environmen-tal forcing scenarios. TheWDF for each LP version was determined by averaging across allmodel runs and time intervals.
For LP V0.1, the WDFs were found to be 2% with the inclusion of wind, currents, andStokes drift, and 3.3% when excluding Stokes drift. The LP V1.0, which features a bottomchain and minor design variations, exhibited a WDF of 1.5% with Stokes drift and 2.1%without it.
The WDFs for LP buoys are broadly consistent with the findings for other similar buoydesigns (Röhrs and Christensen, 2015; Pisano et al., 2016; Brekke et al., 2021), consideringdifferences in buoy construction, estimation methods, data variability, model selection,and regional disparities. The streamlined design of LP V1.0, combined with its bottomchain that functions similarly to a drogue, reduces its susceptibility towind and Stokes driftwhile increasing its dependence on currents. These design features resulted in lowerwinddrift factors, matching more closely with theWDFs reported for near-surface drifters (e.g.Sutherland et al., 2020; Delpeche-Ellmann et al., 2021; Pärn et al., 2023). Furthermore,theWDFs for the LPs show a significant similarity to those documented for oil, especially inthe case of LP V0.1. ASCE (1996) report drift speeds that vary from2.5% to 4.4%of thewindspeed, with a typical value between 3 and 3.5%. Moreover, Jones et al. (2016) and Brekkeet al. (2021) have identified a WDF of 2% when the Stokes drift is considered separately.In scenarios where only wind forcing was used, Reed et al. (1994) and Schwartzberg (1971)found WDFs of 3% and 3.7%, respectively. This relationship increases confidence in usingLP data for oil spill modeling and emphasizes their suitability as tracking buoys in oil spillresponse operations.
Tracking functionality becomes particularly crucial in the context of marine oil spillcontainment, where preventing spills from reaching the land is a primary mitigation goal.Addressing spills at sea is typically more manageable, cost-effective and efficient com-pared to onshore cleanup efforts (Etkin, 2000; Ventikos et al., 2004; Etkin and Nedwed,2021). Therefore, precise monitoring and forecasting of ocean surface movements is vi-tal for effective and proactive response strategies. Although traditional methods such asships, aircraft, and satellite remote sensing can detect oil slicks, they are not always imme-diately accessible and their effectiveness is diminished during the night or under cloudyconditions. In such scenarios, drifters like LP play a pivotal role. Deployable either aeriallyor by means of a vessel into an oil slick, they autonomously transmit their location, of-fering continuous monitoring and vital real-time information, thus significantly improvingresponse capabilities to an oil spill (e.g. Woodbury et al., 2010; Senga et al., 2014; Yu et al.,2018). The lightweight design of the LP significantly enhances its utility in such applica-tions, as it can be deployed as a drifter up to a distance of at least 2 kilometers using anUAV (Paper II, Figure 1A) as demonstrated by three separate experiments (Paper II).
Effective containment and remediation of relatively small marine oil spills is achievedprimarily by using booms and mechanical skimmers (Dave and Ghaly, 2011; Li et al., 2016;National Academies of Sciences, 2022). However, their performance is optimal in calmwa-ters and decreases significantly with increasing wave height and decreasing wave period(Fang and Johnston, 2001; Ventikos et al., 2004; Prendergast and Gschwend, 2014). Cur-rently, the market offers a range of buoy devices, such as Datawell Waveriders, equippedwith sensors that remotely transmit wave data (e.g. Raghukumar et al., 2019; Saetre et al.,2023). However, many of these wave buoys require specialized handling due to their sizeandmooring needs. In response, there is a global trend toward developing compact buoyscapable of detailed wave characteristic measurements, such as LP. These buoys are de-signed to be more versatile and less dependent on specialized equipment (e.g. Raghuku-
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mar et al., 2019; Zong et al., 2019; Farber et al., 2019; Carandell et al., 2020; Rabault et al.,2022). The in-depth wave data provided by devices like LP improve situational awarenessduring oil spill responses and contribute to the efficiency of mechanical skimming opera-tions (Skinner et al., 2018).
4.4 Validation of the Opendrift Setup
To assess the accuracy of the driftmodel setup, the estimatedWDF values for the LP buoyswere incorporated and simulations with identical track lengths and environmental forceswere rerun (Figure 4B) (Paper III). To evaluate the performance of the model in differentforcing scenarios, weighted average skill scores were used.For the LP V0.1 buoys, which are more influenced by wind drag, significantly higheroverall skill scores ranging between 0.63 and 0.66 were observed, indicating better pre-dictability of the wind model (Table 1). This high accuracy was particularly evident whenwind, currents, and Stokes drift were combined. In contrast, LP V1.0 buoys demonstratedmoderate forecast accuracy, with skill scores ranging from 0.38 to 0.43 (Table 1). Skillscores for LP V1.0 varied significantly across different simulations, with the highest scoresrecorded in Tallinn Bay (Table 1 and Figure 2, area 2). Low skill scores in the Gulf of Fin-land simulations (Table 1) can be linked to the complex and dynamic hydrometeorologicalconditions experienced during and after stormy events, which presents challenges in cap-turing accurate data even with high-resolution models.
Table 1: Mean skill scores (SS) for 6-hour forecast period, calculated using various combinations
of environmental forcings and the wind drift factor (WDF) estimates for each forcing combination.
(Modified from Paper II)

Wind Wind+Stokes drift Wind+Currents Wind+Currents+Stokes drift
LP V0.1
Muuga Bay LP_3 0.64 0.63 0.65 0.67
Muuga Bay_4 0.64 0.63 0.63 0.65
Number of runs 42 42 41 41
Mean of SSs 0.64 0.63 0.64 0.66
Weighted average SS 0.64 0.63 0.64 0.66
LP V1.0
Gulf of Riga LP_13 0.39 0.47 0.62 0.66
Gulf of Riga LP_14 0.39 0.44 0.58 0.58
Tagalaht Bay LP_17 0.44 0.44 0.36 0.35
Pakri Bay LP_13 0.61 0.59 0.53 0.55
Pakri Bay LP_14 0.52 0.50 0.57 0.53
Gulf of Finland LP_16 0.35 0.35 0.38 0.37
Gulf of Finland LP_17 0.34 0.34 0.37 0.37
Tallinn Bay LP_7 0.72 0.77 0.73 0.78
Tallinn Bay LP_9 0.74 0.80 0.75 0.81
Tallinn Bay LP_10 0.71 0.77 0.73 0.78
Tallinn Bay LP_11 0.72 0.84 0.74 0.85
Number of runs 96 97 97 96
Mean of SSs 0.54 0.57 0.58 0.60
Weighted average SS 0.38 0.40 0.43 0.43
Throughout the simulations presented in Table 1, the LPV0.1 buoys consistently achievedhigh skill scores. In particular, using only wind as a forcing factor resulted in a skill score
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of 0.64. The introduction of currents as an additional factor did not have any effect onthe score. However, when Stokes drift was the sole additional forcing, the skill score de-creased slightly to 0.63. Interestingly, the combination of currents and Stokes drift im-proved the skill score to 0.66. This pattern suggests that the impact of environmentalforcing on the buoys’ movement is complex and interactive (Paper III).The results of Paper III also highlighted the importance of using consistent wind dataacross different models to minimize errors and improve the reliability of the predictions.Using the same ECMWF wind fields to drive the currents in the NEMO-EST05 model, thewaves in the SWAN-ESTmodel, and in the OpenDrift simulations, a coherent and synchro-nized representation of environmental conditions was achieved, enhancing the accuracyof the drift trajectory predictions.Using anopen-sourcemodeling framework that incorporates local high-resolutionmod-els for wind and currents specifically for the Estonian sea area presents distinct benefitsover more generalized models applied across the entire Baltic Sea. The transparency andadaptability afforded by an open-source framework enable a more customized approachto spill simulations, better reflecting the environmental and hydrodynamic conditions ofthe area. Local high-resolution models are more capable of capturing the complexities ofcoastal dynamics, small-scale weather events, and sea surface conditions, crucial for pre-cise oil spill forecasting. This higher level of detail can ensure that response strategies arebased on the most accurate and relevant data, facilitating more effective containment,cleanup efforts, and environmental protection.
4.5 Hypothetical Oil Spill Scenarios in the Estonian Sea Area
In the scope of Paper III, three hypothetical oil spill case studies were conducted in threelocations with a high probability of oil spills, including two surface spills and one seabedspill from a shipwreck, all initiated during a storm event in December 2022. This periodwas chosen because it coincided with the sixth drifter experiment. The simulations werestarted on December 12, 2022, at 00:00 UTC, and the models were run for a duration of96 hours.The spill at the first site, Tallinn Bay, which is part of one of theworld’s busiestmaritimeroutes between Tallinn and Helsinki (Tapaninen and Palu, 2022), experienced rapid oildispersion. Within an hour, half of the oil was submerged or dispersed, and by 12 hours,most of it had reached the shoreline, although it represented only a small fraction ofthe total mass (Figure 7). The second site, a future wind energy park in the Gulf of Riga(EstonianMinistry of Finance andHendrikson&Ko, 2021), saw75%of the oil submergedordispersed within an hour due to severe weather conditions (Figure 7). The third scenariowas a potentially polluting WWII shipwreck, the German Destroyer T-22, in Narva Bay(Treffner, 2019). Here, most of the oil remained submerged and a small amount surfacedbriefly before dispersing (Figure 7).These scenarios highlight the rapid dispersion and dynamics of oil spills under intricateenvironmental conditions, emphasizing the importance of immediate response action, asaddressing spills at sea is easier and less costly than managing shoreline contamination(Etkin, 2000; Ventikos et al., 2004). The Tallinn Bay spill demonstrated the significant im-pact of the proximity of the spill to the shore on the likelihood of oil stranding, underliningthe vulnerability of the Baltic Sea due to its short distances from potential spill sites to thecoastlines.Although the Narva Bay scenario focused on a solitary spill incident, it is commonfor polluting shipwrecks to continuously leak oil, leading to persistent contamination andcomplex response requirements (Gilbert et al., 2003; Daniel et al., 2020). These situations
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necessitate prolonged monitoring and the development of adaptable response strate-gies, especially given the potential for long-termecological consequences (Hampton et al.,2003).Severe weather conditions during the simulations demonstrated the importance ofconsidering weather in spill response planning. Adverse conditions can complicate con-tainment and cleanup efforts, making it essential to plan appropriate response measureseven in challenging circumstances (Nordvik, 1995; Robertson et al., 2017).Furthermore, oil-ice interactions are also part of OpenOil, and oil drift can be influ-enced by ice drift when ice concentrations exceed 30% (de Aguiar et al., 2022). Althoughthe ice concentration at the hypothetical spill sites was below the threshold, this featureenhances the operational applicability of the model and provides new opportunities forfurther research.
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Figure 7: Modeling outcomes for hypothetical oil spill scenarios in three different locations: Tallinn
Bay (surface spill), Gulf of Riga (surface spill), and Narva Bay (seafloor spill). The green circle marks
the initial location of the spill, the blue particles represent the spread of oil in the water, and the red
particles represent oil that has reached the shorelines. The trajectories of the spills are traced with
gray lines. Displayed are only the final steps of these simulations. The accompanying graphs in the
lower right corner illustrate the change in oil mass and volume throughout the scenarios. (Modified
from Paper III)
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5 Conclusions
This thesis is dedicated to enhancing the techniques and tools integral to oil spill man-agement within the unique and challenging context of the Baltic Sea. Recognizing themultifaceted nature of oil spill incidents, the research carried out in this work addressesthe critical components required for effective management at different stages of an oilspill. From initial detection to the final stages of response and recovery, this work aims torefine existing methodologies and introduce innovative solutions to better prepare, iden-tify, and mitigate the impacts of oil spills in this sensitive marine environment.Oil spills in the Baltic Sea present distinct challenges due to its ecological significance,busy shipping lanes, and unique hydrodynamic conditions. Consequently, effective man-agement of such incidents requires a comprehensive approach that focuses on immedi-ate response, proactive planning, and general preparedness. Therefore, this study investi-gates improvements to existing practices and examines new areas in oil spill management,with the goal of enhancing the region’s ability to respond promptly and efficiently to theseenvironmental threats.The research presented in this thesis is structured to reflect key aspects of oil spillmanagement, starting with detection, proceeding to response, and ultimately focusing onpredictive modeling. Each part contributes uniquely to the overarching goal of improvingoil spill management in the Baltic Sea. In the following sections, the specific contributionsand findings of each part of the thesis are detailed.The first part of this work highlights the importance of real-time and in situ oil spilldetection.

• The selectivity and sensitivity of three commercially available fluorometric sensorsdesigned for in situ, real-time oil quantification were evaluated. Laboratory experi-ments revealed that fluorescent compounds from diesel oil can persist in Baltic Seawater and elicit responses from portable fluorometric sensors for at least 20 days.However, challengeswith specificity due to interference fromother substances suchas humic materials and phytoplankton were noted, indicating a need for further ad-vances in sensor technology or analytical approaches.
• Fluorometric sensors were successfully integrated into the FerryBox and SmartBuoysystems for real-time oil spill detection. The semi-autonomous functioning and real-time data transmission capabilities of these systems demonstrated their potentialin early spill detection and ongoing monitoring. Despite the challenge posed bythe interference substances in the seawater, this novel approach offers a promisingoption to improving spill detection accuracy and efficiency in the Baltic Sea andother sea areas.
The secondpart of the thesis contributed to the development of a compact anddurablewave buoy, LainePoiss (LP), which is capable of providing crucial real-time wave data dur-ing oil spill response operations.
• Experiments and field tests confirmed that LP’s wave measurements were highlyaccurate. The wave measurements from LP closely matched those from an adja-cent Directional Waverider, with the wave height (Hm0 ) showing a negligible bias of0.01 meters and a correlation coefficient of 0.99, and the mean wave period (Tm01 )exhibiting a minor bias of 0.08 seconds and a correlation of 0.98.
The accuracy of LP and its capability to detect high-frequency wave spectra (upto 1.28 Hz, roughly 1 m wavelength) are important for comprehending the sea-atmosphere interactions that affect oil drift and surface turbulence.
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• The effectiveness of the LP buoy as a tracking device in oil spill response operationsand as a proxy for oil in spill research was successfully evaluated. Wind drift factors(WDFs) determined through drift experiments were 2% for the LP V0.1, consideringwind, currents, and Stokes drift, and 3.3% when Stokes drift was not included. TheLP V1.0, which includes a bottom chain and slight design changes, showed a WDFof 1.5% with Stokes drift and 2.1% without Stokes drift. The approximate alignmentof these WDFs with those reported for oil shows the reliability of the LP’s in provid-ing essential data for oil spill trajectory modeling and supporting overall responseefforts.
The versatility of LP as both a wave measurement instrument and a tracking devicemakes it a valuable tool in the arsenal of oil spill management technologies. Theexperiments involving an UAV (Unmanned Aerial Vehicle) showed that LP is suffi-ciently lightweight and robust to be deployed as a drifter for distances of at least 2kilometers, adding even more adaptability to its application.

The third part of this work involved the implementation and validation of the Open-Drift framework in the eastern Baltic Sea waters.
• OpenDrift simulations, forcedby local high-resolution hydrodynamic andwavemod-els, were validated with data from drift experiments. Weighted average skill scores(SS) for 6-hour forecast ranged between 0.38 and 0.66, influenced by the buoy ver-sion and the combinations of forces applied. The findings showed the importanceof considering multiple environmental forces, beyond just wind, to improve modelaccuracy.
• Modeling hypothetical oil spills in areas prone to such incidents, particularly duringadverse weather conditions, highlighted the importance of preparedness and rapidresponse. The scenarios demonstrated how swiftly oil can disperse and the vary-ing impacts based on the location of the spill and the environmental conditions.These findings stress the critical need for efficient and timely response strategiesand robust predictive modeling to effectively mitigate the effects of potential spills.
In conclusion, the research conducted in this thesis considerably advances the man-agement of oil spills in the Baltic Sea. It showcases the effectiveness of integrated tech-nologies, ranging from sophisticated detection systems to comprehensive predictivemod-eling tools, in bolstering preparedness and contributing to improving response strategies.This work underscores the importance of developing and implementing innovative solu-tions that can effectively serve both research and operational needs in the field of oil spillresponse and marine environmental protection. These efforts, combined with continu-ous innovation and collaboration, are vital in protecting marine environments from theadverse effects of oil spills.To advance this research, the more established concepts of LainePoiss and OpenDriftcould be used during an actual oil spill response operation. In addition, OpenDrift couldbe utilized to assess risk areas for spills originating from potentially polluting wrecks andoffshore construction activities.
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AbstractEnhancing Oil Spill Detection, Response and Modeling in theBaltic Sea
The Baltic Sea is recognized as a particularly sensitive area, vulnerable due to its uniquebrackish waters, climate conditions, slow water exchange, fragmented coastline, and lim-ited biodiversity. Oil spills, primarily from operational releases by vessels and potentiallypolluting wrecks, pose significant threats to this fragile marine and coastal ecosystem.

This thesis aims to enhance oil spillmanagement techniques and toolswithin the BalticSea’s context. It encompasses different aspects of managing oil spills that includes detec-tion, response, and operational modeling.
The first phase of this study concentrates on the advancement and evaluation of insitu detection methods. A key focus is on the validation of fluorometric sensors for oildetection and their integration into FerryBox and SmartBuoy systems, with the aim ofimproving real-time detection capabilities for comprehensive spill monitoring.
Through extensive laboratory experiments, it was found that chemical traces of dieseloil can remain in Baltic Sea water and result in responses from portable fluorometric sen-sors for at least 20 days. However, challenges in specificity were noted due to interferencefrom substances such as humic materials, phytoplankton, and turbidity. This necessitatesfurther exploration into more sophisticated sensors or advanced mathematical protocolsto differentiate oil pollution from other optical interferences. The successful integrationof these fluorometers into FerryBox and SmartBuoy systems demonstrated their potentialfor semiautonomous operation and real-time monitoring, paving the way for improvedearly detection and continuous monitoring of oil spills.
The second section of the thesis details the development of LainePoiss (LP), a robustand compact wave and drifter buoy that can be used to enhance data collection for moreeffective oil spill response planning and operations.
Field tests and experiments validated the high accuracy of LP buoy’s wave measure-ments, particularly its capacity to capture high-frequency wave spectra (up to 1.28 Hz,around 1 m wavelength). Relative to close-by Directional Waverider measurements, thewave height (Hm0 ) exhibited a bias of 0.01 meters with a correlation coefficient of 0.99,while the mean wave period (Tm01 ) showed a bias of 0.08 seconds with a correlation of0.98. Such precision is essential for understanding the sea-atmosphere dynamics that in-fluences surface turbulence and oil movement, and also for improving situational aware-ness during oil spill responses. The LP’s versatility, serving both as a drifter and beingUAV-deployable, extends its usefulness in response operations, predictive modeling, andvalidation efforts. Furthermore, the consistency of the wind drift factors (WDFs) deter-mined for the LP buoys (1.5%–3.3%, depending on the LP version and forcing combination),with those reported for oil underscores its reliability as a tracking instrument, crucial forrefining oil spill trajectory models and enhancing response tactics.
The third segment of this study focused on establishing and evaluating the OpenDrifttrajectory modeling framework for the eastern Baltic Sea.
By incorporating local high-resolution models for hydrodynamics and waves, Open-Drift simulations were validated using Normalized Cumulative Lagrangian Separationmet-ric and empirical data from drift experiments. For a 6-hour forecast period, the weightedaverage skill scores for the two LP versions varied from 0.38 to 0.66. The validation high-lighted the necessity to account for various environmental dynamics, not just wind, toimprove model precision. Simulating oil spill scenarios under extreme weather condi-tions with this model setup highlighted the urgent need for effective and swift response
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strategies to efficiently mitigate oil spill impacts. These simulations illustrated the rapiddispersion of oil and underscored how the location of the spill and the prevailing environ-mental conditions can influence the outcomes.Overall, this thesis contributes considerably to the advancement of oil spill manage-ment in the Baltic Sea, highlighting the need for innovative solutions that effectively ad-dress both research and operational challenges in marine environmental protection andoil spill response.
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KokkuvõteÕlireostuse tuvastamise,modelleerimise ja sellele reageerimisetõhustamine Läänemeres
Läänemerd võib pidada eriti reostustundlikuks selle riimveelisuse, ainulaadsete kliimatin-gimuste, aeglase veevahetuse, liigendatud rannajoone ja väikese bioloogilise mitmekesi-suse tõttu. Õlireostused, mis tulenevad peamiselt laevade tegevusest, sealhulgas nafta janaftatoodete tahtlikud või hooletusest tingitud merre laskmised ning keskkonnaohtlikudlaevavrakid kujutavad sellele ainulaadsele mere- ja rannikuökosüsteemile märkimisväär-set ohtu.

Antud doktoritöö eesmärk on täiustada õlireostusele reageerimise meetodeid ja töö-riistu Läänemere kontekstis, hõlmates lähenemist, mis sisaldab reostuse avastamist, selle-le reageerimist ja modelleerimist.
Käesoleva uuringu esimene osa keskendub kohapealsete reostuse tuvastamise mee-todite edasiarendamisele ja hindamisele. Põhitähelepanu on portatiivsete fluoromeetri-liste andurite valideerimisel õlireostuse tuvastamiseks. Samuti nende edasisel integree-rimisel süsteemidesse nagu nutipoi ja laeval asuv automaatne veeanalüsaator FerryBox,eesmärgiga täiustada reaalajas reostuse tuvastamist. Laborikatsete käigus leiti, et diisel-kütuse keemilised jäljed võivad Läänemere vees püsida ja mõjutada andurite näite vä-hemalt 20 päeva. Samas täheldati andurite probleeme õlireostuste eristamisel muudestmerevees sisalduvatest optilistest segajatest, nagu humiinained, fütoplankton ja hägusus.Nende probleemide lahendamine nõuab aga keerukamaid andureid või uusi matemaa-tilisi lähenemisi. Lisaks kinnitas nende fluoromeetriliste andurite edukas integreerimineautonoomsetesse FerryBoxi ja nutipoi süsteemidesse nende potentsiaali reaalajas, väli-tingimustes, õlireostuse tuvastamiseks
Töö järgmises osas keskenduti kompaktse, vastupidava ja taskukohase lainepoi, Lai-nePoiss (LP), arendamisele, mille üheks kasutusvõimaluseks on õlireostuse puhul kogudaolulisi andmeid lainete ja reostuse liikumistrajektooride kohta. Poi topeltfunktsioon triiv-poina võimaldab seda lisaks kasutada ka reostuse triivimudelite valideerimisel.
Eksperimendid kinnitasid LainePoisi mõõtmistäpsust, eriti kõrge sagedusega lainetespektri tabamisel (kuni 1,28 Hz, lainepikkus umbes 1 m). Võrreldes lähedal asuva lainepoi(Directional Waverider) mõõtmistega oli lainekõrguse (Hm0 ) hälve 0,01 meetrit korrelat-sioonikoefitsiendiga 0,99 ning keskmise laineperioodi (Tm01 ) hälve 0,08 sekundit, korre-latsiooniga 0,98. Selline mõõtmistäpsus on oluline mere- ja atmosfääridünaamika mõist-miseks, mis omakorda mõjutab õli hajumist vees. Poi mitmekülgsus ja drooniga veeska-mise võimalus suurendavad oluliselt selle kasulikkust õlireostusele reageerimise operat-sioonides. LainePoiste efektiivsust reostuse jälgimisseadmena kinnitavad ka nendele ar-vutatud tuule triivitegurid (1,5%—3,3%, olenevalt LP versioonist ja mõjude kombinatsioo-nist), mis sarnanevad varasemates uuringutes õlidele saadud triivitegurite väärtustele.
Uuringu kolmanda osa fookus on trajektooride modelleerimise raamistiku, OpenDrift,seadistamisel ja valideerimisel Eesti rannikuvetes.
Kasutades OpenDrifti raamistikku koos kohalike kõrglahutusega hüdrodünaamika- jalainemudelitega ning Normalized Cumulative Lagrangian Separation meetodit, võrreldimudeli simulatsioone triivikatsete empiiriliste andmetega. Kuuetunnise prognoosiperioo-di puhul varieerusid kahe LP versiooni kaalutud keskmised oskusskoorid (skill score) vahe-mikus 0,38 kuni 0,66. Nende võrdluste tulemused rõhutavad vajadust arvestada mudelitäpsuse parandamiseks mitte ainult tuule, vaid ka teiste keskkonna mõjuteguritega, naguhoovused ja lained.
Erinevate õlireostuse stsenaariumide simuleerimine äärmuslikes ilmastikutingimustes
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kinnitab vajadust tõhusate ja kiirete reageerimisstrateegiate järele, et reostusemõju efek-tiivselt leevendada. Lisaks näitasid need simulatsioonid, et tormise ilmaga hajub raske küt-teõli vees kiiresti ning ka seda, kuidas reostuse asukoht ja valitsevad keskkonnatingimusedvõivad neid tulemusi mõjutadaUuringud, millest käesolev töö koosneb, edendavad ja tõhustavad õlireostusele rea-geerimist Läänemeres. Samuti rõhutavad need vajadust arendada ja rakendada uuendus-likke lahendusi, mis aitavad kaasa nii teadusuuringutele, operatiivsele reostustõrjele kuika üldisele merekeskkonna kaitsele.
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A large part of oil spills happen near busy marine fairways. Presently, oil spill detection

and monitoring are mostly done with satellite remote sensing algorithms, or with remote

sensors or visual surveillance from aerial vehicles or ships. These techniques have their

drawbacks and limitations. We evaluated the feasibility of using fluorometric sensors

in flow-through systems for real-time detection of oil spills. The sensors were capable

of detecting diesel oil for at least 20 days in laboratory conditions, but the presence

of CDOM, turbidity and algae-derived substances substantially affected the detection

capabilities. Algae extract was observed to have the strongest effect on the fluorescence

signal, enhancing the signal in all combinations of sensors and solutions. The sensors

were then integrated to a FerryBox system and a moored SmartBuoy. The field tests

support the results of the laboratory experiments, namely that the primary source of

the measured variation was the presence of interference compounds. The 2 month

experiments data did not reveal peaks indicative of oil spills. Both autonomous systems

worked well, providing real-time data. The main uncertainty is how the sensors’

calibration and specificity to oil, and the measurement depth, affects oil detection. We

recommend exploring mathematical approaches and more advanced sensors to correct

for natural interferences.

Keywords: oil spill, flow-trough system, fluorometric sensors, Baltic Sea, natural interferences, sensor selectivity

1. INTRODUCTION

Oil spills are a major threat to the marine ecosystems, local communities and economy (Samiullah,
1985; Farrington, 2014; Jørgensen et al., 2019; Câmara et al., 2021; Sandifer et al., 2021). The
research into the consequences of oil pollution has been long and extensive. The effects to wildlife
are broad, ranging from exposure of birds (Jenssen, 1994; Stephenson, 1997; Fox et al., 2016) and
mammals (Engelhardt, 1987; Bodkin et al., 2002; Ridoux et al., 2004) to oil to toxic, mutagenic
and/or carcinogenic effects of polycyclic aromatic hydrocarbons (PAHs) present in crude oil and
products based on fossil oil (Hylland, 2006; Abdel-Shafy and Mansour, 2016; Hayakawa, 2018;
Honda and Suzuki, 2020). Besides harming the natural environment, oil spills can impair the
economy in the affected region (Cohen, 1993; Taleghani and Tyagi, 2017; Ribeiro et al., 2021) and
have adverse effects on human health and psychology (D’Andrea and Reddy, 2014; Shultz et al.,
2015; Sandifer et al., 2021).
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The Baltic Sea has always been an important route for
maritime trade and transport, accounting for up to 15% of
the world’s maritime traffic (HELCOM, 2003; WWF, 2010). Oil
shipments in the Baltic Sea are projected to grow by 64% by
2030, from about 180 million tons to nearly 300 million tons
(HELCOM, 2018a) and the overall volume of ship traffic has been
estimated to double during the period 2010–2030 (Rytkönen
et al., 2002). The immense volume of shipping in the Baltic
Sea is accompanied by a high risk of accidents. According to
the Helsinki Commission (HELCOM), 1,520 maritime accidents
have occurred in the Baltic Sea area during the period 2011–2015,
with a fairly stable rate of 300 accidents per year; 4% of these
accidents led to loss of life, serious injuries or environmental
damages (HELCOM, 2018a).

A considerable contributor to marine oil pollution is oil
pollution by ships, which are concentrated tomain shipping lanes
and other areas of high maritime activity (Serra-Sogas et al.,
2008; Ferraro et al., 2009; Liubartseva et al., 2015; Sankaran,
2019; Polinov et al., 2021). It is estimated that in the Baltic
Sea 10% of the total amount of oil hydrocarbons comes from
illegal discharges by vessels (HELCOM, 2003). These various
smaller spills, referred to as operational oil spills, are not the
result of ship accidents, but instead result from discharges of
small amounts of oil, or more usually unfiltered oily water. Most
of this pollution risk is concentrated along major ship routes
(HELCOM, 2013). The number and size of these spills has been
decreasing (HELCOM, 2018c). For example, in 2015 the number
of observed spills was 80 and the total estimated annual volume
of oil spills observed in 2009–2015 was in the order of 20 m3

(HELCOM, 2018a). However, even small amounts of oil can have
a negative impact on the marine environment (Brussaard et al.,
2016).

Current oil spill remote sensing methods have become more
reliable but they still have many drawbacks and limitations
(Fingas and Brown, 2018). Nowadays the most dominant and
cost-effective means for remote spill detection is the combination
of satellite-based synthetic aperture radar (SAR) images and
aircraft surveillance flights for verification (Gade et al., 2000;
Uiboupin et al., 2008; Solberg, 2012; Fingas and Brown, 2018).
SAR sensors give a good coverage and are not limited by cloud
cover or weather conditions. Furthermore, there aremany studies
on algorithms meant for identification of oil spills from SAR
data (Marghany, 2016; Krestenitis et al., 2019; Al-Ruzouq et al.,
2020; Zeng and Wang, 2020). Besides SAR, optical remote
sensing techniques gathering information in different spectral
range (ultraviolet, visible, and near-infrared) and can give useful
information about oil pollution (Solberg, 2012; Fingas and
Brown, 2018; Al-Ruzouq et al., 2020). Ships and aircraft equipped
with radar or optical sensor are also widely used for detection and
monitoring of oil pollution (Jensen et al., 2008; Xu et al., 2020).
Also, sensors like microwave radiometers and laser fluorometers
mounted on aircraft can provide additional information about
the oil type and amount (Jha et al., 2008; Solberg, 2012).

Oil spills can be difficult to detect even with modern aerial
surveillance equipment for numerous reasons. They can be small,
and in rough sea the oil is mixed well below the surface, while a
visible slick might also disappear because of evaporation. Optical

methods of satellite sensing are also limited by resolution, cloud
cover and the sea state (Brekke and Solberg, 2005; Jha et al., 2008;
Fingas and Brown, 2018). Even the most studied and used remote
sensing method of detecting oil from SAR images has problems,
such as lookalikes—radar signatures similar to oil pollution but
which can actually be for example floating algae, ship wakes, cold
upwelling water or natural surface films produced by plankton
or fish (Sipelgas and Uiboupin, 2007; Alpers et al., 2017; Al-
Ruzouq et al., 2020). Even a comprehensive satellite coverage
might therefore not be able to detect all oil spills. Nonetheless,
PAHs will remain in the water after the spill is no longer visible
on the surface but are still detectable by in-water fluorometers.
Thus, the real-time detection of these spills would benefit from
additional detection systems. In addition, in-situ sensors can
be used for validation for remote sensing techniques and vice
versa. One possible in-situ solution is to use fluorometric sensors
installed on a suitable platform.

Ships of Opportunity (SOOPs) fitted with oceanographic
instrumentation and automated water sampling systems, so-
called FerryBoxes, are commonly used for studies of near surface
waters (Petersen et al., 2003, 2011; Hydes et al., 2010; Petersen,
2014). Also, the Baltic Sea is well covered with FerryBox lines
(Petersen, 2014; Schneider et al., 2014; Karlson et al., 2016;
Kikas and Lips, 2016). FerryBoxes have a great potential for
gathering scientific data, especially when installed on ferries and
cargo ships cruising the same route on a regular basis. While
SOOPs give a good spatial coverage, monitoring buoys give an
excellent temporal coverage. Such autonomous monitoring buoy
systems are being developed and operated worldwide to measure
the physical and biogeochemical properties of coastal surface
waters (Mills et al., 2003; Nam et al., 2005). The technological
progress has resulted in SmartBuoys with a stable power supply,
two-way communication and real-time data acquisition for
effective environmental monitoring (Chavez et al., 1997; Mills
et al., 2003; Nam et al., 2005; Benson et al., 2008; Papoutsa
et al., 2012). Moroni et al. (2016) have developed a sensorized
buoy for detecting oil spills from the air-side. Fluorescence-
based in-situ sensors and systems have been globally used for
real-time monitoring of oil spills and determining the levels
of the contamination (Lambert et al., 2001, 2003; He et al.,
2003; Kim et al., 2010; Malkov and Sievert, 2010; Tedetti et al.,
2010). Combining FerryBoxes and SmartBuoys with portable
fluorometric sensors could provide an additional method for
early notification of oil spills in the sea. Nonetheless, to our
knowledge, such an approach has not previously been adopted.

Fluorometric detection (FLD) is essentially about measuring
fluorescence at predetermined wavelengths, meaning that FLD
can’t resolve between different sources of hydrocarbons and
fluorescent compounds – for example oil and oil refined
products, combustion processes (e.g., power plants, maritime and
land-based traffic, forest fires). Compound-specific laboratory
methods such as gas chromatography–mass spectrometry can
make such distinctions, but field-usability (data continuity),
speed and low running costs still make FLD-based field protocols
appealing alternatives compared to laboratory-based techniques.

For purposes of the operational detection of oil spills, the
accuracy of the sensor is a crucial, but not the sole part. We split
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up the operational chain of oil-detection with fluorometers to five
steps: 1) the sensors need to accurately and selectively detect oil,
2) the system where the sensors are operating need to function at
least semi-autonomously, 3) the system needs to reliably transmit
real time data, 4) an automated algorithm detects anomalic events
and 5) the data is available to the user in a reliable interface on
a short notice. In this study we focus on steps 1–3 and 5. We
first present laboratory tests of sensors and then evaluate the real-
time oil detection capability of two autonomous in-situ remote
sensing platforms that are equipped with fluorometers. The two
platforms, a FerryBox and a SmartBuoy, covered high-risk areas
in the Baltic Sea.

2. MATERIALS AND METHODS

2.1. UviLux, EnviroFlu-HC 500 and Turner
Design C3 Fluorometers
Three commercially available fluorometric instruments, designed
for in-situ and real-time quantification of oil or oil compounds,
were chosen for the experiments: UviLux and EnviroFlu-HC
500 for the FerryBox system, and C3 Submersible Fluorometer
for the SmartBuoy. All three sensors were also tested in
laboratory conditions.

The UviLux UV-fluorometer (Chelsea Technologies Ltd, UK)
is an in-situ UV fluorometer. Oil detection is based on the
measurement of PAH concentrations. The sensitivity of the
sensor is 0.005 µg carbazole per liter, the calibrated range is
0.005–2,000 µg carbazole per liter, the excitation wavelength is
255 nm, and the emission wavelength is 360 nm.

The EnviroFlu-HC 500 submersible UV fluorometer (TriOS
Optical Sensors, Germany) is an instrument designed for the
measurement of PAHs in water. The fluorometer has a minimum
detection limit of 0.3 µg phenantrene per liter, a calibrated range
of 0–500 µg phenantrene per liter, an excitation wavelength 254
nm, and an emission wavelength of 360 nm.

The Turner Design C3 submersible fluorometer (Turner
Design, USA) is manufactured according to users’ requirements.
C3 fluorometers come with a factory-installed temperature probe
and can be configured with up to three optical sensors. Each
optical sensor is designed with fixed excitation and emission
filters. For the SmartBuoy experiment the C3 fluorometer was
equipped with three sensors: a hydrocarbon sensor for crude oil
with sensitivity of 0.2 µg pyrenetetrasulfonic acid (PTSA) per
liter and linear range 0–1500 µg PTSA per liter, excitation light
325/120 nm and emission light 410–600 nm; a sensor for colored
dissolved organic matter (CDOM) with minimum detection
limit (MDL) 0.1 µg quinine sulfate per liter, linear range 0–
1.5 µg quinine sulfate per liter, excitation wavelength 325–120
nm and emission wavelength 470–60 nm; a turbidity sensor
with MDL 0.05 Nephelometric Turbidity Units (NTU) and
range 0–1,500 NTU, excitation wavelength 850 nm, and emission
wavelength 850 nm.

2.2. Laboratory Tests
In order to examine selectivity and sensitivity of fluorometric
sensors to oil, two separate laboratory experiments were

performed in 2017. All experiments were performed in a dark
climatic room set to a temperature of 16◦C.

The first experiment examined the selectivity of the
sensors, i.e., interferences to oil detection caused by interfering
substances. Baltic Sea water (S; salinity 6.2 PSU) was used as a
blank and as a solution for extraction of humic substances (H),
cyanobacterial algae (A) and production of clay suspension (C).

Stock solutions (one of each) of clay suspension (from Baltic
Sea’s clayey sediment), seawater extract of humic substances
(originating from decayed plant material) and a seawater
extract of cyanobacterial algae (from dried Baltic Sea surface
phytoplankton) were produced. Also, two batches of water
accommodated fraction (WAF; W) of diesel oil were produced.
Each extract was made by combining 100 ml of commercial
winter-quality diesel oil with 1,000 ml of seawater under gentle
stirring overnight. All solutions were prepared 1 week prior
to measurements in the aquarium. Concentrations of PAHs
were quantified using gas chromatography—mass spectrometry
and aliphatic hydrocarbons (decane-tetracontane) using gas
chromatography—flame ionization detection at SYKE laboratory
center. No attempt was made to determine chemical composition
of each interference solution in detail, instead the solutions
mimicked natural constituents in Baltic Sea water.

Altogether six glass beakers (each 2,000 ml) were wrapped
with black plastic except for the top section and filled with 1,200
ml of seawater. Aliquots of the clay suspension (50.0 ml), humic
extract (50.0 ml), cyanobacteria algae extract (10.0 ml) and diesel
WAF (50 ml) were sequentially added so that all combinations
of the aforementioned solutions in seawater were achieved. The
solutions were kept in slow stirring motion using a magnetic
stirrer. In first three sets of measurements no WAF was added.
WAF was applied in three last measurement sets. After addition
of each solution the responses were measured using one sensor
at a time at exactly 50 mm below the upper level of the beakers.
The top part of the beakers and the sensor housing were wrapped
with black plastic. Fluorescence responses were collected for
3–5 min with each sensor and the average and standard
deviation of fluorescence for each period of data collection
were calculated.

The logging rates used with fluorometer sensors during
the experiment were 1 min (average of values collected at
0.5 Hz), 30 and 1 s for the UviLux, EnviroFlu-HC and
Turner C3 sensors, respectively. Data from EnviroFlu-HC
were logged into a laptop PC using the TriOS MSDA_XE
software and the data from Turner C3 into a PC using
Turner C-soft software. Data from UviLux were logged into
a portable logger connected to automatic GSM network-based
modem and sent via GSM network to Tallinn University of
Technology once a minute. Altogether 1.32 million, 79,000
and 30,000 time points of data from Turner C3, Enviroflu-HC
and UviLux were generated, respectively. The small dilution
effect in WAF solutions, caused by the volume increase
by the added interference solutions, was compensated by a
corresponding multiplier factor in final calculations thus yielding
oil-related fluorescence (ORF) presented. Normalized responses
from each fluorometer were calculated by dividing observed
responses from different solutions with responses obtained
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FIGURE 1 | Above view of the experimental set up. Instruments: TriOS EnviroFlu-HC (with metallic cover, upper part), Turner C3 (with black cover, left) and UviLux

(black cover, right). The electric motor of the stirrer is at far right. Photograph: Harri Kankaanpää.

from seawater. No compensation was calculated for CDOM or
turbidity values.

The second experiment for diesel WAF persistence and for
method comparison lasted for 3 weeks. A 25-liter glass aquarium
was used and placed over a black plastic sheet in a steel tank
and filled with 21.8 liters of filtered seawater (salinity 6.2 PSU).
Thermostatted (11◦C) tap water was circulated in the exterior
tank. The FLD sensors were fixed into laboratory stands so that
the optical window of each sensor was at 10 cm below the
surface of liquid (Figure 1). Gentle mixing was applied using an
electricity-powered laboratory stirrer. The aquarium was covered
by a black plastic wrapping except during water sampling and
maintenance. The UviLux sensor needed to be moved further
away from the two other sensors due to interference that was
unfortunately not noticed before 7 days into the experiment. The
data transmission, storage and sensors’ acquisition rates were as
described for the first experiment.

The persistence of diesel oil fractions in seawater and
comparability between oil detection methods were measured
in the second test. The methods were: the three fluorometric
sensors, total oil monitoring method used by Finland, gas
chromatography flame ionization detection (GC–FID; for
aliphatic hydrocarbons) and gas chromatography—mass
spectrometry (GC–MS; for PAHs including 1– and 2–
methylnapthtalene). At S1–S9, water samples of 100 ml
were collected for total oil HELCOM protocol and another 100
ml for the GC–MS and GC–FID analyses.

The Finnish HELCOM monitoring method for total oil
analysis can be described briefly as follows: seawater is extracted
with 10 ml of n–hexane under stirring. Fluorescence is measured
using 310 and 360 nm excitation and emission wavelengths,
respectively. Calibration is performed using solutions of
Norwegian crude oil (Ekofisk) dissolved in n–hexane. Limit of
quantification is 0.05 µg oil/l and analytical error is±15%.

Aliphatic hydrocarbons (decane-tetracontane) were extracted
using n-hexane, cleaned up using adsorbent, concentrated,
separated using gas chromatography and quantified by flame
ionization detection. The method has a limit of quantification of
100 µg total aliphatics/l and analytical error of 30 %. PAHs were
extracted using n-hexane under stirring or solid phase extraction.
The n-hexane solution was then concentrated and analyzed using
GC–MS. The quantification limits of the method were between
0.005 and 0.01 µg/l, while the analytical errors varied between 20
and 40% depending on compound.

Normalized responses for each detection method were
calculated by dividing observed responses with period S1
responses at given water sampling time points (S1–S9).

2.3. FerryBox Operation and Oil Detection
Capability
A FerryBox system developed by Marine Systems Institute at
Tallinn University of Technology is used on board of the
M/S Baltic Queen (Tallink Group, Estonia) (Figure 2), which
commutes between Tallinn (Estonia), Mariehamn (Åland) and
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FIGURE 2 | FerryBox system on board M/S Baltic Queen (A) and the same system with UviLux and EnviroFlu-HC fluorometers during the experiment (B). General

scheme of the FerryBox’s placement and water flow on M/S Baltic Queen is shown on figure (C). Photographs: Kaimo Vahter.

Stockholm (Sweden) (Figure 3). The ship route covers the
western Gulf of Finland, Northern Baltic Proper, Southern
Archipelago Sea, and Southern Åland Sea (Figure 3). One
crossing, including a stop in Mariehamn harbor, is about 425 km
long and takes approximately 17 h. The ship then returns after a
7 h stay in the destination harbor.

All FerryBoxes are flow-through systems where the water is
taken in from an inlet in a vessel hull and then pumped into a
measuring circuit containing sensors (Petersen, 2014). On M/S
Baltic Queen the water was taken from the ship’s sea chest and
pumped continuously through the FerryBox system at a rate of 9
l/min. The opening of the chest is situated about 4 m below the
waterline. Parameters weremeasured with 1-min intervals, giving
an approximately 0.5 km spatial resolution along the fairway,
depending on the ship’s speed. A typical transect contained
roughly 1,000 records for each variable.

The UviLux and EnviroFlu-HC fluorometers, were
installed in parallel to the FerryBox system (Figure 2B),
which recorded additional real-time seawater properties.
Conductivity (salinity) and temperature was measured with
a High-Precision Pressure Level Transmitter Series 36XiW
(KELLER AG, Switzerland), turbidity was measured with a
Seapoint Turbidity Meter (Seapoint Sensors Inc., USA) and
pCO2 was measured with an OceanPackTM pCO2 analyzer
(SubCtech, Germany).

We made four maintenance visits to M/S Baltic Queen in
order to clean the FerryBox system and the sensors. These visits

were made roughly every 2 weeks (March 3, March 20, April 3,
April 15) during our 2-month experiment (February 21 to April
21, 2018). The maintenance consisted of washing the system
with a solution of oxalic acid and a manual cleaning of the
optical sensors. The FerryBox also has a automatic cleaning
system, which was not functional during the experiment. Similar
automatic acid-washing cleaning method is applied to prevent
biofouling on a FerryBox traveling between Tallinn and Helsinki
(Lips et al., 2016).

Measurements from the sensors in the FerryBox were
collected by a datalogger (RTCU-MX2i pro by Logic IO) on
board M/S Baltic Queen. The datalogger includes a modem and a
GPS, and adds the position and a time stamp to the measurement
before sending the data to an on-shore FTP server of the Marine
Systems Institute using the GSM/GPRS protocol. The data were
sent in real-time (every minute).

A publicly available, web-based, user interface was built
to visualize the data online, where the ship’s track, real-time
position and gathered FerryBox data was available in real-time
(Figure 4) (TalTech, 2017). The web-based user interface is also
equipped with different options to view historical data: the
user can select parameters or time periods, and construct a
map view and 2D graphs of multiple parameters. Data are also
available in a tabulated form and parameters can be viewed
in color-coded view along the ship’s track. The data that were
provided in real-time during the experiment is still available on
the web-page.
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FIGURE 3 | FerryBox line and SmartBuoy mooring location in the Baltic Sea. Points of information describing the location and size of illegal oil discharges observed

during aerial surveillance flights by HELCOM Contracting Parties during 1998–2017 (HELCOM, 2018b). Shipping density (defined as the number of ships crossing a

1 × 1 km grid cell) of all IMO (International Maritime Organization) registered ships operating in the Baltic Sea in 2016 (HELCOM, 2017).

2.4. SmartBuoy Setup and Experiment for
Oil Spill Detection
The SmartBuoy, developed by Meritaito Ltd (Finland), is a
combination of a polyethylene spar buoy with mobile and/or
satellite communication technology and a versatile selection
of monitoring sensors (Figure 5). The Turner Design C3
fluorometer was installed inside of the buoy in a vertical
monitoring well with an open flow through a pipe, enabling
continuous sea water exchange. The monitoring depth was 2–
3 m depending on the sea level. Concentration of CDOM

and turbidity values were measured simultaneously with the
hydrocarbon measurements. To ensure high data quality, the
C3 sensor was equipped with a mechanical wiper cleaning all
three optical lenses before taking the measurements. In addition
to the water quality monitoring, the SmartBuoy also collected
data about current speed and direction at the depth of 7 m to
identify spreading direction of potential oil spills. Furthermore,
the significant wave height was calculated from roughly 8.5-min
time series, measured by a pressure sensor (Aanderaa Wave and
Tide Sensor 5218).

Frontiers in Marine Science | www.frontiersin.org 6 November 2021 | Volume 8 | Article 778136



Pärt et al. Fluorometric Oil Spill Detection

FIGURE 4 | Web-based user interface for viewing the real-time data from the FerryBox system (TalTech, 2017). The gaps in the data were caused by loss of the

GSM-network.

FIGURE 5 | Schematic figure of the SmartBuoy system (A) and the SmartBuoy deployed to the off-shore area in the Gulf of Finland for oil spill detection (B).

Photograph: Joose Mykkänen.

Frontiers in Marine Science | www.frontiersin.org 7 November 2021 | Volume 8 | Article 778136



Pärt et al. Fluorometric Oil Spill Detection

TABLE 1 | Relative responses (fold compared to average fluorescence in seawater) of sensors to interference solutions, sensitivity to water accommodated fraction (WAF)

of diesel oil.

UviLux Turner C3 TriOS Enviroflu-HC

Maximum attenuation without diesel WAF none 0.95 (clay suspension) 0.97 (clay suspension)

Maximum false positive without diesel WAF 7.61 (algae extract) 3.96 (humic extract + algae extract) 2.64 (algae extract)

Sensitivity to WAF (change from S to SW) 4.48 1.1 2.62

Maximum attenuation during presence of diesel WAF 4.41 (humic extract) none 2.25 (clay suspension + humic extract)

Maximum false enhancement during presence of diesel WAF 10.6 (algae extract) 3.89 (humic extract + algae extract) 4.95 (algae extract)

Water quality and sea state sensors were connected to a
datalogger (Aanderaa SmartGuard 5300) that was programmed
to operate the sensors with an 1-h measurement and data
transmission interval. Real-time data from the SmartBuoy were
transmitted over satellite modem to a server, where it were
subjected to an automatic data quality control before being
visualized online.

The SmartBuoy buoy was moored on a junction of the main
merchant shipping lanes in the Gulf of Finland (Figure 3) for
a 2-month measurement period (October 25 to December 24,
2018). Vessels navigating on the north–south direction shipping
lane between Helsinki and Tallinn were passing close to the buoy,
and vessels on the east–west direction shipping lane passed the
buoy further south. The SmartBuoy was visited once during the
monitoring period for datalogger reprogramming and manual
maintenance of the sensors.

3. RESULTS OF THE LABORATORY
EXPERIMENTS

The produced WAF contained the following main PAH
constituents (all µg/l): naphthalene (65), 1-methylnapthtalene
(89), 2-methylnapthtalene (31), anthracene (1.6), acenaphthene
(2.7), acenaphthylene (1.2), phenanthrene (1.2), fluoranthene
(0.20), fluorene (4.4) and pyrene (0.2). Other PAHs fell below the
0.005 µg/l limit of quantification. The concentration of aliphatic
compounds was 1,200 µg/l.

3.1. Effect of Interference Solutions
In the first laboratory experiment we investigated how the
sensors reacted to the addition of interference solutions. In
the absence of interference solutions, Turner C3 showed the
largest absolute fluorescence values (primary data), followed by
Enviroflu-HC and Uvilux. The data from Turner C3’s PAH and
CDOM channels had occasional spikes, but overall the data
stability from each channel of the detectors were good. When
WAF was added to the seawater, the relative change in signal
strength (normalized response) was largest for UviLux (4.48-
fold), followed by EnviroFlu-HC (2.62-fold) and Turner C3 (1.1-
fold) (Table 1).

All sensors reacted when interference solutions were added
to seawater. The addition of suspended clay to seawater slightly
attenuated the PAH channel’s fluorescence signal in Turner
C3 and Enviroflu-HC, while slightly enhancing it in UviLux
(Figure 6, left half, S vs. SC). When suspended clay was added

to the seawater-WAF solution, the signal was slightly attenuated
in Enviroflu-HC and UviLux, and slightly enhanced in Turner
C3 (Figure 6, right half, SW vs. SWC). In all combinations, the
changes were at most 12% (0.88–1.04).

The sensors were more sensitive to the presence of humic
substance extracts, with the PAH-signals increasing between
1.05- and 1.8-fold in all sensors (compared to seawater). The
enhancement was strongest in Turner C3 and weakest in
EnviroFlu-HC (Figure 6, left half, S vs. SH). In the seawater-WAF
solution the added humic extracts enhanced the PAH signal in
Turner C3 (1.67-fold), while slightly attenuating the signal in the
other sensors (Figure 6, right half, SW vs. SWH).

Clearly the largest effect on the PAH fluorescence signal was
observed after adding algae extract. The signal was enhanced
in all combinations of sensors and solutions. Importantly, the
enhancement caused by the algae extract was stronger than
the PAH signal of the WAF-solution without any interference
solutions, which means that the presence of algae can interfere
strongly with the sensors ability to detect oil compounds in
the water. The enhancements when adding the algae extract to
the seawater were roughly between 3- and 8-fold, with UviLux
showing the largest change and EnviroFlu-HC showing the
smallest change (Figure 6, right half, SW vs. SWA). When the
algae extract was added to the seawater-WAF solution, the PAH
signal was enhanced roughly 2- to 3-fold in all sensors, with
Turner C3 showing the strongest change in signal strength
(Figure 6, right half, SW vs. SWA).

3.2. Diesel WAF Persistence and Method
Comparison
In the second laboratory experiment we studied how long
the sensors can detect oil compounds in seawater, while also
comparing detection methods. Lagging software caused several
gaps in the Turner C3 data and one gap in the EnviroFlu-HC
data. UviLux was relocated after 165 h when we noted that
it did not react clearly to the third addition of WAF (WAF3;
Figure 7), having large subsequent oscillations in the signal.
This behavior was caused by optical interference by the two
other sensors. Despite that there was substantial suppression
in UviLux responses during the suppressed period, the sensor
overall did show slight responses even during this period.
These small responses occurred simultaneously when adding
WAF 1 and WAF 3 (but not when adding WAF 2), and were
also simultaneous with HELCOM and Enviroflu-HC responses
(Figure 7). After UviLux was relocated, it provided data with
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FIGURE 6 | Fluorescence responses from EnviroFlu-HC (TriOS), Turner C3 (Turner) and UviLux sensors in seawater, seawater containing interferences of clay, humic

substances, algae substances, and seawater containing diesel WAF with and without the interferences. S = seawater, C = clay suspension, H = humic substance

extract, A = cyanobacterial algae extract, and W = water accommodated fraction (diesel fuel extracted in seawater). PTSA = 1,3,6,8-pyrenetetrasulphonic acid

tetrasodium salt. The change in FLD response respective to the baseline (S) value in each series (e.g., S–SC–SCH–SCHA) is indicated on top of each treatment.

a considerably higher response and less noise. For response
calculations we therefore only used the UviLux data gathered
after the relocation.

The responses from all sensors and the standard HELCOM
oil monitoring method indicated that fluorescent compounds
originating from diesel oil were detectable for at least 20 days
since the start of the experiment (Figure 7). The temporal
evolution in PAH-related responses measured by the EnviroFlu-
HC and UviLux sensors were in line with the HELCOMmethod,
especially after the readjustment of the sensors. In contrast,
Turner C3 showed slightly increasing fluorescence between 100
and 505 h while the signal from the other two sensors decayed
and leveled off.

Table 2 summarizes the responses obtained from sensor-
based fluorescence right before water samples (GC methods)
were collected at events S5 and S7. Event before sample S7 should
serve as the primary point for response comparison since it was
taken after the readjustment of sensor locations (R). The relative
responses compared to initial state S1 of the fluorescence-based

methods, during 165–505 h were (from strongest to weakest):
HELCOM, UviLux, EnviroFlu-HC and Turner C3 (Figure 7
including responses at each S event).

Several PAH molecules were good indicators for diesel-
originating contamination (Table 2). All napthtalenes provided
pronounced responses also at S1 (strongest to weakest):
1-methylnaphtalene (1-MN), naphthalene (NAF) and 2-
methylnaphtalene (2-MN) (data not shown). Also, anthracene,
acenapthtene and phenantrene were sensitive and showed a
similar temporal evolution as the FLD-based responses and the
methylated napthtalenes (1/2-MN).

Concentration of fluoranthene did not change over the
experimental period, and Dibenz[a.h]anthracene showed a
declining trend compared to the initial seawater (Figure 8).
These substances (in addition to acenapthtylene, fluoranthene,
dibenzo[a,h]anthracene and pyrene) were poor proxies for WAF
contamination in the seawater (Figure 8).

The concentration of aliphatic hydrocarbons followed a
similar pattern as those of FLD, methylated napthtalene and
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FIGURE 7 | Evolution of responses of fluorescence signals obtained in experiment two over 503.2 h originating from HELCOM reference method (top), Turner C3,

UviLux and EnviroFlu-HC (bottom). S1–S9: water sampling events; WAF1–WAF3: events of WAF addition; R: relocation of the sensors. Normalized response values

relative to the initial background level (at S1) measured before just before S events are indicated above each S event.

the more sensitive PAHs. The PAH and aliphatic hydrocarbon
concentrations also had a similar evolution pattern as the values
derived using the HELCOM fluorescence method. Interestingly,
the increase in aliphatic hydrocarbon concentrations between S8
and S9 showed a similar increase as the HELCOM method; this
change was not visible in any other parameter (Figures 7, 8).

4. RESULTS OF THE FIELD EXPERIMENTS

4.1. FerryBox Experiment
The real-time transmission and online presentation of the
FerryBox data worked well, but data gaps occurred systematically
in the Baltic Proper due to loss of the GSM network. These
gaps typically lasted a maximum of a few hours. An example
is presented in Figure 4. The complete data was recovered
from the datalogger after the fact. Altogether 58 ship voyages
were analyzed. The PAH-transects were visually checked for
peaks that would have indicated an oil pollution. No such
anomalies were found during the 2-month measurement period

the UviLux and EnviroFlu-HC fluorometers were installed to the
FerryBox system.

The detected PAH values stayed between 1 and 2.6 µg
carbazole/l for the UviLux and 12.4–25.5 µg phenantrene/l for
the EnviroFlu-HC (Figures 9A,B). The detected hydrocarbon
values were lowest in the sea areas near Åland and highest
in the Stockholm archipelago, where the effect of the natural
background of organic carbon from river waters is greater
(Figures 9A,B). From 20.5◦, longitude eastward, the PAH values
were quite homogeneous. Some variation can be seen e.g.,
between 22◦, and 23◦ longitude (trips 19–23), showing up more
clearly in the UviLux data (Figures 9A,B). We surmise that
the detected values do not reflect concentration of carbazole,
phenantrene or oil in seawater. This interpretation is supported
by the chemical monitoring (HELCOM/EU MSFD) and analysis
of the Baltic Sea, which has found concentrations below 1 µg oil
hydrocarbons/l rather constantly (Pikkarainen and Lemponen,
2005; FIMR and Olsonen, 2007). These low values are considered
to be typical for seawater without significant oil pollution (Bícego
et al., 1996; Zanardi et al., 1999).
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TABLE 2 | Overview on the response levels generated by the fluorescence-based methods and parameters obtained from GC–FID and GC–MS analyses.

Parameter Background

level µg l−1

Response at S5

µg l−1

Response

relative to

background

level at S5 (-fold)

Response at S7

µg l −1

Response

relative to

background

level at S7 (-fold)

Turner C3 fluorescence (PTSA) 634.7 ± 3.74 1071.7 ± 2.23 1.68 1084.14 ± 2.85 1.71

TriOS Enviroflu-HC fluorescence (phenantrene) 7.22 ± 0.41 82.63 ± 0.56 11.45 63.4 ± 1.27 8.79

UviLux fluorescence (carbazole) 0.123 ± 0.003a 0.819 ± 0.003a 6.65a 2.351 ± 0.002 19.10

HELCOM fluorescence 0.42 61 ± 9.15b

(± < 0.1)c
145.2 27.27 ± 4.09

(±0.06)c
64.92

Aliphatics C10–C21d 98 ± 29.4 750 ± 225 7.65 120 ± 36 1.22

Aliphatics C22–C40d 300 ± 90 970 ± 290 3.23 290 ± 87 0.97

Aliphatics C10–C40d 400 ± 120 1700 ± 510 4.25 410 ± 123 1.025

Total PAHse 0.988 ± 0.2964e 9.39 ± 2.82 9.50 1.62 ± 0.48 1.63

Napththalenef 0.11 ± 0.02 1.7 ± 0.34 15.45 0.2 ± 0.04 1.82

1-methylnapththalenee 0.07 ± 0.02 2.9 ± 0.87 41.4 0.25 ± 0.08 3.57

2-methylnapththalenee < 0.005 3.5 ± 1.05 700g 0.17 ± 0.05 34g

Anthraceneh < 0.01 0.10 ± 0.03 9.7 0.11 ± 0.04 11

Acenapththenef 0.084 ± 0.017 0.21 ± 0.04 2.5 0.098 ± 0.02 1.17

Acenapththylened < 0.005 < 0.005 NA 0.087 ± 0.026 5.22

Fluoranthened 0.16 ± 0.05 0.16 ± 0.05 1 0.16 ± 0.05 1

Fluorenef 0.14 ± 0.028 0.38 ± 0.08 2.71 0.18 ± 0.04 1.29

Dibenz[a.h]anthracened 0.094 ± 0.028 <0.01 0.11g < 0.01 0.11g

Phenanthrened 0.22 ± 0.066 0.32 ± 0.096 1.45 0.24 ± 0.072 1.09

Pyrened 0.11 ± 0.03 0.12 ± 0.04 1.09 0.12 ± 0.04 1.09

aSuppressed signal. b± 15% error attributed for the method. cActual repeatability of parallel samples at S5 and S7. dBased on ±30% error attributed for the method. eBased on

±30% error attributed for the method. fBased on ±20% error attributed for the method. gCalculation of relative difference is based on the limit of quantification. hBased on ±35% error

attributed for the method. NA = not available.

The FerryBox and the accompanying sensors were
maintained and cleaned frequently. Nevertheless, biofouling
still impacted the quality of the measured data as can be seen
from the decreasing values between the maintenance visits
(Figures 9A,B). The field data suggests that EnviroFlu-HC is
affected more strongly by the fouling than UviLux.

4.2. SmartBuoy Experiment
The obtained values ranged between 790 and 1,250 during
the monitoring period. The variation pattern was nearly
identical with the variation of collected colored organic carbon
(CDOM) values, varying between 600 and 890 (Figure 9). The
measured data had systematic gaps. On the 12th of December
a maintenance visit to the boy was made to reprogram the
datalogger and manually clean the sensors.

The correlation between the collected hydrocarbon dataset
and the CDOM data set collected by the C3 sensor on SmartBuoy
was very high (Figure 9D). No anomalic spikes indicative of
oil-contamination were present during the test period. The C3
sensor on SmarBuoy was equipped with a mechanical wiper,
which cleaned all three optical lenses prior to measuring.
No significant reduction in data quality due to biofouling
was detected compared to the FerryBox where the detected
values gradually decreased after the cleaning (Figure 9). The
linear relationship between the two variables changed after the

maintenance on 12 December. This change was probably caused
by the readjustment of the mechanical wipers (Joose Mykkänen,
Personal communication). Nonetheless, the correlation between
the variables remained high (Figure 9D).

During the experimental period, the buoy tolerated several
events with significant wave heights over 2 m. The maximum
significant wave height reached almost 3 m, which is estimated
to be exceeded at this location roughly 1% of the times (Tuomi
et al., 2011; Björkqvist et al., 2018). During the monitoring period
the current speed reached 39 cm/s, with the mean value being 12
cm/s. The mean yearly current speed (for depth 0–7.5 m) in the
area is expected to be under 10 cm/s (Westerlund et al., 2018).

5. DISCUSSION

Laboratory tests showed that optical interferences strongly
affected optical PAH detection. The effect of these interferences
was corroborated by the strong correlation between oil-related
fluorescence and CDOM fluorescence (Figure 9D). CDOM
causes interference and false positives whenever it is present
sufficiently and not accounted for properly. Similar results arose
from the presence of cyanobacteria-derived material. The Baltic
Sea contains substantial concentrations of CDOM at any time of
year, most prominently close to river outlets. The quenching of
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FIGURE 8 | Concentrations of hydrocarbon compounds analyzed using GC–FID (aliphatic hydrocarbons) and GC–MS (PAHs) from samples of experiment two. The

values on top of HELCOM data points denote signal relative to baseline. S1–S9 are water sampling events and WAF1–WAF3 events of WAF addition.

oil-related fluorescence caused by clay-derived turbidity further
complicates the interpretation of the signal.

Extensive spring and summer blooms of phytoplankton occur
regularly in the Baltic sea (Kahru et al., 2007, 2016; Groetsch et al.,
2014). We can also suspect greater interference during summer
blooms of cyanobacteria and minor contribution throughout the
year as there are always small quantities of chlorophylls and
phycocyanin of phytoplankton origin in the surface waters. The
spring bloom duration in the Baltic Sea is about one and a
half months (Groetsch et al., 2016) and the peak of the bloom
in 2018 coincided with the end of the FerryBox experiment
(Almén and Tamelander, 2020). Nevertheless, we did not see the
signal enhancing effect of the phytoplankton during the FerryBox
experiment, as the PAH signals should have increased toward the
end of the testing period together with the bloom intensity.

There also exist several overall issues when using fluorometers
that are related to the information about the presence and

relative concentration of oil compounds in water. Fluorometers
are generally calibrated using a specific oil or specific compounds;
thus, the relevant concentration results are relative to the
specific oil or compound and the procedure used to calibrate
the instrument (Lambert et al., 2003). The response of the
fluorometer to oil depends significantly on the oil composition
and its weathering state, complicating the quantification of oil
concentration further (Henry et al., 1999). Also other studies
have noted that the other fluorescent substances in seawater can
significantly interfere with direct fluorescence measurements of
petroleum hydrocarbons (Henry et al., 1999; Bugden et al., 2008;
Tedetti et al., 2010; Cyr et al., 2019). Lastly, a reliable comparison
of different sensors would also require a consensus over the units
used to report FLD-based results.

Taking account of the aforementioned issues and the
knowledge that most of the oil pollution in the Baltic Sea comes
from small operational oil spills, and that most cases requiring
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FIGURE 9 | Heatmap plots showing spatiotemporal distributions of PAH concentrations in seawater along the ship track between Stockholm and Tallinn (February 21

to April 21, 2018) measured with the UviLux (A) and EnviroFlu-HC (B) fluorometric sensors. A temporal heatmap of the SmartBuoy data (October 25 to December 24,

2018) (C) and correlation between CDOM and hydrocarbon data before (black) and after (red) the maintenance (D). Red lines on the heatmaps indicate system

maintenance visits.

criminal prosecution have involved diesel oil, the latter was
selected to mimic the oil pollution in our laboratory experiments.
Moreover, based on this background and the results of the
laboratory tests, the field trials concentrated only on the detection
of oil pollution, which should have appeared as a clear peak,
deviating from the background fluorescence in the measured
response patterns. The question of capabilities to detect different
types of oil in the field is not only a question of the detection
capabilities of the actual sensors, since also the weathering
process for e.g., crude oil and diesel oil differ. In addition, the
calibration of the sensors can reflect the a priori expectations of
what type of oil might be encountered. It is therefore impossible
to give any general recommendations on this subject, and follow-
up studies are needed to test the suitability of the sensors used
in this study in case they are planned to be used outside the
Baltic Sea.

Due to the interfering substances it is difficult to distinguish
water quality variations from the responses from oil spills.
To combat that problem, suitable mathematical protocols
should be explored. Some newer sensors also include built-
in correction methods to discriminate oil from the natural
interferences. Examples of sensors with such specification are
VluxOilPro (Chelsea Technologies Ltd), SeaOWLUV-ATM (Sea-
Bird Scientific) and HM-900 (Pyxis).

Another aspect that needs careful consideration is the
measurement or water intake depth of the oil detection
systems. After a spill, wind, waves and currents can break
the oil spill into droplets and may propel the oil deeper into
the water column; this process is called natural dispersion.
Dispersion is a complicated physio–chemical process affected
by the characteristics of the oil spill (oil type, density, viscosity,
thickness) and other seawater properties such as temperature
and salinity (Xiankun et al., 1993; Papadimitrakis et al., 2011).
Various other physical, chemical, and biological processes begin
to alter the oil as well, altogether referred to as weathering process
(Mishra and Kumar, 2015; Tarr et al., 2016).

Using sampling and further laboratory analysis the maximum
detection depths of naturally dispersed oils has been between 2.5
and 15m (Cormack and Nichols, 1977; Lichtenthaler and Daling,
1983, 1985). An experiment by Cormack andNichols (1977), part
of which was monitoring naturally dispersed Ekofisk crude oil
in the water column, showed comparatively rapid decrease in oil
concentration down to 5 m depth, followed by a slower decrease
to background levels at 20 m. A similar experiment in Norwegian
waters with 10 m3 of topped Statfjord crude oil showed that small
concentrations of oil were present to at least at a depth of 3 m
in the water column under the slick (Lichtenthaler and Daling,
1985). In another experiment done with 2,000 liters of Statfjord
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crude oil and of topped Statfjord crude oil the maximum
detection depths were 2.5 m (Lichtenthaler and Daling, 1983).

At the Baffin Island Oil Spill experimental site in the
Canadian Arctic, flow-through fluorometry was successfully used
to monitor a subsurface release of chemically dispersed crude oil
cloud over several days, providing real-time and continuous data
on oil concentrations in the water column (Green et al., 1983).
Nonetheless, during a surface release experiment performed in
the same study, petroleum hydrocarbons from the untreated
oil were not detected in the water column deeper than 1 m
(Humphrey et al., 1987). In a contained oil spill experiment,
part of which was 3 liters of crude oil spilled in moored 66 m3

containers in the ocean, a continuous flow-through fluorescence
system was capable of detecting oil concentrations down to 8
m, over a period of 7 days (Green et al., 1982). Lunel (1995),
using continuous-flow fluorometry (calibrated using discrete
samples) found traces of oil down to 5 m after 20 metric
ton of a mixture of medium fuel oil and gas oil (in a 50–50
ratio) were experimentally released in United Kingdom waters.
Nevertheless, these experiments made in U.K., the Canadian
Arctic and inside the British Colombian archipelago might not
be directly transferable to the Baltic Sea because of differences in
hydrography, and wind and wave conditions.

The probability of detecting oil pollution clearly depends
on the weather conditions, and the size, oil type, source and
weathering state of the spill. Most of the FerryBox systems are
limited to a fixed depth set by the ship’s design, as is the case
in this study. For the FerryBox system on M/S Baltic Queen,
the water is taken in at a depth of approximately 4 m and the
SmartBuoy sensors situate 2–3 m below the surface, depending
on the sea level. In light of the results of the aforementioned
studies, these depths should be suitable for detecting anomalies
in fluorescence. Also, for the FerryBox the water will also be
mixed by the moving ship itself. Nonetheless, when devising
such systems in the future, measurement depths as close to the
surface as possible are recommended to ensure higher chance of
spill detection.

Biofouling (marine growth) is likewise a major factor limiting
the reliability of optical sensors in aquatic studies, especially
during long term measurements. Biofouling is the net result of
various physical, chemical and biological factors such as water
temperature, conductivity, season, and location—to name a few
(Delauney et al., 2010). Several antifoulant approaches for optical
systems on autonomous platform have been suggested (Manov
et al., 2004; Delauney et al., 2010). In our experiments the
automatic mechanical cleaning of the sensor on the SmartBoy
was satisfactory but the fouling of the FerryBox sensors after the
maintenance visits is clearly there. It is not evident how much
biofouling affects the oil detection capabilities of the sensors,
but in our experiment is seemed to be of secondary importance
compared to the presence of the other interfering substances.

6. CONCLUSIONS

Laboratory experiments indicated that the sensitivity of the
sensors to diesel oil is good and they provide useful data on oil

in seawater. Fluorescent compounds from the oil were detectable
by the fluorometric sensors for at least 20 days. Our laboratory
tests were conducted with diesel oil, Baltic Sea water, and local
interfering substances and therefore may not be representative
of different types of oils or marine areas. The main issue with
the sensors we used was their specificity, since the presence of
humic substances (CDOM), phytoplankton (phycocyanin and
chlorophylls) or high turbidity (suspended/colloidal clay) can
cause false positives or signal quenching when detecting oil.
In our tests the impact of algal material was clearly the most
significant. We suggest exploring mathematical protocols or
use of more sophisticated sensors for distinguishing actual oil
pollution from co-occurring optical interference.

The three tested portable fluorometers were successfully
integrated to the FerryBox and SmartBuoy systems. The systems
functioned semi-autonomously well during the 2-month testing
periods, as did the real-time data transmissions and user
interfaces/data visualization. The signal quenching effect of the
biofouling could be seen on the FerryBox fluorometers, but it
was a secondary problem compared to the interfering substances
in the seawater. Nonetheless, automatic cleaning methods of the
systems and sensors are recommended.

In this paper we did not touch upon the automatic detection
of the anomalic events in the detected values that would indicate
an oil spill, but this kind of an algorithm should be developed
if the detection system is to be used operationally. When
these systems can reliably detect oil, a comprehensive network
of SmartBuoys and FerryBoxes covering the major fairways
can greatly complement the aerial surveillance, ship-based and
satellite monitoring that are presently used to, among other
things, detect oil in seawater.
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ABSTRACT: Wave buoys are a popular choice for measuring sea surface waves, and there is also an increasing interest
for wave information from ice-covered water bodies. Such measurements require cost-effective, easily deployable, and
robust devices. We have developed LainePoiss (LP)}an ice-resistant and lightweight wave buoy. It calculates the surface
elevation by double integrating the data from the inertial sensors of the microelectromechanical system (MEMS), and
transmits wave parameters and spectra in real time over cellular or satellite networks. LP was validated through 1) sensor
tests, 2) wave tank experiments, 3) a field validation against a Directional Waverider, 4) an intercomparison of several
buoys in the field, and 5) field measurements in the Baltic Sea marginal ice zone. These extensive field and laboratory tests
confirmed that LP performed well (e.g., the bias of Hm0 in the field was 0.01 m, with a correlation of 0.99 and a scatter
index of 8%; the mean absolute deviation of mean wave direction was 78). LP was also deployed with an unmanned aerial
vehicle and we present our experience of such operations. One issue that requires further development is the presence of
low-frequency artifacts caused by the dynamic noise of the gyroscope. For now, a correction method is presented to deal
with the noise.

SIGNIFICANCE STATEMENT: Operational wave buoys are large and therefore expensive and inconvenient to
deploy. Many commercially available devices cannot measure short waves and are not tested in ice. Our purpose was to
develop an affordable wave buoy that is lightweight, ice resistant, capable of measuring short waves, and also has a lon-
ger operating life than existing research buoys. The buoy is easily deployed with a small boat or even an industrial
drone, thus reducing operating costs. The buoy is accurate, and captures waves that are too short for operational wave
buoys. This is relevant for coastal planning in, e.g., archipelagos and narrow fjords. We measured waves in ice in the
Baltic Sea, and are planning to extend these measurements to Antarctica.

KEYWORDS: Sea ice; Wind waves; Air-sea interaction; Buoy observations

1. Introduction

Wind-generated waves with periods of up to 25 s dominate
the spectrum of ocean surface vertical variance (Munk 1950;
Holthuijsen 2007). These waves are observed visually, but an
objective quantification of wave heights, lengths, and propa-
gation directions requires measurements with in situ or
remote sensing technologies. This paper focuses on a newly
developed wave measuring buoy.

In situ instruments do not measure wave properties
directly. At the sea surface, wave buoys should follow the
three-dimensional movement of water particles while measur-
ing the inertial data or the Doppler shift of a GPS signal
(Herbers et al. 2012). Below the sea surface, pressure trans-
ducers measure wave-induced pressure fluctuations (Cavaleri

1980), Doppler current meters measure the wave-induced
orbital motions (Gordon and Lohrmann 2002), and inverted
echo sounders measure acoustic travel time between the
device and the sea surface (Wadhams 1978). Wave gauges
piercing the sea surface measure the up-and-down movement
of water through electrical capacitance or resistance (Donelan
et al. 1985; Graber et al. 2000). The surface wave spectra is
then calculated from the measured physical quantity by math-
ematical transformations and wave theory.

All the measurements techniques in the above (nonexhaus-
tive) list are feasible, but have their own limitations and pecu-
liarities, for example, gaps in data due to salty water over
washing the buoy and blocking the GPS signal (Björkqvist
et al. 2016), spurious data in echo soundings generated by
breaking waves, and diminishing of short waves in pressure
recordings (Bishop and Donelan 1987). More generally, the
size of the instrument, the basic measurement principle, and
the meteorology–ocean conditions affect the measurement
result. Besides inherent limitations, operational and practical
considerations, like ease of use and cost of the instrument,
might be important.
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Majority of operational wave measurements are done with
surface-following buoys, which may also include sensors for
recording atmospheric and upper-ocean state variables
(Thomson 2012). These buoys can be tethered to the sea floor
or allowed to drift under the influence of wind and currents.
An advantage of these buoys is their long operational life
(several years). However, the established operational buoys
are large and heavy. The National Data Buoy Center of
NOAA has tailored meteorology–ocean buoys, equipped
with wave measuring sensors, ranging from 1.8 to 12 m
in diameter. The widely used Datawell Waverider Mk-III,
TRIAXYS Directional Wave Buoy, and Fugro Seawatch
Mini II Buoy have diameters of at least 70 cm and weights of
over 100 kg. These off-the-shelf operational buoys may not be
an affordable choice for simultaneous deployments, and their
handling requires expertise as well as vessel for deployment.
These issues are somewhat alleviated with buoys as the Data-
well DWR-G4, which weighs 17 kg, has a diameter of 40 cm,
and has a battery life of 30 days.

Recent advances in accurate and low-cost motion sensors
and GPS technology have led to the development of a low-cost
easy-to-handle wave measurement platform called Spotter
(Raghukumar et al. 2019; Lancaster et al. 2021). It is a sea state
detector with unprecedented coverage (Smit et al. 2021;
Houghton et al. 2021) and thanks to its small size, it might turn
out to be a practical tool for estimating wind speed from wave
spectra (Voermans et al. 2020). First field experiments of mea-
suring waves in grease ice with Spotter show promising results
in performing these types of observations at a low cost (Kodaira
et al. 2020). The simultaneous deployments of several (tens,
hundreds) drifting wave buoys is also beneficial for understand-
ing wave–current interaction at coastal and oceanic scales
(Pearman et al. 2014; Veras Guimarães et al. 2018) and wave
growth in complex archipelagos (Björkqvist et al. 2019) and
fjords (Christakos et al. 2021).

In this paper, we describe and validate a new wave buoy
called LainePoiss (LP), which uses the microelectromechanical
system (MEMS) inertial measurement unit to detect surface
motion. LP was originally designed for wave measurements in
ice, but has over 3 years of research and development matured
into a valid device; it is already used for real-time wave moni-
toring in the Baltic Sea. When developing the buoy, we have
kept the following combination of performance characteristics
in focus: ice resistant, lightweight, operational, small, and
affordable. These characteristics allow LP to be used for vari-
ous research and engineering applications. For example, we
are currently planning to use LP for wave measurements in
the marginal ice zone, extending measurement times of opera-
tional wave buoys in the seasonally ice covered Baltic Sea,
field measurements of shorter waves in archipelagos and lakes,
and using unmanned aerial vehicles (UAV) as a rapid method
for deployments. LP is also a core infrastructure for validating
operational coastal wave models in Estonia.

The structure of the paper is as follows. In section 2, we
describe the wave buoy in detail and introduce algorithms for
converting the acceleration data into displacement data. In
section 3, the omnidirectional and directional wave parame-
ters are defined. Section 4 describes different laboratory tests

for sensor validation, including standstill measurements of
acceleration noise and benchmark tests with monochromatic
motions. Thereafter, we will describe the accuracy of the
buoy in capturing high-frequency waves in a wave tank.
Section 5 deals with the field test results. This includes
an extensive validation campaign against a Directional
Waverider and an intercomparison of several LP buoys. We
also describe drifting experiments results, where a UAV was
used as a deployment method. We end section 5 by describing
the results of waves-in-ice measurements from the Baltic Sea.
In section 6, we discuss the limits and merits of the new tech-
nology and conclude our main findings in section 7. Four
appendixes end the paper, with the description of the inertial
sensor, description of the denoising procedure, calculating
validation statistics, and describing our experience of UAV
deployments.

2. Materials and methods

a. Technical description of the buoy

LP is a spherical wave buoy with a diameter of 32 cm, a
height of 22 cm (Fig. 1), and a weight of 3.5 kg. The enclosure
is made of two tough glass fiber halves. Between the halves,
there is a seal that makes the hull waterproof after it has been
bolted together. After the buoy is sealed, it can be turned on
and off by holding a magnet to the outside of the hull.
Rechargeable lithium-ion batteries, with a capacity of
335 W h, can power the buoy for roughly 2 months.

The microcontroller of the buoy is connected to the sen-
sors, the memory, and the communication modems through a
custom built PCB board (Fig. 2). This controller}using an
ARM Cortex-M4 core}was chosen because of its low power
consumption, floating point support, and digital signal proc-
essing functionality.

The inertial sensors of the buoy are a 3D accelerometer,
a 3D gyroscope, and a magnetometer. These sensors are
part of the Xsens MTi-3 (see appendix A for more details)
attitude and heading reference system (AHRS). The inter-
nal processor of the system synchronizes the sensors,
applies calibration models, and runs the sensor fusion
algorithm (including the extended Kalman filter), in order
to convert inertial data from buoy body reference frame to
Earth reference frame. Henceforth, raw data will mean
the original acceleration data that are transformed to the
Earth reference frame by the sensor. After assembling the
buoy, we performed a magnetic calibration that corrected
for the disturbance inflicted to the magnetic field of Earth
by ferromagnetic materials. The device location was
logged by a Global Navigation Satellite System (GNSS)
receiver.

We configured the output frequency of the inertial data to
50 Hz, and these data are written to an SD card. Depending
on the configuration set by the user, the raw 50 Hz data and
the processed data (wave spectra and bulk parameters) are
also sent to a cloud server in real time (e.g., every 30 min)
using cellular LTE or only processed data over satellite
Iridium SBD networks. The buoy can be configured to use
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either one or both of these communication options; the buoy
always prioritizes the cellular network, but can automatically
switch to the satellite network if no cellular coverage exists.
We chose the cellular network as the primary communication

channel because of its significantly lower data transmission
costs. The buoy can therefore also send the raw data through
the cellular network, although this option can be disabled to
save power.

FIG. 1. (a) LainePoiss in a moored configuration, (b) transporting with a UAV, and (c) drifted to pancake ice.
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b. Data processing

The buoy sampled the acceleration with a 50 Hz sampling
frequency, and (in the field tests) these data were saved in
files containing 65 538 measurements (circa 22 min). We have
used the raw data which are already transformed into an
Earth reference frame by the sensors fusion algorithms. For
each deployment, these acceleration data were combined into
one long time series from which we constructed 30 min dis-
placement time series with starting times of :00 and :30 using
the following procedure:

1) We constructed 32 min time series from the continuous
acceleration data (:59–:31).

2) The x, y, and z accelerations were low-pass filtered (filter
“biting” between 1.28 and 5.12 Hz) with a finite impulse
response (FIR) filter that had 162 coefficients before
being downsampled to a 5.12 Hz resolution using a near-
est neighbor interpolation. Because of the original 50 Hz
sampling frequency, this resulted in a maximum shift on
100 ms of the measurement.

3) The acceleration data were double integrated in Fourier
space. Before integration, the white noise was removed
for frequencies up to 0.10 Hz, and the amplitudes below
0.05 Hz were set to zero (these cutoffs were appropriate
for our specific dataset; see appendix B for details). We
removed 30 s from the start and end of the double inte-
grated time series to cut out transient data caused by the
Fourier integration.

4) Finally, after accounting for the data lost by FIR filtering
and Fourier integration, we cut the time series to start
exactly at :00 or :30 to a 9216 point long block. These
30 min block coincided exactly with the displacement
time series of the Waverider at Suomenlinna, which we
used for validation.

The denoising of the acceleration data was performed by
estimating the mean amplitude of the fast Fourier transform
(FFT) of the signal between frequencies 1/100 and 1/30 Hz.
The integration was performed in Fourier space, where the
removing of the low-frequency energy was applied gradually
below 0.06 Hz using a half-cosine function, setting the

amplitudes to 0 below 0.05 Hz. This integration procedure is
similar to the one used in Rabault et al. (2020). For the field
data, a correction to the energy was performed based on the
amount of variance that was lost in the denoising. The denois-
ing, compensation and integration procedures are docu-
mented in detail in appendix B.

The 30-min displacement time series were then used to cal-
culate wave spectra from 100-s blocks using the Welch
method with a 50% overlap (35 segments), resulting in a wave
spectrum with a 0.01 Hz resolution. Each segment was
tapered with a Hann window. The highest frequency used in
the spectrum was 1.28 Hz, which corresponds to a 95 cm deep
water wavelength and approximately 3 times the buoy diame-
ter. Higher frequencies were starting to be distorted by the
size of the buoy when compared to the wave gauge data (see
section 4c on the wave tank experiment).

Note that the data processing procedures in the laboratory
experiments differed slightly from the data collected from
field tests, since the time series were shorter. Please see
section 4c for details on the exact procedure for laboratory
data. For the waves-in-ice measurements (section 5d), the
data processing procedure differed also a bit from the other
field data}namely, the energy after denoising was not added
back because the noise was so dominant.

3. Wave parameters

a. Omnidirectional parameters

We used the following definitions of wave parameters. The
spectral moments are defined as

mn �
� f1

f0
f nE f( )df , (1)

where a lower integration frequency of f0 = 0.10 Hz and an
upper frequency of f1 = 0.58 Hz was used to match the highest
frequency that was reliably captured by the Waverider.

Using the spectral moments we defined the significant wave
height:

Hm0 � 4
����
m0

√
: (2)

The wave periods were defined as

Tm210 � m21

m0
, (3)

Tm01 � m0

m1
, (4)

Tm02 �
����
m0

m2

√
, (5)

Tp � argmax E f( )[ ]21, (6)

Tc �

� f1

f0
f21E f( )4df� f1

f0
E f( )4df

: (7)

FIG. 2. Scheme of the electronics components of the buoy.
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Here, the peak period Tp was determined using a parabolic
fit. The so-called characteristic period Tc is of the same type
that was originally developed as an alternative to peak fre-
quency by Young (1995). Björkqvist et al. (2019) proposed
it as a more stable alternative characterization of a repre-
sentative wave frequency in archipelago conditions, where
the peak period is often ill defined. Note that we use a slight
modification by integrating a weighted average of the
inverse of the frequency (f21) compared to the weighted
integration of f by Young (1995) and Björkqvist et al.
(2019).

The narrowness of the spectrum was determined by the
k2-narrowness parameter (Battjes and van Vledder 1984):

k2 � 1
m2

0

� f1

f0
E f( )cos 2pfTm02

( )
df

[ ]2⎧⎪⎪⎪⎨⎪⎪⎪⎩
1

�
f0

f1
E f( )sin 2pfTm02

( )
df

[ ]2⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭, (8)

where k2 takes values between 1 (infinitely narrow spectrum)
and 0 (white noise) and has been found to capture the spectral
shape better (especially in the archipelago) than width param-
eters depending on high moments (m2 orm4) (Björkqvist et al.
2019).

b. Directional parameters

Directional parameters were calculated using the first pair
of Fourier coefficients, a1(f) and b1(f). These coefficients were
calculated from the cross-spectra following Longuet-Higgins
(1961):

a1 f( ) � Qye f( )�������������������������������
Cyy f( ) Cnn f( ) 1 Cee f( )[ ]√ , (9)

b1 f( ) � Qyn f( )�������������������������������
Cyy f( ) Cnn f( ) 1 Cee f( )[ ]√ , (10)

where Q(f) and C(f) are the quadrature- and cospectra, with
subscripts y, e, and n referring to the vertical, east, and north
displacements.

The mean direction at each frequency was calculated as

um f( ) � arctan
a1 f( )
b1 f( )
[ ]

1 1808, (11)

with the mean and peak direction being

um � arctan
a1
b1

( )
1 1808, (12)

up � u fp
( ) � arctan

a1 fp
( )

b1 fp
( )[ ]

1 1808, (13)

where fp is the peak frequency determined without a para-
bolic fit.

The directional spread was defined as

s f( ) �
����������������
2 2 2mF

1 f( )
√

, (14)

where

mF
1 f( ) �

������������������
a21 f( ) 1 b21 f( )

√
: (15)

The mean and peak spreads were defined as for the direc-
tional spread [Eq. (14)] using

mF
1 �

�������������
a1 2 1 b1

2
√

, (16)

mF
1 fp
( ) � �������������������

a21 fp
( )

1 b21 fp
( )√

: (17)

4. Laboratory tests

a. Sensor static noise

The manufacturer of the MEMS sensor reports a static
noise density value of 0:12mg

����
Hz

√( )21
for the acceleration

sensor (mg is milli gi it has as value of 9.81/1000). To test if
this represents the actual noise of a single sensor, we con-
ducted a standstill measurement, where, at a room tempera-
ture of 218C, we let the sensor measure for 3 h. We then
calculated the power spectrum of the acceleration noise and
transformed it to noise displacement spectra by dividing the
acceleration spectra with (2pf)24. We found that the unused
sensor has a higher noise density than the manufacturer’s
value (Fig. 3). We repeated the same procedure for sensors
already used in deployments and found that the noise does
not increase with the usage of the sensor (LP1 was used the
most, 5100 h). Therefore, for the sensor noise, we will use
the value 0:22 mg

����
Hz

√( )21
. From a practical point of view,

this sensor noise level only becomes important when dealing
with very low amplitude waves, e.g., waves in ice. For the
field measurements described in this paper, the static noise

FIG. 3. Noise level of a new (LP0) and used (LP1–LP6) AHRS
in comparison with manufacturers value. The noise height is calcu-
lated using the fit value to the real sensors.
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of the sensor was subtracted only for the waves-in-ice meas-
urements (section 5d).

b. Benchmark test

The benchmark tests were conducted with a custom-made
device (Fig. 4a). The amplitude was kept constant at 68 mm
(61 mm), while period was varied between 1 and 25 s by
adjusting the speed of the device. Since the device did not
reproduce a perfect sine wave, all the measured acceleration
signals had harmonics at multiples of the dominant signal.
The measured acceleration signal was transferred to fre-
quency space, the noise was removed and then double inte-
grated and transferred back to time space. Mean amplitudes
of N cycles were calculated. N varied between 8 and 30,
depending on the cycle period.

The results of the benchmark test for periods 1, 5, 10, 20,
and 25 s are shown in Table 1. The sensor is able to measure
movement in the wind-wave and swell period range. The

difference between the prescribed and measured value
depends on the acceleration}the measured amplitude starts
to deviate with decreasing acceleration, being 6% at 0.04 Hz.

c. Wave tank

We tested the wave buoy’s response to irregular waves in
both tethered and free-drift setups. The experiments were
conducted in a wave tank (Fig. 4b) owned by the Small Craft

FIG. 4. Technical drawings of (a) benchstand, (b) wave tank, and (c) recommended mooring setup.

TABLE 1. Test bench results.

Wave period
(s)

Prescribed amplitude
(mm)

Measured amplitude
(mm)

1 68 69
5 68 66

10 68 64
20 68 64
25 68 64
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Competence Centre of the Tallinn University of Technology.
The aim was to validate the high-frequency part of the spec-
trum and determine the accuracy of LP in conditions which
represent wave growth at short fetches.

The 60-m-long, 5-m-wide, and 3-m-deep tank uses 6 pad-
dles to generate waves, which are recorded by a capacitance
wave height gauge (developed by Akamina Technologies) in
the middle of the tank. The duration of wave generation var-
ied from 210 to 300 s.

For the tests, we moored one buoy 2 m from the wave
gauge and let the other two drift. With the JONSWAP
spectrum, we made 8 tests (Table 2), in which each combi-
nation of peak period and significant wave height was
repeated twice. For each test, a 3-min-long time series was
analyzed. The time series was converted into a displace-
ment power spectra using the Welch method (block length
30 s, 50% overlap). Neither datasets were decimated; LP
data sampled at 50 Hz and wave gauge data sampled at
200 Hz were used.

Significant wave height, integrated between 0.30 and
1.28 Hz, shows a satisfactory match between wave gauge and
wave buoys (Table 2). The difference in significant wave
height between the buoys and the wave staff was 21 to 3 cm.
The wave spectra (Fig. 5) reveals a similar structure between
the wave gauge and buoys up to 1.28 Hz and a slight shift of
frequencies of the drifting buoys due to Doppler shift.

5. Field tests

The field tests were conducted in the seasonally ice-covered
Baltic Sea, which is an enclosed basin with a maximum fetch
of 700 km. The deployments were made within 5 km from the
coast (Fig. 6).

TABLE 2. Wave tank results. Hm0 was integrated between 0.30
and 1.28 Hz. The peak frequency (fp) corresponds to the wave
gauge.

fp (Hz)

Hm0 (m)

Wave gauge LP1 LP3 (moored) LP4

0.57 0.15 0.16 0.16 0.16
0.63 0.16 0.15 0.17 0.16
0.53 0.17 0.19 0.20 0.20
0.53 0.17 0.19 0.20 0.19
0.77 0.07 0.07 0.07 0.07
0.77 0.06 0.08 0.07 0.07
0.87 0.09 0.11 0.11 0.10
0.73 0.10 0.10 0.11 0.10

FIG. 5. Comparison of drifting and moored LP’s with wave gauge at a wave tank. The wave field corresponds to the
JONSWAP spectrum. The 1.28 Hz cutoff frequency is marked by a vertical dashed line.
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a. Comparison against a Directional Waverider

We deployed buoys at two locations close to the opera-
tional Directional Waverider DWR-Mk III,1 which was
moored at a depth of 20 m outside of Suomenlinna in the
Finnish Archipelago (Fig. 6). The measurement area is char-
acterized by tens of islands in varying size and busy recrea-
tional and commercial vessel traffic, although the commercial
traffic during the deployments was reduced because of
COVID-19 restrictions to travel.

With some short gaps, the deployments lasted from June to
November 2020 (Table 3). Four different buoys were used,
because the battery life of one device did not last for the
entire campaign. The buoys were moored approximately
300 m north of the DWR (Fig. 6), where the water depth was
17 m. The recommended mooring consisted of an anchor, a
surface float, LP, ropes connecting the assembly, and weights
(Fig. 4c). The mooring endured strong winds from all major
directions. The maximum 10 min averages were 15 m s21

(west), 16 m s21 (north), 14 m s21 (east), and 21 m s21

(south), with the gusts reaching 27 m s21. The buoy was not
dragged from its deployment location, which shows that a
25 kg mooring anchor was sufficient.

Two buoys were deployed in June using a small plastic
motorboat. In August, one of these buoys was removed and
the second one was replaced (using the same boat). In
September, the buoy was replaced again using a motorized
sailing vessel, and it was finally retrieved with a pilot boat in
the beginning of December.

The spectra from both LP and DWR were integrated
between 0.10 and 0.58 Hz (note that the actual low-frequency
cutoff of the DWR spectra was 0.025 Hz), and both devices
generally agreed on the wave statistics for the field experi-
ment (Table 4; see appendix C for the definition of the statisti-
cal parameters). The mean significant wave height was 0.42 m,
which is 0.10 m higher than the 2016–18 measured average
(Björkqvist et al. 2019). Both LP and DWR measured a simi-
lar highest significant wave height, with the difference being
within the expected sampling variability. The wave periods
agreed better the more they were determined by the shorter
waves, with Tm02 showing the best agreement and Tp the
worst. The maximum peak period values for LP are probably
not realistic but stem from the low-frequency noise dominat-
ing the lowest integration frequency when total energy was
very low. The dominant wave direction for both instruments
was south-southwest. The spreading was, in a mean sense,
slightly higher for LP than for DWR.

Overall, the significant wave height measured by LP and
DWR matched well (Figs. 7–9), with a 0.01 m bias and 0.99
correlation coefficient (Table 5). During two occasions in the
first deployment, LP measured an around 0.2 m higher signifi-
cant wave height than the DWR (Fig. 7b). Both of these cases
took place during around 10 m s21 easterly winds, but LP and
DWR matched up well during roughly 13 m s21 easterly
winds in the autumn (Fig. 9b). We have not yet determined a
definitive reason for the discrepancy during the summer cases.
A tangling of the moorings of the LPs is improbable since
both LPs measured similar wave heights.

The wave periods determined from spectral moments
compared well to those from the DWR (Figs. 10b,d,f). The
scatter index was 3%–5%, with the biases being no more
than 0.16 s (Table 5). The scatter index is highest (23%) for
the peak period (Table 5). The general poor validation for
the peak period is explained by the archipelago environ-
ments, where the peak of the spectrum is often not well
defined (Björkqvist 2020). The wave spectrum was more
closely unimodal for the strongest southerly winds, and the
peak period therefore matched up well in the case of the
highest significant wave heights (Fig. 10j). The characteristic
period has been proposed as an alternative to the instances
when the peak period is ill defined. The validation of the
characteristic period showed that it removed a large part of
the scatter between the two devices while keeping the bias
at a low 0.03 s value (Fig. 10h, Table 5).

The wave direction measured by LP had a 18–28 bias with
respect to the DWR (Table 5). While the agreement was
good for both the mean and peak directions, the mean
parameter expectedly has less scatter (Figs. 10c,e). A large
scatter in directional peak parameters are expected (e.g.,
Pettersson et al. 2003), especially in the archipelago where
the peak values are not even necessarily from the same
wave component. For the same reason, also the peak direc-
tional spreading had a 25% scatter index even though the
bias was only 28 (Table 5).

The mean spreading was more robust with a scatter index
of only 9% and a correlation of 0.88. Still, LP systematically
measured a slightly higher spreading than the DWR

FIG. 6. Field test sites where LainePoiss’s were moored (dia-
mond) or deployed as drifters (circle). Existing operational wave
and wind measurements are shown with a star and plus signs.

1 Then owned by the City of Helsinki, now owned by Finnish
Meteorological Institute.
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(bias = 38, slope = 1.09; Table 5). A visual comparison
(Fig. 10g) reveals that the difference is better explained by a
fixed offset than the calculated slope. Le Merle et al. (2021)
found an offset of similar magnitude when comparing the
(peak) directional spreading between radar and wave buoy
measurements. The laboratory data of Lin et al. (2021) also
showed that wave buoys can underestimate the directional
spread compared to wave gauges with 10%. It is therefore
possible that the difference between the spreading mea-
sured by LP and the DWR might partially be caused by the
size difference between the devices. Lin et al. (2021) found
that the impact of the mooring was small in the laboratory,
but did not exclude that this factor would be more impor-
tant in the field. All in all, the agreement in the directional
parameters are good, especially considering the possible
sources of uncertainty.

An additional validation of the spectral shape was per-
formed by using the spectral narrowness parameter (k2). This
parameter was proposed by Battjes and van Vledder (1984)
and was found to be suitable for archipelago conditions by
Björkqvist et al. (2019). The agreement between DWR and
LP was reasonable (Fig. 10i), with a correlation of 0.92 and a
bias of 20.02 (Table 5). The scatter index was high (23%),
although we are not aware of any other cross-instrumental

validation for this particular parameter. Several width param-
eters are defined using higher moments (Cartwright and Lon-
guet-Higgins 1956) and are therefore sensitive to the high-
frequency part of the spectrum. The validation was therefore
partially limited by the 0.58 Hz upper frequency of the DWR.
In the 0.10–0.58 Hz frequency range, LP spectra tend to be
slightly wider than those from the DWR, which might be
caused by low-frequency artifacts during low sea states.

The spectral comparison shows a qualitatively good match
(Fig. 11) between LP and DWR, except for the low-frequency
part where LP has artifacts. During the northerly wind case
(Fig. 11a), the peak of the spectrum was roughly at 0.5 Hz,
just below the cutoff frequency of the DWR. Above the
DWR cutoff frequency, LP spectra followed an f24 tail, which
is in agreement with theory (Kitaigorodskii 1983; Phillips
1985). For the easterly and westerly wind events, a clear peak

TABLE 3. An overview of the field experiments where LainePoiss was moored.

Deployment 1 Deployment 2 Deployment 3 Deployment 4

Device LP1–LP2 LP3 LP4 LP1–LP4
Location Suomenlinna (S1–S2) Suomenlinna (S1) Suomenlinna (S1) Vääna-Jõesuu (V1–V4)
Depth (m) 17 17 17 19
Period 18 Jun–24 Jul 2020 14 Aug–21 Sep 2020 24 Sep–24 Nov 2020 22 Dec 2020–03 Jan 2021
Mean U10 (m s21) 6.3 7.3 8.2 4.1
Mean Hm0 (m) 0.32 0.39 0.50 0.51
Mean Tc (s) 4.5 4.4 4.3 5.8

TABLE 4. LainePoiss and DWR statistics during the
deployments (N = 6357). N is smaller than the one used in the
validation statistics Table 5 because in June–July 2020 two LP’s
were simultaneously measuring. In the validation, both buoys
were included against the comparison with DWR; here only
LP 1 is used (eastern buoy, Fig. 6).

Parameter

LP/WR

Mean Std Min Max

Hm0 (m) 0.42/0.42 0.27/0.29 0.04/0.03 1.84/1.90
Tm02 (s) 3.05/2.91 0.40/0.43 2.11/1.91 4.87/4.53
Tm01 (s) 3.26/3.06 0.46/0.49 2.17/1.93 5.48/4.84
Tm10 (s) 3.84/3.44 0.61/0.59 2.44/2.05 6.73/5.86
Tc (s) 4.40/3.83 1.49/1.12 1.87/1.74 9.53/8.32
Tp (s) 4.72/3.99 2.10/1.41 1.72/1.72 10.00/8.54
k2 (–) 0.11/0.13 0.09/0.10 0.00/0.00 0.59/0.68
sm (8) 45/41 12/11 27/23 80/80
sp (8) 38/32 15/9 11/9 81/80

Mode Std Min Max

um (8) 202/198 45/44 5/1 359/359
up (8) 202/200 52/49 0/0 359/358

FIG. 7. Suomenlinna validation period 1. (a) Solid black line is
wind speed and dashed black line is wind direction. (b)–(e) Black
lines are DWR and blue lines are LP.
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was not defined (Figs. 11b,c), which is a typical situation for
the archipelago-type spectrum with many different fetches for
a fixed wind direction (Björkqvist 2020). The highest waves
measured during the campaign were due to southerly winds,
and both the LP and the DWR spectra showed a good match
even for the longer waves of a 9 s period (Fig. 11d).

In summary, the validation confirms the accuracy of LP in
complex wave conditions. The scatter of the peak parameters
is explained more by the ill-defined nature of the parameter
than any actual differences between the devices. Otherwise,
the validation statistics are similar to those determined for
other small buoys when validated against established technol-
ogies (Raghukumar et al. 2019; Lancaster et al. 2021).

b. Intercomparison of four moored devices

For an intercomparison of several buoys in the same wave
conditions, we moored four buoys in a square layout with a
maximum distance of 140 m from each other in places where
the water depth was 18–19 m (deduced from nautical charts)
(Fig. 6). The buoys were deployed in December and retrieved
10 days later in January with a motorboat. The location was
chosen due to its openness to long waves from the northern
Baltic proper and its gently sloping bottom, which keeps the
spatial wave height gradient small.

The mooring consisted of a 60 m rope from the anchor to
the surface float and a 20 m rope from the float to the wave
buoy. Unfortunately, LP3 started leaking during the field
campaign, causing the MEMS sensor not to register data.
We exclude this instrument from further analysis. After

retrieval, the instrument was cleaned and dried, and subse-
quent tests showed that no permanent harm was done to the
electronics.

The mean wind speed during the measurement campaign
was 4.1 m s21, but gusts at the Pakri weather station reached
16.5 m s21. During moderate wind speeds (over 6 m s21), the
wind was mainly blowing from north or south. The maximum
significant wave height was 1.22 m, and the maximum wave
period was 5.97 s (Fig. 12). With the exception of the north-
erly winds, the waves and wind were misaligned. The

FIG. 8. As in Fig. 7, but for second validation period. FIG. 9. As in Fig. 7, but for third validation period.

TABLE 5. Validation statistics. N = 7486 for Hm0. For other
parameters, only cases where the DWR measured Hm0 . 0.25 m
were included (N = 4827).

Parameter Bias RMSD SI (%) Slope R

Hm0 (m) 0.01 0.04 8 0.99 0.99
Tm02 (s) 0.06 0.10 3 1.02 0.98
Tm01 (s) 0.08 0.12 3 1.02 0.98
Tm10 (s) 0.16 0.23 5 1.04 0.96
Tc (s) 0.03 0.35 9 1.01 0.91
Tp (s) 0.03 0.89 21 0.99 0.66
k2 (–) 20.02 0.04 23 0.85 0.92
sm (8) 3 5 9 1.09 0.88
sp (8) 2 8 25 1.03 0.49

|Bias| MAD

um (8) 1 7
up (8) 2 11
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misalignment was caused by the slanting fetch (Donelan et al.
1985; Pettersson et al. 2010) and local topography. The slant-
ing fetch also increased the directional spreading, since longer
waves usually came from the west even though the short
waves were aligned with the wind. For northerly winds, the
wave and wind directions aligned, leading to a lower spread-
ing compared to other wind directions.

The wave parameters between the different buoys agreed
well (Fig. 12). The R2 values (between LP1–LP2, LP1–LP4,
and LP2–LP4) for significant wave height are over 0.99 and
over 0.98 for mean wave period and for directional spreading.

The scatter index between Hm0 was 3%–5%, reflecting the
variability caused by sampling a random process (Donelan
and Pierson 1983; Forristall et al. 1996).

The outlier was the mean wave direction of LP1. During
the Suomenlinna UAV deployment (described in the next
section) the release system malfunctioned and the buoy fell to
rocky ground from approximately 2 m. Although bulk omni-
directional parameters and directional spread (which does not
depend on true north reference) were reasonable, the yaw
angle probably lost its north referencing capabilities, thus ren-
dering the directional estimates unreliable.

FIG. 10. Scatterplots of wave parameters during Suomenlinna validation deployment grouped by significant wave
height. For the definition of variables see section 3.
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c. Deployment with an unmanned aerial vehicle as
a drifter

Vääna-Jõesuu (VJ) was the first ever deployment of LP
with a UAV (Fig. 13a; Table 6). The buoy took about 2 h to
drift back to the shore. Significant wave height was about 1 m,
which also matched the value from a Copernicus CMEMS
product (not shown here).

During the Suomenlinna deployment the buoy was dropped
near the moored DWR (Fig. 13b). Wind gusts reached
15 m s21 and the significant wave height was around 1 m with
a wave direction from SSW. The buoy drifted until the next
day and was picked up from a rocky island with a pilot boat.

At Leppneeme (Fig. 13c), the buoy was deployed from the
shore. Although the wave direction was toward the shore,
alongshore currents transported the buoy eastward for about
12 h before it got stuck in pancake ice close to the coast
(Fig. 1c). The significant wave height was roughly 0.5 m.

The UAV ground stations were about 2 km from the
deployment sites. During these three experiments, we opera-
tionally estimated the drift of the buoys with Seatrack web
(https://stw.smhi.se/) and found that the wind leeway coeffi-
cient is around 2.5%, which is in the same range as similar
spherical drifting buoys (Sutherland et al. 2020).

In the Gulf of Riga, we deployed three buoys from ice onto
ice (Fig. 13d). UAV ground stations were approximately 2 km
from shore at locations where pack ice was still safe to walk
on. The buoys drifted with ice (with occasionally entering
open water) up to month. One buoy stopped sending data
10 days after the deployment because it was brought directly
from another (moored) experiment and the battery level was
already low. Luckily, locals found it on shore and notified us
using the contact information on the buoy. The results from
the measurements in ice are described in section 5d.

The description of the UAV deployment procedures are
presented in appendix D.

d. Waves in ice measurements

We deployed three drifting buoys in the eastern part of the
Gulf of Riga (see section 5c). On 6 March 2021 a strong south-
westerly wind event occurred, with the average measured
wind speed and wind gusts being 15 and 21 m s21, respectively
(Fig. 15a). Sentinel-1 overflights in the morning (0400 UTC)
and in the evening (1600 UTC) showed that the ice edge
retreated more than 10 km in about 12 h (Figs. 14a,b). The
Copernicus CMEMS wave field forecast predicted a 2 m sig-
nificant wave height near the ice edge close to the wave buoys

FIG. 11. Comparison of wave spectra at Suomenlinna for four different wind directions. Black lines are DWR; blue
lines are LP. The thin dotted lines correspond to 30 min spectra, while the thick lines are averaged spectra of seven
individual spectra.
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(Fig. 14c). The predicted peak period was 7 s, and the wave
direction was between SW and W.

All three buoys started picking up the wave signal at
around noon, and in the evening the significant wave height
reached up to 1.2 cm at the buoy that was closest to the ice
edge (Fig. 15b). The measured energy was above the sensor
noise threshold for frequencies 0.10–0.14 Hz, and the sur-
face displacement time series showed identifiable wave
groups during the time of the maximum significant wave
height (Figs. 15c,d). The roll and pitch angles deviated less
than 18, indicating that the buoys were firmly lodged in ice
during the wave event.

6. Discussion

Research and development of prototype miniature wave
buoys and loggers has increased in the last decade (e.g., Loehr
et al. 2013; Kennedy et al. 2014; Hirakawa et al. 2016;
Centurioni et al. 2017; Yurovsky and Dulov 2017; Farber et al.
2018; Skinner et al. 2018; Zong et al. 2019; Carandell et al.
2020; Cook et al. 2020). Small and affordable emerging wave
buoys, like Spotter (Raghukumar et al. 2019) and LP, open
up new possibilities for deploying large numbers of buoys
simultaneously. With the Spotter, this has already been imple-
mented on oceanic scales through assimilation of wave data in
an operational wave model (Houghton et al. 2021; Smit et al.
2021). The ice resistance allows LP to be deployed in the mar-
ginal ice zone in large quantities, thus complementing the

existing waves-in-ice loggers (Kohout et al. 2015; Rabault et al.
2016; Montiel et al. 2018). This is of utmost importance since
our knowledge on wave–ice interactions is still limited due to
the low number of measurements made in ice (Squire 2020),
especially measurements of the directional wave spectrum.
Wave heights can be very low in the MIZ, and we have shown
that a significant wave height of 1 cm is detectable by LP.

In the seasonally ice-covered water bodies, a cause for con-
cern is the fact that operational devices have to be removed
before the arrival of ice to avoid damaging the buoys. None-
theless, the harshest wind conditions, and therefore wave con-
ditions, can typically distort the wave statistics compiled
purely from measurements (Björkqvist et al. 2018). Although
LP is not designed to replace operational wave buoys, one
possible application would be to complement operational
measurements by replacing the operational buoy with LP
when it is retrieved, thus capturing the open water time
before freezing. LP should survive the ice, but if the buoy is
lost, the financial implications are not as severe (buoy costs
roughly EUR 5000) as a loss of an expensive operational
buoy, nor do they threaten the continuity of the operational
measurements as a whole.

Routine measurements also seldom capture waves shorter
than 0.5–0.6 Hz, but LP extends the measurement range to
1.28 Hz (roughly 1 m wavelength). These shorter waves have
been extensively studied with specialized research setups, e.g.,
using wave staffs or polarimetric cameras. The reason for the
persistent scientific interest for this part of the wave regime is
its decisive impact on many sea–atmosphere processes. Waves
between 0.58 and 1.28 Hz have been shown to contribute
26% of the so-called Stokes drift (Lenain and Pizzo 2020),
and they also carry a significant part of the wave-induced
stress (Janssen 1991; Mueller and Veron 2009). These pro-
cesses then affect the drift of the object, oil, and other surfac-
tants and enhance the upper-layer turbulence and mixing,
thus contributing to the sea–atmosphere fluxes of, e.g., CO2.
One possible niche for LP could be regions like archipelagos,
fjords, or small lakes. In these areas, the short waves can carry
a major part of the total wave energy, but establishing elabo-
rate research wave measurement stations might not be feasi-
ble. From a practical perspective, the measurement of the
high-frequency part might require cleaning of the buoy after
some time to avoid accumulation of added mass and change
of the buoy dimensions due to biofouling (Thomson et al.
2015; Campos et al. 2021).

Peak wave periods can reach 25 s in the world oceans
(Hanafin et al. 2012), but low-frequency noise in wave meas-
urements are unfortunately a common feature. Ashton and
Johanning (2015) found spurious low-frequency energy
caused by high drift forces brought about by currents and
mooring. Low-frequency artifacts can also be created by a
loss of the GPS signal in buoys that use the Doppler shift to
measure the buoy velocity, e.g., the DWR-G4 (Björkqvist
et al. 2016). We found that the MEMS sensor of the LP also
suffers from low-frequency noise. This noise comes from the
gyroscope random noise, which affects the pitch, roll, and yaw
angles. These angles are then used to calculate the free accel-
eration inside the sensor, and the noise is further amplified by

FIG. 12. Intercomparison of three LP’s moored simultaneously
about 100 m apart. The dashed black line marks (a) the wind speed
from Pakri weather station and (c) the wind direction.
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double integration. Low-frequency noise was also present in
drifting buoys.

Yurovsky and Dulov (2020) also identified low-frequency
noise, but did not present any correction method. Earle and
Bush (1982) and Lang (1987) proposed a method for denois-
ing by subtracting energy present at low frequencies from
higher frequency. By comparing several months of LP meas-
urements to coinciding Waverider measurements, we identi-
fied biases in the variance density both for the low and high
frequencies, and concluded that these biases are possibly
related. When the low-frequency part was denoised, we quan-
tified the amount of variance that was lost and reintroduced

this variance back to the higher frequencies in proportion to
the already existing variance (see appendix B). This correc-
tion was performed in Fourier space, which means that
already the time series, determined through the inverse trans-
form after integration in Fourier space was corrected.
Although this method is partially ad hoc, it was shown to cor-
rect the final spectrum for both dominant waves and the spec-
tral tail. Nonetheless, further development, not excluding
changing the MEMS sensor, is currently pursued.

Nontypical deployments, such as aerial deployments by
UAVs, have recently been used as an additional tool in obser-
vational studies (Zappa et al. 2020). UAVs are gaining

FIG. 13. (a)–(d) Drifting experiments results in four locations. UAV ground stations are marked with asterisks. In
(d) only tracks of buoys are displayed, because most of the time no wave motion in ice was present. Also in
(d),3marks the deployment or retrieval locations. For the dates of the experiments, see Table 6.
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popularity since they can carry lightweight sensors (Fuertes
et al. 2019). These innovative solutions are partially motivated
by environmental concerns, but they also allow to bypass the
cost of a ship. Because of its low weight, LP can be deployed
by an industrial UAV as a drifter. It has already been tested
in deployments from shore and from sea ice with the deploy-
ment range extending to 2 km. These novel deployment tech-
niques are still being established, but possible applications can
include collecting data from surf zones or transporting a buoy
onto the MIZ. UAV deployments will continue to be one part
of the further development of LP.

It is possible to extend the operation time of LP by replac-
ing rechargeable Li-ion batteries with lithium-thionyl chloride
primary batteries. These batteries have an energy density that
is about 2.5 times higher than that of rechargeable ones. This
would extend the autonomous operating time to 5 months
and make measurements in remote locations more feasible.
Also, the buoy leaked on two occasions over the course of
18 field deployments. These incidents have been accounted
for when designing the new hull (Fig. 16). The new hull is
made of molded plastic and has a sealing O-ring on the top.
External connectors for charging and accessing data have

been added to remove the need for opening the buoy and to
enhance usability. The inertial sensor, electronics, and mea-
surement methodology are kept the same. First laboratory
tests of the new design on durability and waterproofness have
been carried out successfully, but further testing is ongoing to
validate this new design in the field.

7. Conclusions

A wave buoy [LainePoiss (LP)] was developed. LP weighs
3.5 kg, measures waves up to 1.28 Hz, has a rechargeable bat-
tery with 2 months of operation, and transmits wave parame-
ters and spectra operationally over cellular or satellite
networks. From our study, we can conclude the following:

• Wave parameters measured in the field were in good
accordance with those measured by a nearby Directional
Waverider: the bias of Hm0 was 0.01 m, correlation 0.99,
and scatter index of 8%. The bias of Tm-10 was 0.14 s, cor-
relation 0.98, and scatter index 4%. The mean absolute
deviation of mean wave direction was 78.

• The high-frequency part of the spectrum (up to 1.28 Hz)
compared well to a wave gauge in the wave tank. The wave

TABLE 6. An overview of drifting experiments where LainePoiss was deployed using a UAV. GoR refers to the Gulf of Riga.

Deployment 1 Deployment 2 Deployment 3 Deployment 4 Deployment 5 Deployment 6

Device LP1 LP1 LP5 LP2 LP5 LP6
Location Vääna-Jõesuu (VJ) Suomenlinna (SO) Leppneeme GoR GoR GoR
Type Drifting Drifting Drifting Drifting Drifting Drifting
Period 15 Aug 2019 6–7 Dec 2019 27–28 Feb 2021 3–11 Mar 2021 3 Mar–5 Apr 3–30 Mar
Mean U10 (m s21) 8 13 8 In ice In ice In ice
Mean Hm0 (m) 0.94 0.87 0.41 In ice In ice In ice
Mean Tm10 (s) 4.2 4.4 2.7 In ice In ice In ice

FIG. 14. (a) SAR image at 0400 UTC; (b) SAR image at 1600 UTC; (c) CMEMS model wave field (significant wave height, m; wave
directions, arrows) at 1600 UTC. The locations of different LP’s at 1600 UTC are shown with yellow marks. Kihnu weather station is
marked with a green filled triangle. All panels are on 6 Mar 2021.
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spectrum of LP was validated up to a Waverider cutoff fre-
quency of 0.58 Hz in the field, and the spectral tail of LP
had an expected power-law behavior up to 1.28 Hz.

• LP can measure waves in ice with a significant wave height
as low as 1 cm. This was confirmed in an over a month-long
experiment where several LP’s were deployed in ice in the
Baltic Sea.

• Because of its low weight, LP can be deployed as a drifter
to a distance of at least 2 km using an unmanned aerial
vehicle (UAV).

Noise in the gyroscopic sensor resulted in low-frequency arti-
facts, but the displacement time series can be corrected (see
appendix B). However, with the current validation and testing
we can only confirm the buoy’s capability to measure waves
down to 0.1 Hz}this was a suitable range for the data we had
available for the validation, although it precludes most of the
oceanic applications. We will continue testing the wave buoy
and expand our measurement areas outside of the Baltic Sea to
capture longer waves. Depending on the MEMS sensor noise
levels in these conditions, we can decide whether to replace the
wave buoy’s sensor for one with several times less noise.
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APPENDIX A

The MTi-3 Sensor

This appendix provides the details of the Xsens MTi-3
sensor to the degree the information is publicly available.
The sensor measures all 6 degrees of freedom (using a
3D accelerometer and 3D gyroscope) and provides the ori-
entation (using a magnetometer). The technical specifica-
tions of the sensor (as provided by the manufacturer) can
be found in Tables A1 and A2. The integrated microcon-
troller unit (MCU) synchronizes the various sensors, which
is required for the onboard conversion of the acceleration
signals from device to Earth-referenced frame. The role of
the MCU is described by the manufacturer (Xsens 2019) as
follows:

The MCU applies calibration models (unique to each sensor
and including orientation, gain and bias offsets, plus more
advanced relationships such as nonlinear temperature effects
and other higher order terms) and runs the Xsens optimized
strapdown algorithm, which performs highrate dead-reckoning
calculations at 800 Hz, allowing accurate capture of high fre-
quency motions and coning and sculling compensation. The
Xsens sensor fusion engine combines all sensor inputs and opti-
mally estimates the orientation, position and velocity at an out-
put data rate of up to 100 Hz. The MTi 1-s is easily configurable
for the outputs and depending on the application’s needs can be
set to use one of the filter profiles available within the Xsens
sensor fusion engine.

The exact details of the built-in fusion algorithm}which
transforms the signal from the sensor references to the Earth
referenced frame}are not made public by the manufacturer.

FIG. 15. Waves in ice measurements. (a) Wind speed and direc-
tion at Kihnu weather station (for location, see Fig. 14; direction
marked with dots); (b) significant wave height from three buoys in
ice; (c) spectra of three buoys with thin dotted lines corresponding
to 30 min single spectra and thick lines corresponding to averaged
spectra; dashed black line shows the sensor noise floor; (d) surface
displacement for buoy 6 in ice.
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However, the process includes an extended Kalman filter
(Xsens 2015). The process and the different options for filter-
ing are described by the manufacturer (Xsens 2019):

Xsens sensor fusion algorithm optimally estimates the orien-
tation with respect to an Earth fixed frame utilizing the 3D
inertial sensor data (orientation and velocity increments) and
3D magnetometer. The user can set the sensor fusion algo-
rithm with different filter profiles in order to get the best per-
formance based on the application scenario (see Table 16).
These filter profiles contain predefined filter parameter set-
tings suitable for different user application scenarios. In addi-
tion, all filter profiles can be used with the Active Heading
Stabilization (AHS) setting, which significantly reduces head-
ing drift during magnetic disturbances. The Inrun Compass
Calibration (ICC) setting can be used to compensate for mag-
netic distortions that are caused by every object the MTi is
attached to.

Of the available filter profiles, we used the profile
“North referenced” (see Table 16 of Xsens 2019). We cali-
brated the magnetometer for hard iron distortion after
assembling the whole device. This was done following the
manufacturers specification using their Magnetic Field
Mapper application. The process consisted of starting the
application and rotating the buoy over a large number of
orientations. After that, the tool calculated new calibration
parameters and those were saved to the sensor memory.
This had to be done only once after assembling the device.
The calibration of the internal temperature sensor used
for thermal compensation was already done by the manu-
facturer. The manufacturer states that the sensor has been
calibrated to operate between 2408 and 858C.

To bring out the difference between the Earth referenced
acceleration data and data in the body reference frame of
the buoy, consider once more the benchmark tests from

TABLE A1. Specifications for the gyroscope and accelerometer of
MTi-3 as given by the manufacturer (Xsens 2019).

Gyroscope Accelerometer

Standard full range 620008 s21 16g
In-run bias stability 108 h21 0.03 mg
Bandwidth (23 dB) 255 Hz 324
Noise density 0:0078 s

����
Hz

√( )21
0:12 mg

����
Hz

√( )21

Sensitivity variation 0.05% 0.05%
Nonlinearity 0.1%FS 0.5%FS
g sensitivity (calibrated) 0.0018 (s g)21 }

Max output frequency 800 Hz 800 Hz

FIG. 16. New version of the buoy, with the charging and data acquisition connectors brought outside the buoy
to reduce buoy openings.

TABLE A2. Specifications and performance statistics for the
magnetometer and orientation of MTi-3 as given by the
manufacturer (Xsens 2019).

Value

Standard full range 8 G
Nonlinearity 0.2%
Total RMS noise 0.5 mG
Resolution 0.25 mG
Roll/pitch static RMS 0.58
Roll/pitch dynamic RMS 0.88
Yaw dynamic RMS 28
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section 4b. This time the sensor was placed so that the pitch
angle was approximately 458. We repeated the experiment
for 5 s motion period (Fig. A1). The acceleration in the
body reference frame is a fraction of the acceleration in the
Earth reference frame, with a cosine dependence of roll
and pitch angles (Bender et al. 2010). We calculated the
Earth referenced acceleration by dividing the body refer-
enced acceleration with the cosines of roll and pitch angles
and found that it very well matches the values obtained with
MTi-3 onboard processing (Fig. A1). The match of course is
not one-to-one, since the MTi-3 fusion is much more elaborate
and uses the accelerations from all three axes along with pitch
and roll. For our benchmark test the implication of using
Earth referenced data is straightforward. When the Earth ref-
erenced accelerations are used, calculated amplitude is off by
1 mm from the prescribed amplitude, while in the case of
using acceleration data in body reference frame the calculated
amplitude is 14 mm lower compared to the prescribed ampli-
tude (for the test case of 5 s period motion).

APPENDIX B

Renormalization in Integration

The limitations of the sensor create low-frequency noise,
but we have concluded that this noise is actually a mis-
placed signal from other frequencies. If the low-frequency
noise is removed, it should be added back to the frequen-
cies, so that the power spectrum fulfills the following:

E f( ) � E0 f( ) 1 D«E0 f( )∑
f

E0 f( ) (B1)

� E0 f( ) 1 1
D«∑

f

E0 f( )
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (B2)

where

D« � ∑
f

Ê f( ) 2 ∑
f

E0 f( ), (B3)

and Ê f( ) and E0(f) are the power spectra of the unprocessed
and denoised signals. D« quantifies how much variance den-
sity of the signal has been lost. Especially, if D« = 0 then no
further correction is necessary.

In practice, this denoising and compensation is performed
during the integration, which results in a clean displacement
signal from which the power spectrum can be calculated in
a normal fashion without having to deal with the above
compensation after the fact.

Low-frequency acceleration data are first denoised using
the following procedure: the average squared Fourier
amplitude is calculated for the frequencies 1/100 to 1/30 Hz:

a � Â f( )
∣∣∣ ∣∣∣2〈 〉

1=100# f # 1=30
, (B4)

where Â f( ) � F a t( )[ ]
is the Fourier transform of the accel-

eration signal and Â f( )
∣∣∣ ∣∣∣ is its modulus.

This mean value (the noise) is then removed from the
Fourier transform by

A0 f( ) � max 0, Â f( ) Â f( ) 2 a 1 2 Rf f( )[ ]
Â f( )

{ }
, (B5)

where R(f) is a response function:

Rf f( ) �

0, 0 , f , f1

1
2

1 2 cos p
f 2 f1
f2 2 f1

( )[ ]
f1 # f # f2

1 f2 , f # fN

:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(B6)

Here f1 = 0.08 Hz and f1 = 0.10 Hz. In other words, the
Fourier transform for f . 0.10 Hz is not touched. The
0.1 Hz cutoff was appropriate for our datasets in the Baltic
Sea. For oceanic conditions this cutoff needs to be set to a
lower value, but validating these lower frequencies would
require additional field measurements that include longer
waves.

Following, e.g., Rabault et al. (2020), the acceleration val-
ues are then integrated in Fourier space:

X0 f( ) � 2A0 f( )Rf f( ) · 2pf( )22, (B7)

X̂ f( ) � 2Â f( )Rf f( ) · 2pf( )22, (B8)

where f1 = 0.05 Hz and f2 = 0.06 Hz in the response func-
tion Rf(f).

That is, X̂ f( ) and X0(f) are now the uncorrected and
denoised Fourier transform of the displacement signal. We
quantify how much of the squared amplitudes of the signal
were lost by the low-frequency correction:

DX2 � ∑
f

X̂ f( )∣∣ ∣∣2 2 ∑
f

X0 f( )| |2: (B9)

FIG. A1. Raw 50 Hz Z-oriented acceleration data in Earth refer-
ence frame and body reference frame.
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This lost signal information will be added back in a way
that will compensate the power spectrum as outlined in
Eq. (B2):

X f( ) � X0 f( )
���������������������
1 1

DX2∑
f

X0 f( )| |2
√√√√√

(B10)

� X0 f( )

���������������������������������������
1 1

∑
f

X̂ f( )∣∣ ∣∣2 2 ∑
f

X0 f( )| |2∑
f

X0 f( )| |2

√√√√√√√√√√
(B11)

� X0 f( )

���������������������������
1 1

∑
f

X̂ f( )∣∣ ∣∣2
∑
f

X0 f( )| |2 2 1

√√√√√√√√√√
(B12)

� X0 f( )

���������������∑
f

X̂ f( )∣∣ ∣∣2
∑
f

X̂ f( )∣∣ ∣∣2
√√√√√√√√√√

: (B13)

The displacement time series is then given by the inverse
Fourier transform:

x t( ) � F 21 X f( )[ ]
: (B14)

This time series is now corrected for the low-frequency
artifacts, which has been redistributed to the other frequen-
cies. The power spectrum or any other statistics can now be
calculated from this displacement time series without fur-
ther corrections.

APPENDIX C

Statistical Parameters

With N is the number of data points we used the follow-
ing statistical parameters:

Mean � xi � 1
N

∑
i

xi: (C1)

For angular quantities, u, the mean is defined as

ui � arctan
sin ui( )
cos ui( )

[ ]
(C2)

and the difference

u1 2 u2| | � min u1 2 u2| |, 3608 2 u1 2 u2| |{ }
: (C3)

The covariance is

Cov xi, ri( ) �
������������������������������������

1
N 2 1

∑
i

xi 2 xi( ) ri 2 ri( )
√

: (C4)

where xi are observations and ri are the reference values
(typically from the Waverider).

The variance and standard deviation are

Var xi( ) � Cov xi, xi( ), (C5)

Std xi( ) �
����������
Var xi( )

√
: (C6)

For cross comparison of datasets, we defined the follow-
ing parameters:

Bias � xi 2 ri : (C7)

The root-mean-square deviation, mean absolute deviation
and scatter index (in percent) are defined:

RMSD �
��������������������
1
N

∑
i

xi 2 ri( )2
√

, (C8)

MAD �

∑
i

xi 2 ri| |
N

, (C9)

SI � 100

�����������������������������������∑
i

xi 2 xi( ) 2 ri 2 ri( )[ ]2
∑
i
r2i

√√√√√√√√
: (C10)

The slope is defined as a least squares fit x = Kr

K �

∑
i

xiri∑
i

r2i
, (C11)

and the Pearson correlation coefficient is

R � Cov xi, ri( )
Std xi( )Std ri( ) : (C12)

APPENDIX D

Experiences from UAV Deployments

In this appendix, we document our experiences from six
events where an industrial UAV was used to deploy LP as
a floating device. Our deployments were made in Estonia
and Finland during 2019–21. The guidelines and regulations
governing the use of UAV’s change and differ from country
to country, especially outside of the European Union.
Make sure to get correct information and follow any local
laws and ordinances when considering deploying LP with a
UAV. Also note that the steps below do not guarantee a
safe or successful deployment.

The UAV should be regularly maintained to be sure of
the condition of the equipment; motors, blades, batteries,
and the remote controller have to be working properly.
Firmware and software should also be up to date. Noti-
fications through, e.g., the remote controller or pilot
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application should be taken seriously, and they need to be
resolved before flight. Before deploying the actual device,
we recommend practicing with, e.g., sandbags that have the
same weight as LP.

A successful UAV deployment starts with a comprehen-
sive preparation and plan for the flight and requires at least
two persons. The first person flies the drone while the sec-
ond person assists at lift-off and landing. We used a DJI
Matrice 600 Pro industrial drone with a release mechanism
(Fig. 1b). A 5-m-long fishing thread (we used Dyneema
0.3 mm with a breaking strength of 25 kg) was found suit-
able for connecting the UAV and the wave buoy. A longer
thread could make releasing the LP more convenient as the
UAV can be higher, thus having a stronger signal strength.
Nonetheless, a shorter thread minimizes the motion of the
buoy during flight. The lift-off is the riskiest part: the second
person has to hold the thread downwind and low to the
ground to minimize the risk of the thread being caught by
the UAV motors. This has to be done while keeping a dis-
tance of at least a few meters from the UAV. For the safety
of the assisting person, the pilot should guide the UAV
upward for the first couple of meters as quickly as possible.
The rest of the lift-off can happen at a slower pace until
the wave buoy is up in the air. We used a flight height of
20–30 m when transporting the wave buoy to the drop-
off location.

With fully charged batteries at lift-off, we deployed the
buoy at a distance of up to 2 km. We started guiding the
UAV back toward the ground station before the battery
dropped below 50%. In our deployments we flew upwind
with the heavy weight, thus returning to the ground station
downwind. We found that the battery charge at landing was
still at about 20%.

Below is a step-by-step checklist that we have used in
our deployments:

• The pilot does a UAV precheck a day before flight as well
as on the field. If applicable, follow the messages from the
pilot application.

• The second person, crouching at least 2 m from the UAV,
holds the thread under tension between the UAV and the
person’s hand, ready to give slack as the UAV is ascending.

• The pilot loudly notifies the other persons before activating
motors and makes sure everybody is ready for lift-off.

• The pilot ascends the first 2 m as quickly as possible, and
the second person gives slack to the thread as the UAV
takes off.

• A second person must hold the thread under tension
between the UAV and their hand until the LP is up in the
air.

• Thread should be downwind, even though the UAV might
deviate also downwind where the second person is holding
the thread.

Recommendations for the pilot:

• Flight height between 20 and 30 m.
• Do not fly farther than 50% of the battery capacity; ideally
fly upwind with payload and return with tailwind.
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A B S T R A C T

We present the implementation and validation of OpenDrift, an open-source Lagrangian particle trajectory 
modeling framework for oil spill modeling in the coastal waters of Estonia in the Baltic Sea. The framework was 
coupled with ECMWF winds, NEMO-EST05 hydrodynamical model, and SWAN-EST wave model, and validated 
using six drift experiments from 2022. The sensitivity analysis revealed the importance of incorporating addi-
tional forcing factors, such as Stokes drift and currents, which generally improved the accuracy of the trajectory 
model compared to using wind alone. Nevertheless, the benefits of providing OpenDrift with, for example, the 
Stokes drift seemed to depend on whether currents are also included or not. The wind drift factors of the utilized 
drifters align closely with those commonly employed in oil spill modeling. Furthermore, the modeling results for 
hypothetical oil spills in severe weather conditions and high-risk regions emphasize the critical need for pre-
paredness and rapid response strategies.   

1. Introduction 

Liquid fossil hydrocarbons, commonly referred to as oils, are a crit-
ical resource for energy and chemical synthesis. The impact of the 
production, transportation, and consumption of various hydrocarbon 
products on the marine environment has long been recognized and 
studied (e.g. Teal and Howarth, 1984; HELCOM, 2013; Zhang et al., 
2018; Chilvers et al., 2021). 

Oil pollution may originate from land or directly from sea and can 
come from a variety of sources: natural oil and gas seeps, oil extraction, 
oil transportation, and oil consumption (NAS, 2022). Although almost 
30 % of global seaborne trade can be accounted for as oil and its prod-
ucts (Riazi, 2021) and the volume of global oil trade increases (Chen 
et al., 2019), the number of large oil spills has decreased over the years 
(Chen et al., 2019; NAS, 2022; ITOPF, 2022). Most of the smaller sea- 
based oil pollution originates from shipping activities or offshore plat-
forms, the so-called operational discharges, which can be accidental or 
deliberate. 

Potentially polluting shipwrecks are another substantial source of oil 
pollution (Michel et al., 2005; Landquist et al., 2013; Amir-Heidari et al., 
2019; NAS, 2022). Most of these wrecks date back to World War II and 
have an ever-growing risk of structural damage and leakage due to more 

than 75 years of corrosion (Landquist et al., 2014; Carter et al., 2021). 
Detection and monitoring of oil spills is a crucial part of the con-

tingency planning for such incidents. Currently, oil spill detection and 
monitoring is carried out mainly by satellite and aerial surveillance 
(Fingas and Brown, 2018; HELCOM, 2018a; Al-Ruzouq et al., 2020). To 
complement these remote sensing methods, different in situ platforms 
are also being developed (Moroni et al., 2016; Xu et al., 2020; Pärt et al., 
2021). 

After the detection of a significant oil spill, one of the main concerns 
in spill response activities is the trajectory of the pollution and its spatial 
distribution. Various operational models are used around the world to 
simulate and forecast the movement and evolution of oil spills 
(Spaulding, 2017; Hole, 2018; Keramea et al., 2021). MEDSLIK-II (De 
Dominicis et al., 2013a,b), GNOME (Beegle-Krause, 2005; Elizaryev 
et al., 2018), OSCAR (Aamo et al., 2005; Barreto et al., 2021), OpenDrift 
(Dagestad et al., 2018) to name just a few of the most used. 

The Baltic Sea is a brackish inland sea with limited water exchange 
(e.g. Gustafsson, 1997; Winsor et al., 2001), complex coastlines and 
seasonal ice cover. According to HELCOM (2003) the relatively small 
Baltic Sea accounts for up to 15 % of world’s maritime transport and, at 
the same time due to its special geographical, climatological and 
oceanographic characteristics, is highly sensitive to the environmental 
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impacts of human activities. Regarding oil pollution, the main source in 
the Baltic Sea is operational oil discharges from ships (HELCOM, 2018a, 
2018b), and as is in the other parts of the world’s ocean and seas, 
potentially polluting wrecks are an emerging problem (Landquist et al., 
2016; Lindgren et al., 2020). 

In the Baltic Sea area, the most developed and widely used opera-
tional oil, chemical, and object drift modeling system is Seatrack Web 
(STW) (Ambjörn, 2006; Ambjörn et al., 2014). STW has been in opera-
tion since the early 1990s and has been continuously used, developed, 
and updated since then. The advantage of STW is that it provides a user 
interface that relieves the end user of setting up and running the actual 
underlying numerical model. This automatization, however, also means 
that the user does not have full insight and control into the modeling 
process, which might be a drawback in areas for which STW has not been 
fully optimized, such as Estonian coastal waters in the eastern Baltic Sea 
(Fig. 1). 

Recently, Estonia has implemented two local high-resolution oper-
ational models, namely NEMO-EST05 for hydrodynamics and SWAN- 
EST for waves. This development has motivated the integration of 
these forecasts into a drift modeling system. However, the existing STW 
system does not support this integration. As an alternative, we have 
chosen to utilize OpenDrift, an open-source, Python-based Lagrangian 
particle trajectory modeling framework (Dagestad et al., 2018). Open-
Drift is developed and currently used operationally at the Norwegian 
Meteorological Institute (MET Norway). While the framework has been 
employed in studies related to the Baltic Sea (Miettunen et al., 2020), 
Mediterranean Sea (Keramea et al., 2021; Clavel-Henry et al., 2021), 
and the Black Sea (Stanev and Ricker, 2019), most evaluations against 
drifter and oil slick observations have primarily focused on oceanic 
conditions in the Nordic Seas (Jones et al., 2016b; Röhrs et al., 2018; 
Brekke et al., 2021). 

The aim of this work is to present the setup and validation of the 
OpenDrift framework coupled with the local hydrodynamical and wave 
models for modeling oil spills in the sea area of Estonia. In addition, we 
present modeling results for hypothetical oil spills in area with heavy 
marine traffic, future wind park location, and from a potentially 
polluting wreck. 

The structure of this paper is as follows: In Section 2, we provide an 
overview of the implemented atmospheric and hydrodynamical and 
wave models, the setup of OpenDrift and its module OpenOil, the field 
experiments involving drifting buoys, the validation procedures, and the 
metric employed for simulation assessment. Section 3 presents the re-
sults obtained from the numerical modeling experiments and the out-
comes of hypothetical oil spill cases. These results are discussed in 
Section 4. Finally, Section 5 provides a summary of the key findings. 

2. Materials and methods 

2.1. Met–ocean forcing system 

2.1.1. Wind 
For meteorological input, we use the ECMWF IFS deterministic 

forecast, which provides 10-m wind speed and direction at hourly in-
tervals (Owens and Hewson, 2018). Both the NEMO-EST05 and SWAN- 
EST configurations are forced with the same meteorological data, 
ensuring consistency in the simulation. 

2.1.2. Ocean 
NEMO (Nucleus for European Modeling of the Ocean) is a modeling 

framework developed by an international collaboration, containing 
many submodels, allowing them to be used in a multitude of oceano-
logical and climatological research and forecasting applications (Madec 
and the NEMO Team, 2022). Originally developed as an ocean model, 
the model has also been successfully applied to research in the Baltic Sea 
(Hordoir et al., 2019) and its subbasins in the Gulf of Finland (Vankevich 
et al., 2016; Westerlund et al., 2018, 2019) and the Bothnian Sea 
(Westerlund and Tuomi, 2016). Furthermore, the Baltic Sea Monitoring 
and Forecasting Center (BALMFC) has developed an operational NEMO 
set-up for the Copernicus European Marine Monitoring Service 
(CMEMS), called NEMO-Nordic, which covers the entire Baltic Sea 
(Hordoir et al., 2019; Kärnä et al., 2021). 

The operational system NEMO-EST05 (Maljutenko et al., 2022) is 
developed for the Estonian sea area and is based on the NEMO-Nordic 
2.0 configuration (Kärnä et al., 2021). The regional configuration 

Fig. 1. Study area. Illegal oil discharges were observed during aerial surveillance flights by HELCOM Contracting Parties during 1998–2021 (HELCOM, 2022). The 
marine traffic and wind energy development areas are from the Estonian maritime spatial plan (Estonian Ministry of Finance and Hendrikson and Ko, 2021) and the 
corresponding map layers are accessible from web-map (Hendrikson and Ko, 2022). 

S. Pärt et al.                                                                                                                                                                                                                                     



Marine Pollution Bulletin 195 (2023) 115497

3

covers the region from 21.55◦E to 30.35◦E longitudes and 56.94◦N to 
60.725◦N latitudes with a gridstep of approximately 1 km. The vertical 
computational grid is divided into 110 layers with a vertical step of 1 m 
between 0 and 80 m and a step of 2 m between 90 and 130 m. 

From the NEMO-EST05 ocean model, the three components of sea 
water velocity, sea water temperature and salinity, sea ice fraction, 
water depth, and vertical diffusivity were provided to OpenDrift. 

2.1.3. Waves 
The SWAN model (Booij et al., 1999; Ris et al., 1999) is a third- 

generation spectral wave model developed at Delft University of Tech-
nology, used to simulate wind-generated waves and swells in open 
oceans, shallow coastal areas, and inland waters with given wind and 
bathymetry conditions. The model has been widely used to simulate and 
describe the wave condition and the overall wave climate in the Baltic 
Sea (Kriezi and Broman, 2008; Suursaar et al., 2014; Viitak et al., 2016; 
Björkqvist et al., 2018; Soomere, 2022). 

A wave forecast based on the SWAN model, SWAN-EST, with 0.5 nmi 
resolution has been operational since November 2021. The model 
output containing essential bulk wave parameters is on the same hori-
zontal grid as NEMO-EST05. Since the Stokes drift vector is not calcu-
lated by default in SWAN, we implemented it in the operational model 
code for the prognostic part of the wave spectrum. The model was run 
with a 20 min integration time step, and the wave spectrum in SWAN 
was discretized with 24 equally spaced directions and 32 frequencies 
distributed logarithmically in the frequency range of 0.05–1 Hz. 
Following Rogers et al. (2003) and Pallares et al. (2014), the white-
capping coefficient δ was set at 1 and as suggested by Zijlema et al. 
(2012), the bottom friction coefficient was set at 0.038 m2s− 3. Wind 
drag parameterization proposed by Wu (2012) was used, since 
Björkqvist et al. (2018) reported that the default drag in SWAN, pro-
posed by Zijlema et al. (2012), resulted in a negative bias for the highest 
wave heights. 

From the SWAN-EST wave model, the significant wave height, the 
Stokes drift, and the mean and peak wave periods were provided to 
OpenDrift. 

2.2. OpenDrift and OpenOil 

OpenDrift, a software package developed by Dagestad et al. (2018), 
is a versatile open-source tool used to model the trajectories and fate of 
drifting objects or substances in the ocean. This framework consists of 
specialized modules tailored for different applications, such as oil drift 
(OpenOil), search and rescue (Leeway), plastic drift (PlastDrift), pelagic 
egg drift (PelagicEgg), chemical drift (ChemicalDrift), recently intro-
duced by Aghito et al. (2022), and more. 

In our validation process, we utilize the OceanDrift module. How-
ever, since the modules share common functionality, the validation 
applies to each of them, including OpenOil, which we use for hypo-
thetical spill modeling. OpenDrift’s OpenOil module is specifically 
designed for oil spill drift and fate modeling, encompassing the simu-
lation of oil spill transformation and tracking oil changes over time and 
space. The oil properties used in OpenOil are sourced from the ADIOS 
Oil Database (adios.orr.noaa.gov), which contains information on the 
physical and chemical characteristics of numerous oils and petroleum 
products, accounting for simulated weathering. The simulations con-
ducted by OpenOil encompass various oil weathering processes, such as 
evaporation, emulsification, vertical mixing, and biodegradation. 

To operate effectively, OpenDrift and its modules require input data 
from oceanographic and atmospheric sources. In our setup, to simulate 
drifter trajectories we provided the OceanDrift module with wind speed 
and direction from the ECMWF model, current speed and direction from 
the NEMO-EST05 model, and wave-induced Stokes drift data from the 
SWAN-EST model. These variables are also provided to the OpenOil 
module, which could be run without any additional forcing fields. 

Nonetheless, to enhance its capabilities we incorporate additional var-
iables from NEMO-EST05 and SWAN-EST models. Sea water tempera-
ture and salinity influences the physical properties of both water and oil, 
affecting oil weathering and transport. Furthermore, temperature affects 
the evaporation rate of oil and the sea ice fraction affects the calculation 
of various drift factors. Water depth, upward seawater velocity, and 
vertical diffusivity affect the vertical distribution of oil particles in the 
water column. As waves play an important role in the entrainment and 
dispersion processes, mean and peak wave periods were provided in 
addition to Stokes drift. While these variables are not essential for basic 
trajectory modeling, they improve the parameterizations of weathering 
and transport processes associated with oil. The details of the fate and 
transport physics specific to oil in this module are described in more 
detail by Röhrs et al. (2018). 

For the hypothetical oil spill scenarios, a total volume of 10 m3 of the 
oil type “GENERIC HEAVY FUEL OIL” is utilized, characterized by a 
density of 971.1 kg/m3 and a dynamic viscosity of 5.02∗10− 4 kg/(m∗s). 
This oil is represented in the simulations using 1000 particles, which are 
released simultaneously. In oil spill modeling, wind and Stokes drift are 
often amalgamated and represented by a wind drift factor (WDF) of 3 % 
or 3.5 % (e.g. Schwartzberg, 1971; Stolzenbach et al., 1977; Reed et al., 
1994; ASCE, 1996). In OpenOil Stokes drift is treated independently and 
we apply a WDF of 0.02 (equivalent to 2 % of the 10 m wind), as outlined 
in previous studies (e.g. Jones et al., 2016a; Brekke et al., 2021). In this 
paper the movement component of objects or substances influenced by 
the wind is referred to as the “wind drift factor”, but alternative terms 
such as “windage” or “leeway” are also used in other works. 

2.3. Field experiments 

2.3.1. Drifter buoys 
The drifters used in this study are wave buoys named LainePoiss® 

(LP, Alari et al., 2022), which are manufactured by WiseParker OÜ. LP is 
an accelerometre-based floating spherical buoy with a diameter of ca 40 
cm. It can be deployed as a moored or drifting device, and the GPS 
position is sent every 22 min. A photograph of these buoys deployed as 
drifters during one of the experiments is found in Fig. 2 (A). 

Two versions of LPs were used in the drift experiments. The older 
versions (V0.1) and the newer versions (V1.0) differ slightly in shape 
and in the addition of a chain to the base LP V1.0 (Fig. 2 (B)). 

2.3.2. Drift experiments 
In 2022, we conducted six drift experiments specifically aimed at 

obtaining data to validate the drift model. These experiments were 
carried out in locations characterized by heavy marine traffic or shel-
tered areas for ships, which are known to have a higher likelihood of oil 
spills. Table 1 and Fig. 1 provide general information on the 
experiments. 

The first drift experiment took place in Muuga Bay in the Gulf of 
Finland (Fig. 1, Area 1), and was divided into two parts. Three LP V0.1 
buoys and one LP V1.0 buoy were used. In Part A, all four drifters were 
deployed from the same starting point and retrieved after approximately 
five hours. In Part B, two LP V0.1 were redeployed from the same 
starting point and drifted for five days before beaching. 

The second experiment was conducted in Tallinn Bay in the Gulf of 
Finland (Fig. 1, Area 2), where five LPs (one V0.1 and four V1.0) were 
deployed at the same point. The experiment lasted between 5 and 9 h, 
depending on the buoy, due to prevailing westerly winds and the rela-
tively short distance to the shore. 

The third experiment took place in Tagalaht Bay, located on the 
northern coast of Saaremaa Island (Fig. 1, Area 3). Only one LP V1.0 was 
used and the experiment lasted for approximately 46 h. 

The fourth experiment, conducted near the southern coast of Saar-
emaa Island in the Gulf of Riga (Fig. 1, Area 4), ran simultaneously with 
the third experiment. Two LP V1.0 buoys were deployed approximately 
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4.5 km apart and drifted for 45 h. 
The fifth experiment was conducted in Pakri Bay in the Gulf of 

Finland (Fig. 1, Area 5), with three buoys (LP V1.0) deployed to cover 
the largest possible area of the bay. Two buoys beached, the first after 
about six hours and the second after nine hours. The third buoy was 
retrieved after 22 h. 

The sixth experiment aimed to collect data during the Birgit storm 
(internationally known as Gaia). Two buoys (LP V1.0) were deployed 
approximately 2.5 km apart and approximately 30 km from the main-
land in the Gulf of Finland (Fig. 1, Area 6). Both drifters beached on 
Finnish coastal islands, with the first one after approximately seven days 
and the second after about nine days of drifting. 

2.4. Validation procedures 

2.4.1. Track comparison and wind drift factors 
In the event of an oil spill, response operations, including modeling 

the spill’s trajectory, are most critical within the first few days. The 
response time can even be shorter when dealing with short distances and 
complex coastal lines. For the reason mentioned above and to maximize 
available data, the buoy data were divided into six-hour segments. 
Subsequently, we released a numerical drifter at the start of each 
segment and calculated its drift at intervals of 6, 12 and 24 h. To match 
the LP measurement interval, the trajectory of the simulated buoy was 
also calculated in 22 min time steps. 

A floating object on the surface of the sea is influenced by a combi-
nation of currents, waves, and wind. We determined the optimal direct 
wind drag for two versions of the LP buoys following Dagestad and 

Röhrs (2019). To this end, we simulated 11 trajectories for each 
segment, with WDFs ranging from 0 % to 5 %. From these trajectories, 
we identified the best-fit trajectory and the corresponding WDF. 

Fig. 3 provides an example of simulations that have been started 
every 6 h using the 11 different WDFs. All the simulations shown in 
Fig. 3 were also forced with the currents and the Stokes drift. However, 
to explore the sensitivity of the model to different forcing parameters, 
additional simulation runs were conducted with different forcing com-
binations, namely wind only, wind and Stokes drift, and wind and 
currents. 

2.4.2. Skill score 
To evaluate the model’s ability to simulate trajectories, the 

Normalized Cumulative Lagrangian Separation (NCLS) was used, which 
is also known as the Liu-Weisberg skill score (Liu and Weisberg, 2011). 
This skill score (SS) evaluates the separation of drifter and model tra-
jectories along their entire path, normalized by the total length of the 
path: 

SS =

⎧
⎨

⎩

1 −
s
n

if s ≤ n

0if s > n,
(1)  

where s is the cumulative Lagrangian separation distance normalized by 
the associated cumulative observed trajectory length, and n is the 
tolerance threshold, which we set to 1, following Liu and Weisberg 
(2011) and Liu et al. (2014). 

The cumulative Lagrangian separation distance, s, is calculated as 

Fig. 2. (A) LainePoiss wave buoys in Tallinn Bay. The closest buoy is the LP V0.1 and the other are the LP V1.0. (B) LP V1.0 (1) and LP V0.1 (2). (Photographs: Kaimo 
Vahter and WiseParker OÜ). 

Table 1 
Overview of the drift experiments conducted in 2022. The presented wave data is from the LainePoiss buoys and wind and current data along the buoys’ tracks are from 
the models. An overview of the locations and tracks is given in Fig. 1.  

Nr. Location Time Nr of buoys Wave height (m) Wind (m/s) Wind direction Current (m/s)  

1. Muuga Bay 26.01–31.01 4(6) 0–2.61 2.6–13.7 Northerly/Easterly 0–0.24  
2. Tallinn Bay 11.03 5 0.33–0.89 6.2–8.0 Westerly 0–0.03  
3. Gulf of Riga 21.09–23.09 2 0.05–0.65 0.9–6.2 Northerly/Southerly 0.02–0.12  
4. Tagalaht Bay 21.09–23.09 1 0.08–0.54 0.7–5.0 Northerly/Southerly 0.01–0.11  
5. Pakri Bay 26.09–27.09 3 0.09–0.42 4.2–5.9 Northerly/Easterly 0.01–0.23  
6. Gulf of Finland 11.12–21.12 2 0.26–3.83 0.1–18.8 Variable 0–0.20  
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Fig. 3. Trajectory of the LP_4 starting in Muuga Bay (Fig. 1, Area 1) and simulated 6 h trajectories with WDFs between 0 % and 5 %, with forcing of wind, currents 
and Stokes drift. The simulations are reinitialized every 6 h. 

Table 2 
Skill scores (SS) and WDFs determined from drift experiments.   

LP V0.1 LP V1.0  

6 h 12 h 24 h 6 h 12 h 24 h 

Wind 
Number of runs 40 28 16 90 81 63 
SS (mean) 0.198–0.951 (0.692) 0.448–0.914 (0.729) 0.624–0.917 (0.798) 0.001–0.932 (0.491) 0.002–0.926 (0.489) 0.042–0.870 (0.512) 
WDF (mean) 0.020–0.050 (0.034) 0.025–0.050 (0.034) 0.025–0.045 (0.035) 0–0.050 (0.025) 0–0.050 (0.025) 0–0.045 (0.020) 
Wind þ Stokes drift 
Number of runs 38 27 8 90 80 59 
SS (mean) 0.208–0.949 (0.705) 0.449–0.922 (0.733) 0.713–0.931 (0.836) 0–0.940 (0.494) 0–0.921 (0.481) 0.010–0.864 (0.478) 
WDF (mean) 0.010–0.050(0.025) 0.015–0.040 (0.025) 0.025–0.035 (0.030) 0–0.050 (0.018) 0–0.050 (0.018) 0–0.040 (0.013) 
Wind þ Currents 
Number of runs 38 31 16 89 75 60 
SS (mean) 0.326–0.948 (0.717) 0.555–0.908 (0.774) 0.573–0.930 (0.819) 0–0.951 (0.541) 0–0.954 (0.555) 0–0.916 (0.602) 
WDF (mean) 0.015–0.050(0.030) 0.020–0.400 (0.042) 0.020–0.040 (0.028) 0–0.050 (0.020) 0–0.050 (0.021) 0–0.050 (0.020) 
Wind þ Currents þ Stokes drift 
Number of runs 38 29 12 89 77 56 
SS (mean) 0.392–0.934 (0.723) 0.562–0.905 (0.770) 0.576–0.919 (0.791) 0–0.969 (0.535) 0–0.940 (0.541) 0–0.932 (0.569) 
WDF (mean) 0.005–0.045 (0.022) 0.010–0.040 (0.021) 0.010–0.030 (0.018) 0–0.050 (0.015) 0–0.050 (0.016) 0–0.050 (0.014)   

Mean WDF for LPs  

LP V0.1 LP V1.0 

Wind  0.034  0.023 
Wind + Stokes drift  0.027  0.017 
Wind + Currents  0.033  0.021 
Wind + Currents + Stokes drift  0.020  0.015  
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the sum of the Lagrangian separation distances at each time step along 
the simulated trajectories, normalized by the total length of the observed 
trajectories: 

s =

∑N

t=1
d(t)

L
, (2)  

where N is the total number of time steps, d(t) is the Lagrangian sepa-
ration distance at time step t, and L is the total length of the observed 
trajectories. 

This skill score is especially useful when there is only a limited 
number of observed trajectories to use and has been widely used for 
different types of trajectory model evaluation (e.g. Ivichev et al., 2012; 
De Dominicis et al., 2014; French-McCay et al., 2017; Pereiro et al., 
2018; de Aguiar et al., 2022). 

3. Results 

3.1. Model validation against drifting buoys 

3.1.1. Wind drift factor for LainePoiss drifters 
To simulate drifter trajectories, OpenDrift requires the user to specify 

a WDF, which represents the proportion of the wind speed that affects 
the drifter’s movement. As the LP buoys have not been previously 
employed for this specific purpose, determining the optimal WDF for 
these buoys is crucial to improve the accuracy of trajectory forecasts and 
ensure the reliability of the validation procedures conducted in this 
study. 

Table 2 shows skill scores and the corresponding WDFs for the two 
types of LP, calculated for different track lengths (6, 12, and 24 h) of 
different forcing combinations. Trajectories that resulted in buoys 
reaching shore were excluded from the analysis, as their trajectories 
were truncated, and their Lagrangian separation distance was not fully 
captured. Additionally, six drifter buoy tracks lasting less than 6 h were 
excluded from the analysis. The optimal WDF was determined by 
averaging over all model runs and time intervals. 

The optimal WDFs calculated for each combination of forcing for 
these buoys can be seen in Table 2. The WDFs found for the LP V0.1 were 
2 % when considering the forcing of the wind, currents and Stokes drift, 
and 3 % without including Stokes drift (Table 2). These values are close 
to the corresponding values of 1.6 % and 2.8 % obtained for drifters with 
a similar design and size (iSphere) by Sutherland et al. (2020) but lower 
than 3 % and 4 % attained by Dagestad and Röhrs (2019). Jones et al. 

(2016a) and Brekke et al. (2021) have reported a comparable WDF of 2 
% for the iSphere, when incorporating wind, currents, and Stokes drift. 

The bottom chain and small design differences of LP V1.0 resulted in 
a WDF of 1.5 % with Stokes drift included and 2.1 % without (Table 2). 

3.1.2. Validation of the OpenDrift setup 
To evaluate the accuracy of our setup of the drift model, we utilized 

the previously calculated best estimates of WDF values for the LPs. Using 
these values, we reran the simulations with the same track lengths and 
forcing combinations as before. The skill scores for the 6-h simulations 
are provided in Table 3. In Fig. 4, we present an example of these sim-
ulations, specifically the LP_14 track in the Gulf of Riga, along with the 
corresponding 6-h, 12-h, and 24-h trajectory simulations. 

The weighted average skill score provides an overall assessment of 
the performance of the different forcing combinations. For the LP V0.1 
the weighted average skill scores range from 0.631 to 0.662, with the 
highest value achieved when wind, currents, and Stokes drift are com-
bined. For the LP V1.0 the weighted average skill scores range from 
0.385 to 0.434, indicating moderate forecast accuracy overall. 

Across all the simulations, skill scores for the LP V0.1 show relatively 
high values, ranging from 0.631 to 0.669. In general, when considering 
wind forcing alone, the skill score is 0.641. The addition of currents 
slightly increases the score to 0.642. Adding only the Stokes drift actu-
ally reduces the skill score to 0.631. Interestingly, adding both the 
currents and the Stokes drift increases the skill score to 0.662, showing 
that the effects of the different forcings are not merely additive, but the 
effect of a single forcing, such as the Stokes drift, might be dependent on 
the presence of another forcing, such as the currents. 

The LP V1.0 forcing combination exhibits varying skill scores across 
different simulations, varying from 0.337 to 0.845. Among the simula-
tions considered, Tallinn Bay consistently showed the highest scores, 
ranging from 0.709 to 0.845. Moreover, there is minimal variability in 
skill scores based on different buoy tracks in Tallinn Bay, likely due to 
the same starting point and the very similar and close tracks of the 
buoys. 

Gulf of Finland and Tagalaht Bay simulations generally display the 
lowest skill scores. Notably, Tagalaht Bay stands out as the only simu-
lation with the lowest skill score when forced by wind, currents and 
Stokes drift. On the contrary, simulations based on the LP_13 track in 
Pakri Bay demonstrate the highest skill score values with only wind 
forcing. 

For LP V1.0, the mean skill scores over all the simulations were 
higher when using the combination of wind, currents, and Stokes drift 

Table 3 
Average skill scores (SS) for 6-h forecast interval with different combinations of forcing, using the best estimates of the WDFs.  

Forcing combination Wind Wind + Stokes drift Wind + Currents Wind + Currents + Stokes drift 

LP V0.1 
Muuga Bay LP_3 0.639 0.631 0.649 0.669 
Muuga Bay LP_4 0.642 0.631 0.634 0.654 
Number of runs 42 42 41 41 
Mean of SSs 0.641 0.631 0.642 0.662 
Weighted average SS 0.641 0.631 0.642 0.662 
LP V1.0 
Gulf of Riga LP_13 0.393 0.467 0.625 0.662 
Gulf of Riga LP_14 0.391 0.441 0.583 0.583 
Tagalaht Bay LP_17 0.439 0.441 0.362 0.349 
Pakri Bay LP_13 0.609 0.588 0.530 0.546 
Pakri Bay LP_14 0.515 0.497 0.565 0.526 
Gulf of Finland LP_16 0.352 0.354 0.377 0.368 
Gulf of Finland LP_17 0.337 0.342 0.371 0.365 
Tallinn Bay LP_7 0.715 0.774 0.730 0.782 
Tallinn Bay LP_9 0.735 0.800 0.753 0.807 
Tallinn Bay LP_10 0.709 0.773 0.725 0.779 
Tallinn Bay LP_11 0.716 0.839 0.736 0.845 
Number of runs 96 97 97 96 
Mean of SSs 0.537 0.574 0.578 0.601 
Weighted average SS 0.385 0.404 0.434 0.428  
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compared to other combination of forcing. However, when considering 
the weighted average skill scores, which account for the number of runs 
for each simulation, placing more weight on simulations with a larger 
number of runs, the combination of wind and currents yields the highest 
values, overall. 

The skill scores of 12-h and 24-h simulations are presented in the 
Appendix, in Tables A1 and A2. 

3.2. Hypothetical spill cases 

Three locations with a high probability of oil spills were chosen for 
hypothetical spill case studies (Fig. 1). Two of these locations involve 
surface spills, while the third involves a bottom spill resulting from a 
shipwreck. All cases were initialized during the Birgit storm, which 
reached the study area on approximately December 11, 2022. The hy-
pothetical spills take place at the same time as the sixth drifter experi-
ment, during which, in the open sea of the Gulf of Finland, LP recorded 
maximum wave heights exceeding 6 m. The simulations were initialized 
on December 12, 2022, at 00:00 UTC and lasted 96 h. 

The results of the hypothetical spills are presented in Fig. 5. The 
distribution and tracks of the particles are shown on the map, and an oil 
mass budget plot is used to illustrate the distribution and fate of the oil 
over time during the simulated spill. The oil mass budget is partitioned 
among different components, including dispersed, submerged, surface, 

stranded, and evaporated. The dispersed component represents oil that 
has been broken down into smaller droplets or particles and is dispersed 
throughout the water column. The submerged component refers to oil 
that is not dispersed but has physically sunk or settled below the water 
surface. The surface component denotes the portion of the oil that re-
mains on the surface of the water. The stranded component accounts for 
oil that has come into contact with shorelines. The evaporated compo-
nent quantifies the amount of oil that has been lost from the spill due to 
evaporation. 

The first hypothetical surface spill site was chosen to be Tallinn Bay, 
an area characterized by significant shipping traffic. The maritime 
connection between Tallinn and Helsinki is recognized as one of the 
busiest in the world (Tapaninen and Palu, 2022). From the oil budget 
plot in Fig. 5, it can be observed that within an hour, half of the oil was 
either submerged or dispersed throughout the water column. The par-
ticles began to reach the shoreline after 8 h and after 12 h 90 % of the oil 
had dispersed. Although most of the particles were stranded, it only 
represented approximately 4 % of the mass of the oil. Due to the char-
acteristics of the oil and its rapid disappearance from the surface, about 
3 % of the oil evaporated. 

The second hypothetical site of surface spill was selected to be within 
a future wind energy park in the Gulf of Riga (Estonian Ministry of 
Finance and Hendrikson and Ko, 2021). Oil spills in these areas can 
occur due to ship collisions with offshore wind turbines (Biehl and 

Fig. 4. Trajectory of LP_14 in the Gulf of Riga (Fig. 1, Area 3) and the trajectory simulations, that are reinitialized every 6 h and simulated 6, 12 and 24 h forward. 
Simulations are forced with wind, currents and Stokes drift. 
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Lehmann, 2006; Etkin, 2008; Presencia and Shafiee, 2018; Yu et al., 
2020) or events such as accidents, natural disasters, fires, etc., that can 
lead to turbine-related spills (e.g., electrical insulation oil) (Etkin, 2008). 
Due to more severe weather conditions, an hour after the initialization of 
the simulation 75 % of the oil was either submerged or dispersed. After 
9 h 95 % of the oil had dispersed. Similarly to the previous case, around 
3 % of the total oil amount evaporated. The distribution map shows that 

approximately 45 particles get stranded on an island, accounting for 
approximately 0.03 % of the total volume of the spill. 

For the hypothetical seabed scenario, a sunken ship from World War 
II was chosen. The German Destroyer T-22, which sank in 1944, lies at a 
depth of 32 m in Narva Bay and is estimated to carry a maximum of 374 
tons of heavy fuel oil (Kose, 2021). In the initial hour of the simulation, 
approximately 9 % of the oil reached the surface, after which the amount 

Fig. 5. Results of hypothetical spill cases. The green circle marks the seeding location, the blue particles indicate the oil distribution, and the red particles have 
stranded. Trajectories are indicated with gray lines. Only the last step of the simulations is shown. The adjacent column shows the oil mass budget and the wind and 
current speed during the simulation run. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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quickly decreased. As the spill originated from the sea floor, most of the 
oil was initially submerged, but within 9 h over 99 % of the original 
amount had dispersed. From 85 h into the simulation, some particles 
ended up on the shores of small islands north of the seeding location, but 
the amount of oil they represented was minimal. 

Wind and current speeds – calculated as a mean over all particles – 
are shown in Fig. 5. Wind and current speeds in the Gulf of Riga and 
Narva Bay were higher and more variable compared to the relatively 
sheltered location of Tallinn Bay (Fig. 5). Since all spills were initiated 
simultaneously, the direction of the wind and the resulting spill move-
ments were similar across all locations. However, the temporal and 
spatial characteristics of each area differed. 

4. Discussion 

Our objective is to validate how accurately our setup of the Open-
Drift model can predict the trajectories of oil spills. For that purpose we 
used drifter buoys to serve as proxies, as obtaining adequate data for 
accidental spills is often limited and orchestrating a spill for scientific 
research purposes a difficult undertaking in every way. The use of such 
technology has been successfully applied to oil spill studies since the 
1970s (Novelli et al., 2018). 

Accurately estimating the WDF of the drifter buoys and incorpo-
rating it into the model allows for better interpretation and comparison 
of the model’s performance. If the simulated trajectories align better 
with the observed drift patterns of the drifter buoy, it provides confi-
dence in the model’s predictive capabilities. The WDFs found for LPs in 
Section 3.1.1, generally agree with previous findings for similar buoys 
(Röhrs and Christensen, 2015; Pisano et al., 2016; Brekke et al., 2021), 
especially when taking into account the differences in buoy design and 
the fact that WDFs can vary depending on aspects, such as region (Rio 
and Hernandez, 2003; Poulain et al., 2009), season (Rio and Hernandez, 
2003), and the rate at which wind forcing changes over time (Röhrs and 
Christensen, 2015; De Dominicis et al., 2016). 

The small differences in the design of the two versions of the LP also 
resulted in different WDFs. The LP V1.0 features a more streamlined 
shape and its bottom chain acts somewhat like a drogue, reducing its 
susceptibility to wind and Stokes drift and increasing its reliance on 
currents, thus resulting in lower WDF values. These lower WDF values 
align more closely with those reported for near-surface drifters (e.g. 
Sutherland et al., 2020; Delpeche-Ellmann et al., 2021; Pärn et al., 
2023). The WDFs obtained for the LPs also show a strong similarity to 
those reported for oil spill modeling (e.g. Schwartzberg, 1971; Stol-
zenbach et al., 1977; Reed et al., 1994; ASCE, 1996; Drivdal et al., 2014; 
Jones et al., 2016a), particularly for LP V0.1. This similarity demon-
strates that the knowledge and insights acquired from the LP tests can be 
applied to oil spill modeling with greater confidence. Additionally, it 
suggests that LPs are well-suited for use as tracking buoys in oil spill 
response operations. 

The overall skill scores for the LP V0.1, which experience more wind 
drag, are significantly higher than those for the LP V1.0, indicating 
better predictability of wind. The low skill scores for the Gulf of Finland 
simulations could be because they took place during and after a stormy 
event, involving complex and dynamic hydrometeorological conditions. 
These complex conditions, especially strong and rapid variations in the 
current field, might be difficult to fully capture even with the high- 
resolution models used in this study. Therefore, this could introduce 
uncertainties in the input data provided to the drift model and reduce 
accuracy and the skill score. 

Discrepancies or inconsistencies in the wind data used by each model 
could introduce errors and inconsistencies in the simulation results, 
leading to unrealistic or unreliable predictions. In our modeling setup, 
the currents simulated by NEMO-EST05 and the waves simulated by 
SWAN-EST are driven by the same ECMWF wind fields used in Open-
Drift. This use of a single source for wind data in all three systems en-
ables a coherent and synchronized representation of the environmental 

conditions, and their impact on drift trajectories. 
When interpreting the results of simulated oil spills, it is essential to 

acknowledge that the outcomes are shaped by the specific location and 
environmental conditions during the simulation and the inherent 
properties of the oil being modeled. 

The relatively fast dispersion of the simulated spill scenarios em-
phasizes the importance of immediate response actions to mitigate 
environmental damage. Swift response times enable more effective 
containment and cleanup efforts, reducing harm to marine ecosystems, 
wildlife, plants, and sensitive habitats. Additionally, addressing oil spills 
in open sea locations is easier and less costly compared to dealing with 
shoreline contamination (Etkin, 2000; Ventikos et al., 2004). In partic-
ular, Tallinn Bay exhibited the highest proportion of oil stranding, 
highlighting the significance of the proximity of the spill to the shore. 
Given the Baltic Sea’s short distances from potential spill sites to the 
coastline, there is an elevated risk of oil reaching sensitive coastal areas. 
Therefore, the implementation of rapid response measures is crucial to 
prevent or minimize oil contamination on the shore. 

The spill scenario in Narva Bay, originating from a sunken ship on 
the seabed, exhibited a bit different behavior. Only a small amount of oil 
surfaced for a few hours before dispersing. It is important to note that 
spills from wrecks are often continuous rather than one-time event like 
in this simulation. This continuous leakage of oil over an extended 
period poses unique challenges for spill response and mitigation efforts 
(Gilbert et al., 2003; Daniel et al., 2020). It means that the potential for 
environmental contamination persists for a longer duration, increasing 
the cumulative impact on marine ecosystems, wildlife, and coastal areas 
(Hampton et al., 2003). The continuous nature of these spills requires 
sustained monitoring and response measures to minimize the spread of 
oil, mitigate environmental damage, and protect sensitive habitats. 
Furthermore, it can affect the effectiveness of containment and cleanup 
operations. The oil may disperse, spread, and undergo weathering pro-
cesses over time, which can alter its behavior and make it more chal-
lenging to contain and recover. The persistence of the spill also increases 
the potential for oil to reach shorelines, further exacerbating the 
ecological and economic consequences (Asif et al., 2022). 

It should be noted that the response to oil spills can be significantly 
influenced by weather conditions (Nordvik, 1995; Robertson et al., 
2017). Severe weather conditions, such as those used for our simula-
tions, can hinder response efforts, making containment and cleanup 
operations more challenging or even impossible. Therefore, oil spill 
response should take into account the potential impact of adverse 
weather conditions and ensure the availability of appropriate response 
measures even under challenging circumstances. Additionally, the 
simulations show that under such conditions, only a relatively small 
amount of oil remains on the water surface, with a significant portion 
dispersing into the water column. This also poses a significant challenge 
in terms of oil removal and mitigation. The dispersed oil in the water 
column is more difficult to address and may have long-term ecological 
consequences. 

Parts of the Baltic Sea, including the Estonian sea area, are subject to 
seasonal ice cover. The NEMO-EST05 model provides information about 
sea ice, and de Aguiar et al. (2022) have incorporated the capability for 
oil-ice interaction in OpenOil, where the drift of oil can be influenced by 
the drift of ice when ice concentrations exceed 30 %. Although the ice 
concentration in our hypothetical spill sites did not exceed this 
threshold, the ability to model oil fate and transport in the presence of 
sea ice enhances the utility of the system and opens up avenues for 
further research and potential operational applications of the validated 
model setup. 

5. Conclusions 

This study implements and validates OpenDrift, an open-source 
Lagrangian particle trajectory modeling framework, within the coastal 
waters of Estonia in the Baltic Sea. OpenDrift was forced with ECMWF 

S. Pärt et al.



Marine Pollution Bulletin 195 (2023) 115497

10

winds and local high-resolution hydrodynamical and wave models, 
which used the same wind forcing. We validated the setup using data 
from six drift experiments from 2022. Furthermore, we used the Open-
Oil module of OpenDrift to examine hypothetical oil spills during severe 
weather in regions that might be exposed to such incidents. 

Two versions of LainePoiss (LP) buoys, with slightly different de-
signs, were used in the drift experiments. We determined that the wind 
drift factors (WDFs) for the LP buoys resembled those commonly used in 
oil spill modeling. This similarity reinforces the applicability of the LP 
buoys for oil spill studies. 

We found that incorporating other forcing factors in addition to the 
wind, such as Stokes drift and currents, generally improved the skill 
scores of the OpenDrift simulations. Interestingly, our results indicate 
that the effect of a single forcing, such as the Stokes drift, may depend on 
the presence of another forcing, such as the currents. This suggests a 
more complex interplay between different forcings rather than a simple 
additive effect. 

Simulations performed for harsh weather conditions showed that 
over 90 % of the 10 m3 of generic heavy fuel oil can disperse within the 
first 12 h. Although the oil spill in the simulations were hypothetical, 
they were performed in a regions that might be prone to such accidents. 
Thus, the results emphasize a critical need to be prepared with prompt 
and efficient response strategies to effectively address oil spill incidents. 
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Appendix A. Tables presenting the skill scores of 12-h and 24-h simulations for the validation of the OpenDrift setup  

Table A1 
Average skill scores (SS) for 12-h forecast interval with different combinations of forcing, using the best estimates of the WDFs.  

Forcing combination Wind Wind + Stokes drift Wind + Currents Wind + Currents + Stokes drift 

LP V0.1 
Muuga Bay LP_3 0.675 0.668 690 0.710 
Muuga Bay LP_4 0.683 0.670 0.691 0.713 
Number of runs 40 38 37 40 
Mean of SSs 0.679 0.669 690 0.712 
Weighted average SS 0.679 0.669 690 0.712 
LP V1.0 
Gulf of Riga LP_13 0.395 0.453 0.663 0.723 
Gulf of Riga LP_14 0.408 0.451 0.651 0.659 
Tagalaht Bay LP_17 0.484 0.466 0.413 0.389 
Pakri Bay LP_13 0.658 0.632 0.516 0.557 
Pakri Bay LP_14 – – – – 
Gulf of Finland LP_16 0.401 0.388 0.410 0.390 
Gulf of Finland LP_17 0.370 0.368 0.377 0.380 
Tallinn Bay LP_7 – – – – 
Tallinn Bay LP_9 – – – – 
Tallinn Bay LP_10 – – – – 
Tallinn Bay LP_11 – – – – 
Number of runs 85 85 83 85 
Mean of SSs 0.452 0.460 0.505 0.516 
Weighted average SS 0.403 0.402 0.437 0.433   

Table A2 
Average skill scores (SS) for 24-h forecast interval with different combinations of forcing, using the best estimates of the WDFs.  

Forcing combination Wind Wind + Stokes drift Wind + Currents Wind + Currents + Stokes drift 

LP V0.1 
Muuga Bay LP_3 0.717 0.717 0.734 0.759 
Muuga Bay LP_4 0.722 0.723 0.720 0.742 
Number of runs 29 31 24 28 
Mean of SSs 0.720 0.720 0.727 0.750 

(continued on next page) 
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Table A2 (continued ) 

Forcing combination Wind Wind + Stokes drift Wind + Currents Wind + Currents + Stokes drift 

Weighted average SS 0.720 0.720 0.727 0.750 
LP V1.0 
Gulf of Riga LP_13 0.414 450 0.711 0.835 
Gulf of Riga LP_14 0.426 0.460 0.692 0.718 
Tagalaht Bay LP_17 0.544 0.530 0.470 0.458 
Pakri Bay LP_13 – – – – 
Pakri Bay LP_14 – – – – 
Gulf of Finland LP_16 0.478 0.444 0.466 0.441 
Gulf of Finland LP_17 0.417 0.407 0.420 0.404 
Tallinn Bay LP_7 – – – – 
Tallinn Bay LP_9 – – – – 
Tallinn Bay LP_10 – – – – 
Tallinn Bay LP_11 – – – – 
Number of runs 73 72 72 68 
Mean of SSs 0.456 0.458 0.552 0.571 
Weighted average SS 0.453 0.436 0.477 0.469  
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oil spill trajectory forecasts with surface drifter trajectories in the Barents Sea. 
Journal of Geology & Geosciences 01. https://doi.org/10.4172/2329- 
6755.1000105. 

Jones, C.E., Dagestad, K.F., Breivik, Ø., Holt, B., Röhrs, J., Christensen, K.H., 
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