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Introduction

Multiferroic materials have gained enormous interest in recent years due to their versatile possibilities for applications in sensing, data storage, and computing [1–3]. These functionalities rely on the magnetoelectric effect which is augmented in multiferroics by the coexistence of ferroelectric and magnetic order. Magnetoelectric effect changes not only the static but also the dynamic properties of matter. One of the most fascinating optical effects in a magnetoelectric medium is the directional optical anisotropy also called the optical diode effect. If both symmetries, the spatial inversion and time-reversal, are broken, light beams passing through the medium in positive and negative direction can have different indices of refraction which may give rise to the so called one-way transparency [4].

Although the one-way transparency was observed a long time ago for the exciton transitions of the polar semiconductor CdS [5], it was recognized as a general magneto-optical phenomenon of noncentrosymmetric materials only by the original works of Rikken and his co-workers [6, 7]. This optical directional anisotropy enables new applications for multiferroics in photonics, e.g. efficient one-way light guides. Furthermore, the transparent direction can be switched with applied magnetic [8] and possibly with electric field [9, 10], paving the way for directional light switches for THz radiation [11]. However, the spontaneous electric and magnetic order in most multiferroic crystals known up to now exists only at cryogenic temperatures where the multiferroic phase develops, rendering their use in device applications impractical. Clarifying the fundamentals of the non-reciprocal optical phenomena and its enhancement in multiferroic crystals will help in designing and discovering novel materials that work at room temperature and beyond, opening the road to new applications.

THz absorption spectroscopy offers an excellent tool to investigate spin excitation spectra over a broad magnetic field range. As compared to the inelastic neutron scattering (INS), only spin excitations with zero linear momentum are probed, but with a better energy resolution. In addition to resonance frequencies of spin excitations, THz spectroscopy can determine whether the spin excitations couple to electric, magnetic, or to both electric and magnetic field components of radiation [12]. This information is essential for developing spin models that would describe the ground and the low-lying excited states of the material [13, 14]. Very high sensitivity accompanied with THz radiation polarization control and strong magnetic fields make the results obtained with terahertz optical spectroscopy setup at the National Institute of Chemical Physics and Biophysics in Tallinn unique.

The main research focus of the author is the investigation of materials showing fascinating magneto-optical effects in order to help the tailoring of novel compounds with unique properties for information technology and optics. The study of such compounds over an extended range of magnetic field and temperature often provides essential information about the complex magnetic states and gives a clue for the well-controlled synthesis of new systems.

The goal of this PhD work is to investigate magnetoelectric effects in three multiferroic materials – CaBaCo$_4$O$_7$, Sr$_2$CoSi$_2$O$_7$ and LiCoPO$_4$ – and to understand the issues on the way of making their magnetoelectric applications feasible. CaBaCo$_4$O$_7$ has the highest spin-induced electric polarization, Sr$_2$CoSi$_2$O$_7$ features single-spin ME coupling mechanism and LiCoPO$_4$ has two ME domains. All these samples show nonreciprocal directional dichroism. The study helps to clarify the fundamentals of nonreciprocal phenomena and paves the way to discovering of novel materials where the nonreciprocal effect persists in zero field or above the magnetic ordering temperature, needed to make their applications
The thesis is organized as follows. Section 1 gives some theoretical background about the ME effect in multiferroics. After description of the experimental setup in Section 2, the data analysis is described in Section 3. Finally, the main experimental results obtained by the author are summarized in Section 4, followed by main achievements in Section 5 and conclusions in 6.
1 Theoretical Principles

1.1 Multiferroics

Multiferroics are materials that exhibit two or more primary ferroic orders - ferromagnetism, ferroelectricity, ferroelasticity or ferrotoroidicity - in the same phase [15] (see Fig. 1). In a broader meaning, non-primary orderings like antiferromagnetism are also included. Most commonly studied multiferroics combine ferroelectricity with (anti)ferromagnetism and these are the subject for this thesis. One of the most interesting effects in multiferroics is the magnetoelectric (ME) coupling where electric field \( E \) can control the magnetization \( M \) and the magnetic field \( H \) can control the polarization \( P \) [3, 16, 17]. Materials with ME coupling are particularly attractive for future technologies because the interplay between electricity and magnetism can be exploited in electronically controlled spintronic devices [18–22].

![Diagram of electric field E, magnetic field H and stress \( \sigma \) control the electric polarization P, magnetization M and strain \( \varepsilon \), respectively. In a ferroic material, M, P or \( \varepsilon \) are spontaneously formed to produce ferromagnetism, ferroelectricity (or ferroelasticity), respectively. Additional interactions may appear in multiferroics with several ferroic orders. Cross correlation between electric and magnetic properties is known as ME effect and shown with green arrows. Figure reproduced from [23].](image)

The multiferroic property is closely linked to symmetry. The primary ferroic properties can be characterized by their behavior under space and time inversion. Space inversion will reverse the direction of polarization \( P \) while leaving the magnetization \( M \) invariant. Time reversal, in turn, will change the sign of \( M \), while the sign of \( P \) remains invariant. If material has spontaneous \( M \) or spontaneous \( P \) the time reversal or space inversion symmetry must be broken. Only ME multiferroics break both symmetries as can be seen in Fig. 2.

Multiferroics come in single-phase and composite varieties [25]. Single-phase multiferroics combine ferroelectric and magnetic properties intrinsically whereas composite multiferroics consist of regions of ferroelectric and magnetic phases in close proximity. The ME effect could be mediated at the boundary between the two phases by strain or exchange bias in composite multiferroics. The composite compounds show a more promising future for applications [22]. However, studying single-phase multiferroics is important to understand the origin of coupling between ferroic orders in more detail so that better composite multiferroics could be engineered. This thesis will only focus on single-phase multiferroics.

Multiferroics are classified into two groups - type-I and type-II multiferroics [26]. The first group includes multiferroics in which magnetism and ferroelectricity have different
a) The local magnetic moment \( \mathbf{m} \) may be represented classically by a charge that dynamically traces an orbit, as indicated by the arrowheads. A spatial inversion produces no change, but time reversal switches the orbit and thus \( \mathbf{m} \). Consequently ferromagnetic materials do not possess time reversal symmetry. (b) The local dipole moment \( \mathbf{p} \) may be represented by a positive point charge that lies asymmetrically within a crystallographic unit cell that has no net charge. There is no net time dependence, but spatial inversion reverses \( \mathbf{p} \). Correspondingly ferroelectrics break the spatial inversion symmetry. (c) Multiferroics that are both ferromagnetic and ferroelectric possess neither symmetry. Figure reproduced from [24].

origins and occur independently of each other, although they have some coupling between them. Usually ferroelectricity appears at higher temperatures than magnetism and the spontaneous polarization \( \mathbf{P} \) is quite large (\( \mathbf{P} \approx 10−100 \mu \text{C/cm}^2 \)). BiFeO\(_3\) is one of the most widely known type-I multiferroics. It is both antiferromagnetic and ferroelectric and it’s Curie and Néel temperatures are well above room temperature, \( T_C=1103 \text{ K} \) [27] and \( T_N=643 \text{ K} \), respectively [28]. In type-II multiferroics, also called magnetism-driven multiferroics, ferroelectricity is caused by magnetism, therefore having a strong coupling between them. However, these materials tend to have smaller polarization and the transition temperatures are substantially below the room temperature. Notable type-II multiferroics are TbMnO\(_3\) [29] and DyMnO\(_3\) [30].

Coexistence of ferroelectricity and ferromagnetism is hard to come by. Usually, magnetic ordering requires a partially filled \( d \) or \( f \) shell which is often the case for transition metals and rare earth metals. Alternatively, electrical polarization requires empty \( d \) shells. Furthermore, ferroelectrics tend to be insulators. Therefore the coexistence of ferroelectricity and ferromagnetism is rare and usually occurs when the origin of electrical polarization has some alternate microscopic mechanism [31]. Some examples of this alternative mechanism are discussed in section 1.3.

1.2 Magnetoelectric Effect in Multiferroics

ME effect enables the control of polarization (\( \mathbf{P} \)) by a magnetic field (\( \mathbf{H} \)) and the control of magnetization (\( \mathbf{M} \)) by an electric field (\( \mathbf{E} \)). In linear ME effect, the induced electric polarization or magnetization is proportional to the applied magnetic or electric field, respectively. This can be expressed as

\[
\mathbf{P} = \hat{\alpha}_\text{em} \mathbf{H}, \\
\mu_0 \mathbf{M} = \hat{\alpha}_\text{me} \mathbf{E},
\]
where tensors $\hat{\alpha}^{em}$ and $\hat{\alpha}^{me}$ denote linear electromagnetic and magnetoelectric susceptibilities, respectively, and $\mu_0$ is the magnetic permeability of vacuum. Most research on the ME effect is focused on the linear ME effect and it is generally accepted that the prefix "linear" be omitted. In the static case, the two susceptibility tensors are connected by the Kubo formula according to the relation

$$\hat{\alpha}^{em} = (\hat{\alpha}^{me})^T,$$

where $T$ is the matrix transpose operator. It is also clear from Eq. 1 that the susceptibility tensors $\hat{\alpha}^{me}$ and $\hat{\alpha}^{em}$ can be finite only in materials without the time reversal and spatial inversion symmetry, as the vector quantities connected by these tensors transform differently upon these two symmetry operations. Thermodynamic stability constraints the ME tensor elements even further:

$$|\hat{\alpha}^{me}_{ij}| \leq \sqrt{\hat{\chi}^{ee}_{ii} \hat{\chi}^{mm}_{jj}},$$

which means the ME coefficient magnitudes are limited to the geometric means of the dielectric and magnetic susceptibility components $[32, 33]$. Therefore, only materials with simultaneous electric and magnetic order can have large ME susceptibilities.

The linear ME effect was described theoretically $[34]$ and confirmed experimentally $[35]$ in 1960 for Cr$_2$O$_3$. The first successful observation of the magnetoelectric effect led to a big excitement because of the possible applications of the cross-correlation between the electric and magnetic properties of matter. However, there was little progress on this topic for several decades because of the weakness of the ME effect. There has been renewed interest in ME effect since the beginning of the 21st century with an impressive amount of publications. The sudden increase of interest has partly to do with the realization how useful a ME material would be for applications $[36–38]$.

![Figure 3](image-url)

*Figure 3*: (a) Magnetization along the [110] and (b) electric polarization along [001] direction in Sr$_2$CoSi$_2$O$_7$ as a function of applied magnetic field along the [110] direction at different temperatures. *Figure reproduced from [39]*.

Fig. 3 shows an example of static ME effect in a multiferroic crystal. Sr$_2$CoSi$_2$O$_7$ has a canted antiferromagnetic order below the the Néel temperature, $T_N$=7 K. In this ordered phase, the spins are canted by the magnetic field and induce a net electric polarization. As the field increases, the spins become more and more parallel and $P$ changes sign. Above $T_N$=7 K the spins are randomly oriented and $P \approx 0$. As the magnetic field increases it aligns spins leading to finite $P$. Therefore, the ME effect is recovered in high fields above the Néel temperature. See more discussion about Sr$_2$CoSi$_2$O$_7$ in section 4.2.

1.2.1 Nonreciprocal Directional Dichroism

Nonreciprocal directional dichroism (NDD) is a property of a material to have different absorption coefficients for counterpropagating light beams, Ref. [40] and Eq 16. This effect was first observed for the exciton transitions of the polar semiconductor CdS with wurtzite structure in 1960 [5] but only in 1997 it was recognized as a general magnetooptical phenomenon of non-centrosymmetric materials [6,7]. Recent studies on multiferroics have found strong directional dichroism [8] and, what is more, one way transparency [41]. The largest directional dichroism in multiferroics is at terahertz (THz) frequencies that can boost terahertz photonics in the future [8].

There are two different cases of NDD – magnetochiral dichroism (MChD) [6] and toroidal dichroism. In the first case, the absorption coefficient is different for light propagation along and opposite the magnetization of chiral magnet, $k \parallel M$ [7]. In the latter case, NDD occurs in the direction $k \parallel P \times M$, where $P$ is the ferroelectric polarization and $M$ is the magnetization of the material. NDD can be finite only when both the time-reversal, operator $\hat{t}$, and spatial inversion, operator $\hat{1}$, symmetries are broken as these symmetry operations interconnect the light beams traveling in opposite directions, $\hat{t}k = -k$ and $\hat{1}k = -k$.

This follows from the Maxwell Eqs. (11) and (12) which do not change upon application of $\hat{t}$ or $\hat{1}$ as $\hat{t}B_\omega = -B_\omega$ (same for $H_\omega$) and $\hat{t}E_\omega = E_\omega$ (same for $D_\omega$) or $\hat{1}B_\omega = B_\omega$ (same for $H_\omega$) and $\hat{1}E_\omega = -E_\omega$ (same for $D_\omega$). The operator $\nabla$ is time-reversal invariant and $\hat{1}\nabla = -\nabla$. Symmetry conditions for nonreciprocal light propagation in magnetic crystals are given in [42].

When light beams travel in a ME material, for a beam propagating in one direction the oscillating magnetization generated by the electric field of the light can enhance the conventional magnetization component induced by the magnetic field of light, whereas these two terms interfere destructively for the counterpropagating beam since the relative phase of the electric and magnetic fields of light changes by $\pi$ when reversing the propagation direction $k$ to $-k$, as can be seen from Maxwell Eqs. 12. As follows, we explain the non-reciprocal directional dichroism in more detail.

1.2.2 Dynamic Magnetoelectric Effect and Nonreciprocal Directional Dichroism

To understand the dynamic ME effect it is the best to start from constitutive relations [43]. These are necessary to describe the relation between macroscopic averaged fields, electric displacement $D$ and magnetic field $H$, and electric field $E$ and magnetic induction $B$:

$$D = \varepsilon_0 E + (P + \ldots)$$

$$H = \frac{1}{\mu_0} B - (M + \ldots) \tag{4}$$

The quantities in the brackets are spatial averages of microscopic bound charges and currents. Here, only the microscopically averaged electric dipoles, electric polarization $P$, and
magnetic dipoles, magnetization \( \mathbf{M} \), are taken into account and the higher order terms (\( \ldots \)), like electric quadrupoles, are omitted.

The electric polarization and magnetization depend on fields in general, \( \mathbf{P}(\mathbf{E}, \mathbf{B}) \) and \( \mathbf{M}(\mathbf{E}, \mathbf{B}) \). We expand \( \mathbf{P} \) and \( \mathbf{M} \) up to the first order in powers of oscillating fields \( \mathbf{E}_\omega \) and \( \mathbf{B}_\omega \).

\[
\mathbf{P}_\omega = \tilde{\chi}^{ee}(\omega) \mathbf{E}_\omega + \tilde{\chi}^{em}(\omega) \mathbf{B}_\omega, \\
\mathbf{M}_\omega = \tilde{\chi}^{mm}(\omega) \mathbf{B}_\omega + \tilde{\chi}^{me}(\omega) \mathbf{E}_\omega, 
\]

(5)

where the frequency-dependent susceptibilities are

\[
\tilde{\chi}^{ee}(\omega) = \frac{\partial \mathbf{P}_\omega}{\partial \mathbf{E}_\omega} \bigg|_{\mathbf{E}_\omega = 0}, \\
\tilde{\chi}^{mm}(\omega) = \frac{\partial \mathbf{M}_\omega}{\partial \mathbf{B}_\omega} \bigg|_{\mathbf{B}_\omega = 0}, \\
\tilde{\chi}^{em}(\omega) = \frac{\partial \mathbf{P}_\omega}{\partial \mathbf{B}_\omega} \bigg|_{\mathbf{B}_\omega = 0}, \\
\tilde{\chi}^{me}(\omega) = \frac{\partial \mathbf{M}_\omega}{\partial \mathbf{E}_\omega} \bigg|_{\mathbf{E}_\omega = 0}.
\]

(6)

For the rest of the thesis we drop the frequency dependence in the notation of susceptibilities.

Inserting (5) into constitutive relations (4) we get constitutive relations for the alternating electromagnetic fields:

\[
\mathbf{D}_\omega = \varepsilon_0(1 + \tilde{\chi}^{ee}) \mathbf{E}_\omega + \mu_0 \tilde{\chi}^{em} \mathbf{H}_\omega, \\
\mathbf{B}_\omega = \mu_0(1 + \mu_0 \tilde{\chi}^{mm}) \mathbf{H}_\omega + \mu_0 \tilde{\chi}^{me} \mathbf{E}_\omega,
\]

(7)

where we assumed \( \mu_0 \tilde{\chi}^{mm} \ll 1 \) for the frequency-dependent \( \tilde{\chi}^{mm} \).

The last two equations can be cast into a more familiar form with dimensionless susceptibilities \( \hat{\chi}^{mm}, \hat{\chi}^{ee}, \hat{\chi}^{em}, \) and \( \hat{\chi}^{me} \),

\[
\mathbf{D}_\omega = \varepsilon_0(1 + \hat{\chi}^{ee}) \mathbf{E}_\omega + \sqrt{\varepsilon_0 \mu_0} \hat{\chi}^{em} \mathbf{H}_\omega, \\
\mathbf{B}_\omega = \mu_0(1 + \hat{\chi}^{mm}) \mathbf{H}_\omega + \sqrt{\varepsilon_0 \mu_0} \hat{\chi}^{me} \mathbf{E}_\omega.
\]

(8)

The relation between dimensionless susceptibilities and susceptibilities defined as derivatives of \( \mathbf{P} \) and \( \mathbf{M} \) in (6) is

\[
\hat{\chi}^{ee} = \frac{1}{\varepsilon_0} \tilde{\chi}^{ee}, \\
\hat{\chi}^{mm} = \mu_0 \tilde{\chi}^{mm}, \\
\hat{\chi}^{em} = \sqrt{\frac{\mu_0}{\varepsilon_0}} \tilde{\chi}^{em}, \\
\hat{\chi}^{me} = \sqrt{\frac{\mu_0}{\varepsilon_0}} \tilde{\chi}^{me}.
\]

(9)

Equally, dielectric permittivity and magnetic permeability tensors are used:

\[
\hat{\varepsilon} = 1 + \hat{\chi}^{ee}, \\
\hat{\mu} = 1 + \hat{\chi}^{mm}.
\]

(10)

The Maxwell equations in the non-conducting medium are [43]

\[
\nabla \cdot \mathbf{B} = 0, \\
\nabla \times \mathbf{E} + \frac{\partial \mathbf{B}}{\partial t} = 0
\]

\[
\nabla \cdot \mathbf{D} = 0, \\
\nabla \times \mathbf{H} - \frac{\partial \mathbf{D}}{\partial t} = 0.
\]

(11)
Let's consider a plane wave \(\mathbf{A}(\mathbf{r}, t) = \mathbf{A}_0 \exp[i(\mathbf{k} \cdot \mathbf{r} - \omega t)]\) where \(\mathbf{k}\) is a wavevector of the plane wave with an amplitude \(\mathbf{A}_0\) and frequency \(\omega\). Then, from the Maxwell equations 11 for an insulating material we get the relations between the amplitudes of the plane-wave electromagnetic radiation and \(\mathbf{k}\) and \(\omega\):

\[
\begin{align*}
\mathbf{k} \cdot \mathbf{B}_\omega &= 0, \\
\mathbf{k} \cdot \mathbf{D}_\omega &= 0,
\end{align*}
\]

Using constitutive relations (8) for \(\mathbf{D}_\omega\) and \(\mathbf{B}_\omega\), the right-hand equations of (12) can be reduced to six unknown components of \(\mathbf{E}_\omega\) and \(\mathbf{H}_\omega\). The eigenvalues of this set of equations for a given propagation direction \(\mathbf{k}\) are \(N^{-1}\), inverse of complex index of refraction

\[
N = \frac{c}{\omega |\mathbf{k}|},
\]

where \(c\) is the speed of light in the vacuum [44]. There will be two sets of solutions, one for \(+k\) and the other for \(-k\). If the sample is sufficiently thin polarization of linearly polarized light propagating through the sample is nearly preserved and the index of refraction can be written as [41]:

\[
N^\pm_{\delta, \gamma}(\omega) = \sqrt{\varepsilon_{\delta \delta}(\omega)\mu_{\gamma \gamma}(\omega) \pm \frac{1}{2} \left[ \chi_{\delta \gamma}^{me}(\omega) + \chi_{\delta \gamma}^{m}(\omega) \right]},
\]

where \(\delta\) and \(\gamma\) coordinate axes are parallel to the direction of \(\mathbf{E}_\omega\) and \(\mathbf{B}_\omega\). \(\varepsilon_{\delta \delta}(\omega)\) and \(\mu_{\gamma \gamma}(\omega)\) are diagonal components of the dielectric permittivity and the magnetic permeability tensors. This formula shows that the refractive index \(N^\pm\) is different for waves propagating in opposite directions if ME susceptibility is non-zero. Therefore, the absorption coefficient proportional to the imaginary part of the complex index of refraction,

\[
\alpha^\pm_{\delta, \gamma}(\omega) = \frac{2\omega}{c} \Im N^\pm_{\delta, \gamma}(\omega),
\]

is different for \(+k\) and \(-k\) propagation directions. The difference in the imaginary part of the \(N^+\) and \(N^-\) refractive indices gives rise to the difference in the absorption coefficients of counter-propagating waves [45], termed as directional dichroism:

\[
\Delta\alpha(\omega) = \alpha^+(\omega) - \alpha^-(\omega) = \frac{2\omega}{c} \Im \left[ \chi_{\gamma \delta}^{me}(\omega) - \left\{ \chi_{\gamma \delta}^{me}(\omega) \right\}' \right].
\]

Here the time-reversal operation \(\{ \ldots \}'\) relates ME and EM susceptibility tensors: \(\chi_{\gamma \delta}^{me} = -\left\{ \chi_{\gamma \delta}^{me} \right\}'\), Eq. 20. It is obvious that time-reversal odd components of ME tensor contribute to directional dichroism. These are, see Eq. 21 and following discussion, real components of matrix element products, \(\Re(\langle m|M|n\rangle \langle n|P|m \rangle)\).

### 1.2.3 Microscopic Description of the Dynamic MagnetoElectric Effect

Kubo formula defines the microscopic description of the linear response of a quantum system to external stimuli [46]. For the frequency dependence of the electric, magnetic and ME susceptibility tensor, the finite-temperature Kubo formula reads as, see e.g. [45]:

\[
\chi^{ee}_{\gamma \delta}(z) = -\frac{V_c}{\varepsilon_0 \hbar} \sum_{m,n} \frac{e^{-\beta\hbar\omega_n} - e^{-\beta\hbar\omega_n}}{Z} \frac{\langle n|P_{\gamma}|m\rangle \langle m|P_{\delta}|n\rangle}{z - \omega_n + \omega_m},
\]

\[
\chi^{mm}_{\gamma \delta}(z) = -\frac{\mu_0 V_c}{\hbar} \sum_{m,n} \frac{e^{-\beta\hbar\omega_n} - e^{-\beta\hbar\omega_n}}{Z} \frac{\langle n|M_{\gamma}|m\rangle \langle m|M_{\delta}|n\rangle}{z - \omega_n + \omega_m},
\]

\[
\chi^{me}_{\gamma \delta}(z) = -\frac{V_c}{\varepsilon_0 \hbar} \sum_{m,n} \frac{e^{-\beta\hbar\omega_n} - e^{-\beta\hbar\omega_n}}{Z} \frac{\langle n|M_{\gamma}|m\rangle \langle m|P_{\delta}|n\rangle}{z - \omega_n + \omega_m},
\]
respectively, where \( z = \omega + i\varepsilon \) is the imaginary frequency and \( \varepsilon \to 0^+ \), \( M_\gamma \) and \( P_\delta \) are the magnetic and electric dipole density operators, \( |m\rangle \) and \( |n\rangle \) are eigenstates of the unperturbed system with energies of \( \hbar \omega_m \) and \( \hbar \omega_n \), respectively, \( \beta = (k_B T)^{-1} \) is the inverse temperature, \( V_c \) is the volume of the unit cell and \( Z = \sum e^{-\beta h\omega_n} \) is statistical sum.

In the zero-temperature limit the Boltzmann factors \( e^{-\beta h\omega_n} Z^{-1} \) vanish except for the zero energy ground state \( n = 0 \). The real and imaginary parts of the ME susceptibility \( \chi_{\gamma\delta}^\text{me} (\omega) \) can be separated from each other using the \( \lim_{\varepsilon \to 0^+} \frac{1}{\pi i} - \pi \delta(\varepsilon) \) identity, see e.g. [45]:

\[
\Re \chi_{\gamma\delta}^\text{me} (\omega) = - \frac{V_c}{\hbar} \sqrt{\frac{|\mu_0|}{\varepsilon_0}} \sum_m \left[ \frac{2 \omega_m \Re \left( \langle 0 | M_\gamma | m \rangle \langle m | P_\delta | 0 \rangle \right)}{\omega^2 - \omega_m^2} + \pi \Im \left( \langle 0 | M_\gamma | m \rangle \langle m | P_\delta | 0 \rangle \right) (\delta(\omega - \omega_m) - \delta(\omega + \omega_m)) \right],
\]

\[
\Im \chi_{\gamma\delta}^\text{me} (\omega) = - \frac{V_c}{\hbar} \sqrt{\frac{|\mu_0|}{\varepsilon_0}} \sum_m \left[ \frac{2 \omega_m \Im \left( \langle 0 | M_\gamma | m \rangle \langle m | P_\delta | 0 \rangle \right)}{\omega^2 - \omega_m^2} - \pi \Re \left( \langle 0 | M_\gamma | m \rangle \langle m | P_\delta | 0 \rangle \right) (\delta(\omega - \omega_m) - \delta(\omega + \omega_m)) \right].
\]

Here, in addition to separation of \( \hat{\chi}^{\text{em}} \) into real and imaginary parts, the real and imaginary parts of matrix element products, \( \langle 0 | M_\gamma | m \rangle \langle m | P_\delta | 0 \rangle \), are introduced. These products bear important properties with respect to the time-reversal operation.

For a time-reversal even (odd) operator \( A(+) (A(-)) \) it holds [40, p. 219]

\[
\{ \langle m | A(\pm) | n \rangle \} = \pm \langle n | A(\pm) | m \rangle ,
\]

independent of \( A \) being Hermitian (\( \langle m | A | n \rangle^* = \langle n | A | m \rangle \)), anti-Hermitian (\( \langle m | A | n \rangle^* = - \langle n | A | m \rangle \)), or non-Hermitian.

Using (19) and \( M \) time-reversal odd and \( P \) time-reversal even, it follows from (18) that ME and electromagnetic susceptibility tensors are related by time-reversal operation,

\[
\hat{\chi}_\gamma^\text{me} = - \{ \hat{\chi}_\delta^\text{me} \}' .
\]

Furthermore, for Hermitian operators as \( P \) and \( M \), taking the complex conjugate of the time-reversed state matrix elements we have

\[
\{ \langle m | M | n \rangle \langle n | P | m \rangle \}^* = - \{ \langle m | P | n \rangle \langle n | M | m \rangle \}^* = - \langle m | M | n \rangle \langle n | P | m \rangle .
\]

Considering that upon complex conjugation only the imaginary part of a variable changes sign, we get that \( \Re (\langle m | M | n \rangle \langle n | P | m \rangle) \) is time-reversal odd and \( \Im (\langle m | M | n \rangle \langle n | P | m \rangle) \) is time-reversal even. Therefore, only \( \Re (\langle m | M | n \rangle \langle n | P | m \rangle) \) contributes to the directional dichroism, Eq. 16.

Another useful relation between the components of tensors \( \hat{\chi}^{mm} \) and \( \hat{\chi}^{ee} \) can be derived using the hermiticity of an operator \( A \), [40, p.92],

\[
\langle m | A_\delta | n \rangle \langle n | A_\gamma | m \rangle = \langle m | A_\gamma | n \rangle \langle n | A_\delta | m \rangle^*. 
\]

The relation is

\[
\Re (\langle m | A_\delta | n \rangle \langle n | A_\gamma | m \rangle) = \Re (\langle m | A_\gamma | n \rangle \langle n | A_\delta | m \rangle) ,
\]

\[
\Im (\langle m | A_\delta | n \rangle \langle n | A_\gamma | m \rangle) = - \Im (\langle m | A_\gamma | n \rangle \langle n | A_\delta | m \rangle) .
\]
where $A_\gamma = M_\gamma$ or $A_\gamma = P_\gamma$.

In the limit of $\omega \to 0$, Eq. 18 describes the static ME susceptibility. Firstly, the term in the imaginary part of $\chi^{me}_{\gamma\delta}$ proportional to $\omega$ becomes zero and secondly, the delta-functions cancel. Thus, the dc ME susceptibility is real and is proportional to the real part of the matrix elements product:

$$\chi^{me}_{\gamma\delta}(0) = \frac{2V_c}{\hbar} \sqrt{\frac{m_0}{\varepsilon_0}} \sum_m \frac{\Re(\langle 0 | M_\gamma | m \rangle \langle m | P_\delta | 0 \rangle)}{\omega_m}.$$  

(24)

1.2.4 Magnetoelastic Sum Rule

From the spectrum of the dynamic ME effect one can also determine the static ME coupling using the ME susceptibility sum rule [45].

The Kramers-Kronig relations connect the real ($\Re$) and imaginary ($\Im$) parts of a causal frequency-dependent linear response function, see e. g. [47, Appendix L.1]:

$$\Re \chi(\omega) = \frac{1}{\pi} \rho \int_{-\infty}^{\infty} \frac{\Im \chi(\omega')}{\omega' - \omega} d\omega',$$

$$\Im \chi(\omega) = -\frac{1}{\pi} \rho \int_{-\infty}^{\infty} \frac{\Re \chi(\omega')}{\omega' - \omega} d\omega'.$$

(25)

Often, only either the real or imaginary part of the susceptibility $\chi(\omega)$ or the amplitude and not the phase can be measured experimentally and the Kramers-Kronig transformation is used to obtain the entire complex response function [48].

In the limit $\omega \to 0$ Eq. 25 can be simplified to the following form:

$$\Re \chi(\omega = 0) \equiv \chi(0) = \frac{2}{\pi} \rho \int_{0}^{\infty} \frac{\Im \chi(\omega)}{\omega} d\omega,$$

$$\Im \chi(\omega = 0) \equiv 0 = -\frac{1}{\pi} \rho \int_{-\infty}^{\infty} \frac{\Re \chi(\omega)}{\omega} d\omega.$$  

(26)

One can see from Eq. 26 that the static response is determined by the corresponding dynamical susceptibility and the frequency denominator indicates the role of low-energy excitations in the static susceptibility. The main issue with the application of these sum rules is that usually $\chi^{me}$ cannot be determined from the optical quantities of the material because contributions to the refractive index from the ME susceptibility, magnetic permeability and dielectric permittivity can’t be separated. However, this problem can be circumvented with the introduction of NDD spectrum, Eq. 16, as follows [45].

The general sum rule in Eq. 26 can be reformulated in a more specific way, which directly connects the static ME effect to the NDD spectrum:

$$\chi^{me}_{\gamma\delta}(0) = \frac{c}{2\pi} \rho \int_{0}^{\infty} \frac{\Delta \alpha(\omega)}{\omega^2} d\omega.$$  

(27)

Here the static ME effect is mostly governed by the NDD of low-energy excitations, since the absorption difference, $\Delta \alpha$, is suppressed by the $\omega^2$ denominator at higher frequencies. Eq. 27 shows that the low frequency electric and magnetic dipole active spin excitations dominate in the static ME susceptibility.

1.3 Magnetoelastic Coupling Mechanisms for Type-II Multiferroics

In type II multiferroics the magnetic ordering breaks the inversion symmetry and directly causes the ferroelectricity. These multiferroics are divided into three categories dependent on the specific mechanism responsible for the ferroelectric polarization [49–52]:
The symmetric exchange striction [53, 54], the inverse Dzyaloshinskii-Moriya interaction or spin current mechanism [55–57], and the spin-dependent \( p-d \) hybridization mechanism [50, 51, 58] (see Fig. 4).

### 1.3.1 Exchange Striction Mechanism

The symmetric exchange striction of a spin pair \( S_i \) and \( S_j \) can induce polarization along a specific crystallographic direction \( e_{ij} \):

\[
P_{i,j} = P_{\text{ex}} e_{ij} (S_i \cdot S_j).
\]  

In a frustrated magnetic structure the exchange striction shifts ions in a way to optimize their exchange energy. For example, in a chain with nearest-neighbor ferromagnetic and next-nearest neighbor antiferromagnetic interactions the moments with parallel spin will move closer together which may break inversion symmetry and generate electric polarization [18, 26, 59]. Macroscopic polarization is produced when spin modulation is commensurate with the crystal lattice and there is no cancellation over the sum of the bonds over the whole crystal lattice. The magnitude of the induced polarization can be larger compared to the Dzyaloshinskii-Moriya and spin-dependent \( p-d \) hybridization because this mechanism does not involve the relativistic spin-orbit coupling [60]. Exchange striction is argued to be the predominant mechanism for ferroelectricity in YMn\(_2\)O\(_5\) [59, 61] and CaBaCo\(_4\)O\(_7\) [62].
1.3.2 Dzyaloshinskii-Moriya Mechanism

Inverse Dzyaloshinskii-Moriya interaction was proposed to couple spin and charge [57]. This interaction, also known as spin current interaction, induces the polarization of the electronic orbitals, without the involvement of the lattice degrees of freedom. Another model was proposed by Sergienko and Dagotto where the Dzyaloshinskii-Moriya interaction changes the $M-L-M$ bond angle resulting in a ferroelectric lattice displacement [55]. Both can be described with the same empirical formula

$$\mathbf{P} = P^{sc} \mathbf{e}_{ij} \times (\mathbf{S}_i \times \mathbf{S}_j),$$

where unit vector $\mathbf{e}_{ij}$ connects the two spin sites. Prerequisite for induced polarization is that the crystal has to have a non-collinear magnetic structure, i.e. $\mathbf{S}_i \times \mathbf{S}_j$ is finite, like in a spin cycloid in BiFeO$_3$.

Dzyaloshinskii-Moriya mechanism has seen a lot of interest in multiferroics studies because transverse screw spin configurations can always produce spontaneous $\mathbf{P}$ [2]. Strong ME coupling in perovskite type manganites RMnO$_3$ (R=Tb, Dy, Eu$_{1-x}$Y$_x$) with cycloidal order is caused by Dzyaloshinskii-Moriya interaction [29, 63–65]. BiFeO$_3$ with a spin cycloid has the spin-current mechanism [11, 66]

1.3.3 Spin-dependent Hybridization Mechanism

In åkermanites the electric polarization is not induced by correlations between neighboring spins, thus neither by exchange striction nor Dzyaloshinskii-Moriya mechanism. What is more, the induced electric polarization is present even in the paramagnetic phase if magnetic field is applied [67, 68], as can be seen in Fig. 3. Spin-dependent metal-ligand hybridization mechanism is the microscopic mechanism behind this single-site electric polarization within CoO$_4$ tetrahedron. Polarization of a magnetic ion surrounded by inversion-breaking oxygen tetrahedron can be expressed as

$$\mathbf{P}_i \sim \sum_{l=1}^{4} (\mathbf{S} \cdot \mathbf{e}_{il})^2 \mathbf{e}_{il},$$

where $\mathbf{e}_{il}$ is the unit vector from the metal ion $i$ to the $l$-th oxygen ligand [68]. Cobalt ion in an oxygen tetrahedron is shown in Fig. 5. Electric polarization depends on the orientation of the cobalt spin relative to the Co-O bonds. If the spin is parallel to the bond connecting oxygens O$_1$ and O$_2$, the polarization is pointing up. 90 degree rotation of spin inverts the polarization.

One can see in Fig. 3 that the positive polarization at 1.4 K almost disappears at 10 K whereas the magnetization is comparable at 1.4 K and 10 K up to 10 T. However, the polarization above 20 T is similar at these temperatures. This is a clear sign that a large part of the electric polarization is produced by the uniform magnetic moment regardless of the antiferromagnetic spin order. The multiferroic properties of the whole åkermanite family (e.g. Ba$_2$CoGe$_2$O$_7$, Sr$_2$CoSi$_2$O$_7$) are explained by $p$–$d$ hybridization [39, 70–72]. The results of Sr$_2$CoSi$_2$O$_7$ are discussed in more detail in Section 4.2.
Figure 5: The spin-driven electric polarization in $\text{Sr}_2\text{CoSi}_2\text{O}_7$ due to $p-d$ hybridization in an oxygen tetrahedron. The spin $S$ points in a $[110]$ direction and unit vector $e_i$ points from the magnetic ion to the $i$th ligand ion. When the spin $S$ is parallel to the upper oxygen bond $O_1-O_2$, the polarization points up along $[001]$. The polarization is reversed when $S$ is parallel the lower oxygen bond $O_3-O_4$. Figure reproduced from [69].
2 Experimental Details

This chapter gives an overview of two magneto-optical spectroscopic setups used for this work, TeslaFIR in Tallinn and far-infrared setup in High Magnetic Field Laboratory in Nijmegen. Additionally, some parts of the setup designed and built by the author of this thesis are described in more detail.

2.1 Interferometric Detection with Michelson and Martin-Puplett Interferometers

Fourier transform spectroscopy is a method where spectra are obtained by computational analysis on the interferograms produced by two-beam interferometers. This method is well established and widely used in spectroscopic studies in all research fields. Several textbooks describe the subject in-depth, e.g. [73]. The procedure used in TeslaFIR to obtain spectrum from the measured interferogram follows closely the steps described by Porter and Tanner [74].

A schematic of a two-beam Michelson interferometer is shown in Fig. 6. Modulated intensity $I(x)$ is produced by moving the mirror $M_2$ by a path difference of $x$. The output intensity for this kind of interferometer for monochromatic light with a wavenumber $k = \frac{1}{\lambda}$ is

$$I(x) = I_0 \left[ 1 + \cos \left( 2\pi k x \right) \right] = I_0 \left[ 1 + \cos (\Delta) \right].$$

(31)

One can see from Eq. 31 that half of the incident intensity $I_0$ irradiated by the source gets modulated and is therefore spectrometrically useful. Unfortunately, the dielectric or 50% reflective metallic film beamsplitter in Michelson interferometer relies on interference within the film thickness to enhance the reflectance, and there are difficulties in getting high efficiency over a wide spectral range. The efficiency of a beamsplitter varies periodically with spectral frequency where the period is determined by the film thickness. It is not possible to maintain a good efficiency over more than around an octave of spectral frequency [75], which is a real issue in terahertz spectroscopy.

Figure 6: Michelson two-beam interferometer. $S$ – source, $D$ – detector, $M_1$ – stationary mirror, $M_2$ – movable mirror, BMS – beamsplitter, PM$_1$ and PM$_2$ – parabolic mirrors.

The polarizing interferometer was described by D. H. Martin and E. Puplett [76] to solve the inefficiency problem with a Michelson interferometer. A basic Martin-Puplett type
interferometer is depicted in Fig. 7. The high efficiency is achieved with the use of a polarizing wire-grid beamsplitter. A wire grid transmits the component of light having electric field perpendicular to the wires and reflects the orthogonal polarization. This description holds if the wavelength $\lambda$ is longer than the grid spacing $d$.

Figure 7: Martin-Puplett interferometer. $S$ – source, $D$ – detector, $M_1$ – stationary roofmirror, $M_2$ – movable roofmirror, BMS – beamsplitter, Pol$_1$ and Pol$_2$ – polarizers, PM$_1$ and PM$_2$ – parabolic mirrors. Polarizers Pol$_1$ and Pol$_2$ transmit light with the electric field vector in the vertical direction (out from the paper plane), while the polarization axis of the BMS is rotated around the beam propagation direction by $45^\circ$ from the vertical direction. Gray line shows the beampath before the BMS divides it into two beams - the red and the blue. The component of light that was parallel to the BMS wires is reflected (blue path) and the orthogonal polarization is transmitted through the BMS (red path). Polarization is rotated by $90^\circ$ by reflection from the roof mirror and the beam previously reflected goes through the BMS whereas the beam previously transmitted at the BMS now reflects from it.

Let’s examine a monochromatic beam traveling through the Martin-Puplett interferometer in more detail. The $\mathbf{E}$ vector for the light polarized by the linear polarizer Pol$_1$ is divided into two components by the beamsplitter

$$\mathbf{E}_i = a \hat{p} \cos \omega t = \frac{a}{\sqrt{2}} \hat{n} \cos \omega t + \frac{a}{\sqrt{2}} \hat{t} \cos \omega t,$$

where $\hat{p}$ is in the direction of the optical axes of two parallel polarizers Pol$_1$ and Pol$_2$ whereas the angle between $\hat{p}$ and $\hat{n}$ is $45^\circ$ and $\hat{p}$ and $\hat{t}$ is $-45^\circ$; $\hat{n}$ and $\hat{t}$ are orthogonal unit vectors. The roofs of the roof mirrors are parallel to polarization directions of polarizers, $\hat{p}$. The beam is reflected back by the roof mirrors which rotate the polarization angle by $90^\circ$ upon reflection. Now the beamsplitter acts as a reflector for the beam going through the beamsplitter and vice versa which allows the beam to recombine near
\[ E_j = a \cos(\omega t + \Delta_A) + b \sin(\omega t + \Delta_B), \]  

where \(\Delta_A\) and \(\Delta_B\) are the phase shifts for the beams A (blue) and B (red) in Fig. 7. Because the two beams have traveled different distances, the recombined beam will be elliptically polarized with the ellipticity and the direction of the major axis being determined by the phase differences of the two beams. The cycle-averaged intensity of the beam is \(^1\)

\[ \langle E \cdot E \rangle = \frac{1}{T} \int_0^T E \cdot E \, dt. \]  

For the beam \(\mathbf{E}_j\), the cycle-averaged intensity is independent of phase difference \(\Delta = \Delta_A - \Delta_B\), \(\langle \mathbf{E}_j \cdot \mathbf{E}_j \rangle = I_0\), where \(I_0 = a^2/2\) is the intensity after \(\text{Pol}_1\) and \(\langle \cos^2(\omega t + \Delta) \rangle = 1/2\) was used. To create the phase-difference dependent intensity a second polarizer \(\text{Pol}_2\) is placed at the output of the Martin-Puplett interferometer.

Light, after going through the output polarizer \(\text{Pol}_2\), is now

\[ E_p = \mathbf{E}_j \cdot \hat{p} = \frac{a}{2} \left[ \cos(\omega t + \Delta_A) + \cos(\omega t + \Delta_B) \right] = a \cos(\omega t + \Delta) \cos \frac{\Delta}{2}, \]  

where \(\Delta = \frac{\Delta_A + \Delta_B}{2}\). The intensity of the beam after \(\text{Pol}_2\) is

\[ I_p = \langle E_p^2 \rangle = \frac{a^2}{2} \cos^2 \frac{\Delta}{2} = \frac{a^2}{4} (1 + \cos \Delta) = \frac{I_0}{2} (1 + \cos \Delta). \]

The beamsplitter in Scientech SPS200 spectrometer is made of 0.4 \(\mu m\) thick and 2 \(\mu m\) wide aluminum grid with a 4 \(\mu m\) spacing on a 12 \(\mu m\) Mylar substrate.

### 2.2 TeslaFIR Experimental Setup

The main experimental setup for terahertz spectroscopy in Tallinn is TeslaFIR. It consists of a Martin-Puplett interferometer, a superconducting 17T magnet, a \(^4\)He cryostat and 0.3 K bolometers. The spectral range is from 100 GHz to 6 THz. Sample temperature can be controlled from 2 K up to 300 K. The system measures the intensity of transmitted or reflected radiation and does not measure the phase shift introduced by the sample. A simplified layout of the TeslaFIR is shown in Fig. 8.

Terahertz radiation is produced by a mercury arc lamp. The quartz envelope of the lamp is transparent below 3 THz to the radiation emitted by the arc plasma \([78]\). This EM radiation goes through a Martin-Puplett type interferometer and the resulting beam is focused into the 16 mm diameter light pipe leading to the cryostat. Most of the visible and UV radiation is filtered out with a black polyethylene film before entering the cryostat. Stepper-motor controlled polarizer is positioned just before the sample. There are several different probes with different sample orientations and functions. In the Faraday configuration, light propagates parallel to the magnetic field; in the Voigt configuration, it propagates perpendicular to the magnetic field (Fig. 9). The most straightforward one is the Faraday probe where up to six samples can be positioned. This work focuses on two Voigt probes (see section 2.3) where the beam is reflected perpendicular to the magnetic field before going through the sample and then reflected towards the bolometer. Both Voigt probes accept one sample at a time.

\(^1\)For the complex representation of the electromagnetic field \(E(r, t) = E(r) \exp(-i\omega t)\) the cycle-averaged intensity is \([77, p. 6]\) \(\langle R(E) \cdot R(E^*) \rangle = \frac{1}{2} R(E \cdot E^*). \) \(R(E)\) is the real part of \(E.\)
The detection side, that is, the light path after the sample, including the detector, is insensitive to the polarization of light. After the sample, the beam goes through a filter wheel (see section 2.4.) with 8 positions. The filter wheel is immersed in liquid Helium for better cooling, otherwise the filters would warm above liquid He temperature radiating as black body at this elevated temperature. Liquid helium would bubble in the beam path but this can be overcome by pumping down the helium (reducing the equilibrium pressure above the liquid) below 2.17 K to superfluid state where the boiling stops. The filter wheel contains low-pass multi-mesh filters with 0.3, 0.6, 2, 3 and 6 THz cutoffs and a scatter-absorbing Fluorogold [79] with a 1.2 THz cutoff. The filter wheel is described in more detail in Sec. 2.4. An additional fixed-position 6 THz cutoff multi-mesh filter lies on the sample chamber window. The THz light then travels inside the bolometer chamber, which houses two composite bolometers, each consisting of a Si chip mounted on a 5 mm diameter absorber disc made of sapphire and having an anti-reflection coating. The sensitivity of these bolometers operating at 0.3 K is $4.5 \times 10^7$ V/W, two orders of magnitude greater than that of a 4.2 K bolometer. The bolometers are positioned about 29 cm below the field center of a 17 T solenoid, where the magnetic field has only a moderate effect on the bolometers. The electrical signals from the bolometers are amplified by a preamplifier and then digitized by an ADC board. For the absorption measurements one bolometer is used at a time.
2.3 Voigt Probes

In Voigt geometry, the applied magnetic field $\mathbf{B}$ is perpendicular to the beam wavevector $\mathbf{k}$ as shown in Fig. 9(b). This is an additional method to Faraday geometry where the beam is traveling along the magnetic field direction, Fig. 9(a). Specifically, in the Voigt geometry there are two polarizations, $\mathbf{B}_o \parallel \mathbf{B}$ and $\mathbf{E}_o \parallel \mathbf{B}$, which are not possible in the Faraday geometry. Combining these two methods allows us to determine all the selection rules for light absorption for the crystals in magnetic field. Two different Voigt probes were designed and constructed as part of this work.

![Figure 9: a) Faraday and b) Voigt geometry layouts. Gray is the magnet coil, s is sample in the center of the magnet, B is the magnetic field in the center of the magnet which can also be in the opposite direction, and k is the beam traveling direction. In Faraday geometry the beam travels through the sample parallel to the magnetic field, k $\parallel$ B. In Voigt geometry the beam is traveling perpendicular to the applied field, k $\perp$ B, which for a solenoid is accomplished with two mirrors.](image)

2.3.1 Rotating Voigt Probe

The Voigt probe used already before this thesis author’s joining the research group at NICPB is called static Voigt probe. In the static Voigt probe the sample is fixed in place for the duration of an experiment. This means two Voigt experiments are needed, $\mathbf{a} \parallel \mathbf{B}$ and $\mathbf{b} \parallel \mathbf{B}$ per one $ab$ face sample, costing time and resources. What is more, the sample axis needed to be aligned precisely relative to the magnetic field while assembling the experiment. Therefore another probe, rotating Voigt probe, was designed and constructed (Fig. 10) where the sample is rotated in the cryostat about the light wavevector after the probe has been closed and cooled down. This design allows to choose any angle between the magnetic field and the crystal axis in the plane perpendicular to the light wavevector and also use the magnetic field dependence of spectra to make precise sample alignment relative to $\mathbf{B}$.

On the probe’s vertical axis is a shaft connected to the stepper motor at room temperature. On the other end of this shaft is a set of beveled gears turning the rotation axis 90° to be perpendicular to the magnetic field. The bigger gear has a large opening in the center allowing a bearing and lightpipe to be fitted. Sample disk holder is attached to this gear in the center of the magnetic field. Because there are no wires attached to the rotating parts the unlimited rotation of the sample disk holder is possible.
Three slip rings are attached to the body of the probe for finding the exact position of the sample disk holder. One slip ring acts as the ground connection between the body and sample disk holder and is always in electrical contact. The other two slip rings, one at a time, are disconnected when a narrow strip of cigarette paper glued on the outer surface of the sample disk holder electrically isolates one of them. These slip rings act as positive and negative end limit switches. An exact sample disk orientation is known when it triggers negative end limit switch and all following rotations are done relative to that position.

Attached to the back of the main body are a thermometer and a heater to control the sample temperature. The heater is made of a supporting copper post onto which a resistance wire is wound with a total resistivity of 60 $\Omega$. Maximum of 50 W of heat can be produced by applying current to the heater. The sample is not that well connected thermally to the heater and thermometer whereas the rest of the probe is. Heater heats up the whole probe and above 10 K the signal is lost because of the thermal radiation overloading the bolometer. Therefore, the heater on the rotating Voigt probe is used only for keeping the sample temperature between 2.5 K to around 7 K.

The main body of the probe was a complex manufacturing job and was outsourced. Aluminum beveled gears and stainless steel bearings were a commercial product. The rest was manufactured in house. All the materials are non-magnetic. The body of the probe and the holder for the larger gear are made from brass whereas the sample disk holder is made out of copper for it’s higher heat conductivity. Mirrors for reflecting the beam are cut from a brass sheet and glued to the probe body and to the mirror holder.
The rotating Voigt probe was designed and built specifically for the experiment described in section 4.1 but it has been the most used Voigt probe since then. A different sample disk holder was later designed, which holds a thermometer and a heater. Although the rotation of the sample holder is limited to around \(\pm 60^\circ\) because of the wires attached to it, the temperature of the sample is controlled in much broader range and with higher accuracy.

### 2.3.2 High-Temperature High-Voltage Voigt Probe

A probe was designed and built for high-temperature (up to 100 K) and high voltage (up to 1500 V) measurements in the Voigt geometry (Fig. 11). The copper sample disk holder (shown in blue) has grooves along the circumference which are filled with nylon line for isolating the sample from the rest of the probe thermally and electrically. One larger groove is filled with resistance wire with resistance of 60 \(\Omega\) which acts as a heater coil. A Cernox thermometer is mounted near the sample for accurate temperature measurements. The sample disk holder is held in place with nylon screws.

![Figure 11: High-temperature high-voltage Voigt probe exploded layout. Fasteners have been omitted for clarity.](image)

To apply high voltage gold wire leads are glued with silver paste to two opposing sides of the sample crystal (see Fig. 13). The gold wires are wrapped in insulating teflon tape and guided to the outside of the probe where a connection with copper wiring is made by pressing the gold wires into indium and soldering the copper wires. For usual sample sizes the electric field can be up to \(5 \cdot 10^5\) V-m.

The body of the probe (shown in gold) and mirrors (shown in red) are made of brass for low thermal conductivity. Mirrors are fixed to the body of the probe and reflect the light from parallel the magnetic field to perpendicular (\(M_1\)) before the sample and back to parallel the magnetic field again after the sample (\(M_2\)). This probe was used for high voltage LiCoPO\(_4\) measurements as described in section 4.3.
Figure 12: High-temperature high-voltage Voigt probe cutaway side view showing the beam path through the probe.

Figure 13: LiCoPO$_4$ sample with gold wires attached for a high voltage experiment. The sample is electrically isolated from the $\varnothing$ 10 mm sample disk by a Mylar film. Gold wires are glued to the sides of the sample with a silver conductive paste and additionally glued with a non-conductive GE varnish to the Mylar film. The wires leaving the sample are wrapped in teflon tape for insulation.
2.4 Filter Wheel

A new rotatable filter wheel was designed and constructed as can be seen in Fig. 14. The previous filter wheel was lacking in reproducibility and reliability. The new design is based on three interlocking gears with the filters mounted on the last largest gear. The gears are rotated by a rod connecting the first smallest gear and a stepper motor outside the cryostat. A limit switch was added to find the precise position of the wheel after starting the stepper motor controller.

![Figure 14: Exploded view of the filter wheel housing on the left without fasteners for clarity. Picture of the completed filter wheel housing without the top plate on the right.](image)

Filter wheel gears, bottom, top and sides were laser cut from 2 mm non-magnetic L63 grade brass sheet. All openings were drilled over in the machine shop to get correct sizes and some openings were then threaded with a tap. Five identical pieces for the sides were pressed together with the bottom using dowel pins to form a solid body. Gears are held in the correct position by a copper shaft with a sliding bearing made out of polyether ether ketone (PEEK) with a 30% glass fiber filling. PEEK was selected for bearings because it’s mechanical properties will not degrade with cooling and because it’s thermal expansion parameter is similar to the surrounding brass. Ball bearings could not be used because they are susceptible to freezing inside the cryostat if they have any air inside while cooling.

Multi-mesh low pass filters from QMC were installed in addition to previously used Fluorogold and Kodak filters. All the used filters are described in Tab. 1 and the bolometer signal with the most used filters are shown in Fig. 15. QMC multi-mesh filters are layers of fine copper meshes pressed on dielectric spacers. These filters provide high in-band transmission efficiency and excellent out-of-band rejection [80]. Additionally, these filters cycle reliably between ambient and cryogenic temperatures for use inside the cryostat. Fluorogold is a glass-filled teflon, widely used as a low pass filter in the far IR region [79]. Kodak filter is made of layers of polyethylene pressed between pieces of Kodak 35 mm
Figure 15: Bolometer signal of a 3 mm empty hole at 10 K measured with different filters. Spectra needs to be measured with several filters and combined later if the whole spectral range is needed.

Table 1: Filters and their low pass frequencies used in the filter wheel. Positions #1, #2 and #3 consist of two stacked filters.

<table>
<thead>
<tr>
<th>Position</th>
<th>Filter</th>
<th>Low pass frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>cm$^{-1}$</td>
</tr>
<tr>
<td>#1</td>
<td>Fluorogold + Kodak</td>
<td>40</td>
</tr>
<tr>
<td>#2</td>
<td>QMC 10 + 20 cm$^{-1}$</td>
<td>10</td>
</tr>
<tr>
<td>#3</td>
<td>QMC 20 + 30 cm$^{-1}$</td>
<td>20</td>
</tr>
<tr>
<td>#4</td>
<td>QMC 67 cm$^{-1}$</td>
<td>67</td>
</tr>
<tr>
<td>#5</td>
<td>QMC 200 cm$^{-1}$</td>
<td>200</td>
</tr>
<tr>
<td>#6</td>
<td>Kodak $\varnothing$ 4 mm</td>
<td>200</td>
</tr>
<tr>
<td>#7</td>
<td>QMC 100 cm$^{-1}$</td>
<td>100</td>
</tr>
<tr>
<td>#8</td>
<td>Fluorogold</td>
<td>40</td>
</tr>
</tbody>
</table>

2.5 Thermometry

The previously described probes need cryogenic thermometers for measuring the sample temperature during the experiments at low temperatures in high magnetic field. Cernox CX-1010-SD-HT thin film resistance temperature sensors were selected because of their small size, temperature range and low magneto-resistance. The calibrated sensor costs more than three times the price of an uncalibrated one. Therefore, one calibrated sensor and several uncalibrated sensors were ordered and a Cernox calibration probe was designed and built (Fig. 16).

Probe was designed to be inserted into a LHe transport Dewar with 18 mm clear access.
from the top. The design is centered on a stainless steel tube with an outside diameter of 18 mm acting as the main body of the probe. The top part is a brass housing for connectors to Lakeshore thermometer controllers and a Leybold flange for connecting the LHe pumping line to a turbo pump. The copper bottom part holds the connectors for thermometer wiring, thermometers and a stainless steel cover for mechanical protection.

Up to 8 temperature sensors can be mounted on the copper bottom part what ensures the thermometers are at the same temperature. The thermometer contacts were glued with varnish on the copper part to ensure additional thermal anchoring. The probe is cooled down to 1.5 K by pumping on LHe and then slowly warmed to room temperature. After that the probe is dismantled and the copper part holding the sensors and the protecting cover is put on a heat plate to warm the sensors up to 400 K. A calibration curve can then be calculated for all the sensors as the temperature of one of the sensors is accurately known.

Fitting procedure for the calibration curve was as following. Uncalibrated sensor resistance dependence on measured temperature was fitted with a third degree polynomial. Datapoints being further than 5% from the fitted polynomial were regarded as outliers and removed from further analysis (less than 0.5% of datapoints were removed). The cleaned dataset was fitted with a 10th degree polynomial that was used as a calibration curve for the uncalibrated sensor. These thermometers have found their place in several probes, including but not limited to rotating Voigt probe and high-temperature high-voltage Voigt probe.

Figure 16: Temperature sensor calibration probe assembly drawing. Temperature sensors are the small golden pieces on the copper mounting part. Length of the probe has been reduced for easier viewing. The middle stainless steel 18 mm pipe is 1300 mm long for the probe to reach the bottom of LHe Dewar.
2.6 Resistive Bitter Magnet Measurement System in Nijmegen

Measurements in magnetic fields between 17 T and 33 T were conducted in High Field Magnet Laboratory (HFML) in Nijmegen, Netherlands using a Michelson type interferometer Bruker IFS113V and resistive magnet in cell 3 (Fig. 17). A quasi-optical telescope was used to transport the radiation from the spectrometer down to the sample probe. A 1.6 K bolometer inside the probe was used as a detector. Spectral range of the system is from 12 cm to 700 cm. Magnetic fields up to 33 T were provided by a Bitter magnet with a bore size of 32 mm. 18 MW of power is consumed for the maximum field of 33 T and 150 l/s of water is pumped through the magnet for cooling independent on the magnetic field. Noteworthy is that the cooling system alone consumes more than 15 MW of power.

Figure 17: Nijmegen Cell 3 Bitter magnet setup. Bitter magnet housing is the wide upright cylinder in the center of the picture. Horizontal cooling water pipes are connected to both sides of the magnet housing. Liquid helium bath of the cryostat is visible above the magnet housing. Power cables are the black vertical cables on the back wall and the gray oversized lightpipe is to the right of the power cables.
3 Data Analysis

At the heart of any Fourier transform IR spectrometer is an interferometer (see section 2.1), which outputs an interferogram which can be seen in Fig. 18.a. It should be pointed out, that the Fourier transform of a single interferogram would yield a single beam spectrum, which is a plot of arbitrary infrared intensity versus wavenumber, encompassing the effects of the sample, measurement system and the light source. Therefore, there are several steps between the measurement of the interferogram and the final sample absorbance (or transmission) spectrum. This chapter gives a brief overview on what needs to be done to get this sample spectrum.

The measured interferogram is in space-domain. Fast Fourier transform (FFT) is used to turn this raw data into an actual spectrum (Fig. 18.b), which is still the spectrum of the whole measurement system. Usually we are not interested in the whole measuring system spectrum and only want to see the effects of magnetic field or temperature or some other parameter on the sample. In that case, we can divide the measured spectrum with a reference spectrum which can be the same measurement, except done at a different magnetic field or temperature or some other parameter - this is called a transmittance (Fig. 19.a):

\[ t = \frac{I(B, T)}{I(B_{\text{ref}}, T_{\text{ref}})}, \]

where \( t \) is transmission coefficient and \( I \) is transmitted THz light intensity as measured by the bolometer. Transmission is just the ratio between the measured intensity and some reference measurement. One can also calculate the differential absorbance (Fig. 19.b) as:

\[ \alpha = -\frac{1}{d} \ln \frac{I(B, T)}{I(B_{\text{ref}}, T_{\text{ref}})}, \]

where \( \alpha \) is absorption coefficient and \( d \) is sample thickness. If one is interested in the actual sample spectrum, then one needs to measure the spectrum of an empty hole (instrument response function) in addition to the sample spectrum. Then the sample spectrum can be calculated with Eqs. (37) and (38) with the instrument response function as a
reference. One could compare the absolute spectra measured at some different parameter, e.g. magnetic field (Fig. 20) or temperature. This is not usually done because the difference in the signal between two measurements has to be relatively strong to be easily distinguishable.

![Figure 19](image1.png)

*Figure 19: Relative (a) transmittance and (b) absorbance spectra as a ratio of $15\,T$ and $0\,T$ measurements. In case of transmittance, the reference spectrum peaks are pointing upwards and in case of absorbance, the reference spectrum peaks are pointing downwards.*

![Figure 20](image2.png)

*Figure 20: Spectra measured at $0\,T$, $7\,T$ and $15\,T$ with other parameters being the same. One can see a strong absorption around $30$ wavenumbers in the $15\,T$ spectrum compared to the $0\,T$ and $7\,T$ spectrum. Most of the time the difference is much harder to distinguish.*

Our group is mostly using the differential absorbance, so we will focus on it from now on. Differential absorbance spectrum as calculated using Eq. (38) has components from both the chosen spectrum (peaks pointing up) and the reference (peaks pointing down) as can be seen in Fig. 19.b. The downward facing peaks can be removed by subtracting a baseline. We have three methods in use for calculating that baseline: minimum values, median of negative values or median of all values. All of these need several measured spectra to be effective. For minimum values, baseline consists of minimum values for
each specific wavenumber from all of the spectra. Median of negative values method calculates the median of the negative values for each wavenumber whereas median of all values calculates the median of all the values for each wavenumber to get the reference spectrum. For the Sr$_2$CoSi$_2$O$_7$ measurement, minimum of all values gave the best baseline which is shown in Fig. 21. This calculated baseline is the calculated spectra for the reference measurement.

Figure 21: Resulting calculated absorbance a) spectra at 0 T and 15 T and b) stacked spectra from 0 T up to 15 T. Spectra measured at each magnetic field are shifted by a constant baseline relative to the magnetic field size.

Magnetic field affects the response function of the bolometer. If not taken into account, the resulting field ratios have a tilted baseline. To remove this effect, a linear fit of the spectrum is subtracted from it. Everything described in this section is done using RatioCalc software developed with LabVIEW in the group before the author of this thesis joined it. The spectra are saved from RatioCalc with all these corrections already applied. Further data processing is usually done using Python software described in section 3.2.

3.1 Fitting Software FitPeaks

A software with a graphical interface was developed as part of this thesis for fitting multiple peaks in several spectra. The software is written in Python with the help of different libraries, most notably NumPy [81] for fast numeric computation, Matplotlib [82] for the plotting and PyQT5 for the graphical user interface. The purpose of the software is to fit not too complex peaks in several spectra very quickly.

Starting the application opens the file selection box (Fig. 22) where desired spectra files can be selected or dragged into the window. The software tries to find the parameter differentiating the files and that value is shown in the parameter column. User can change the decimal separator and delimiter symbols used in the file names. Our lab convention is to use the unit of the parameter as the decimal separator and separate different parameters by an underscore as seen in Fig. 22. Pressing ‘FIT’ button opens the fitting window.

The fitting window (Fig. 23) consists of the plot showing spectra and peaks in the middle, buttons for navigating the plot on the top, buttons and sliders allowing to configure the fitting procedure on the bottom. The first step (but not required) is usually selecting the x axis limits. This changes the plot start and end positions for the x axis, which are also used as the limits for the fitting function. This is needed as the start and end of the spectra are usually very noisy due to low signal. Preliminary peak positions are found by
pressing ‘Find peaks’ button. The user can now add or remove peaks with the left or right button of the mouse, respectively or use the ‘threshold’ and ‘minimum distance’ sliders for fine-tuning the automatic peak finding. ‘Add peak’ button on the top toolbar activates more controlled peak adding method – by clicking on the desired peak position and dragging in the horizontal and vertical axis allows the user to define the initial width and height of the Gaussian as the initial values for the fit function. Number of peaks to be fitted per spectra is not limited. If needed, the baseline can be subtracted using the Asymmetric Least Squares (ALS) smoothing [83]. Pressing ‘Fit peaks’ starts the fitting procedure with the spectra and the preliminary peak positions as the input parameters. Trust Region Reflective algorithm [84] is used to fit the Gaussians to the spectra as it is optimized for a bound-constrained minimization problems. Peaks are fitted with the FWHM version of the Gaussian peak function:

\[
y = A \exp \left( -\frac{4 \ln(2)(x-x_c)^2}{w^2} \right),
\]

where \( A \) is the area, \( x_c \) is the center of the peak, \( w \) is the full width at half maximum (FWHM). These three values are the results of the fit and they can be visualized (Fig. 24) by pressing the ‘Show fit plot’ button. Other fitting functions than Gaussian are easy to implement if needed. ‘Save fit results’ exports the fit results in a CSV formatted file for further processing or analyzing.
Figure 23: FitPeaks fitting window. Red lines are stacked spectra, blue dots are starting peak positions for the input of the fitting function.

Figure 24: FitPeaks fit results visualized. Size of the rings corresponds to the area of the peak, red lines are the peak center error bars. Color of the bubbles is arbitrary. This figure gives a good overview how the excitations change their position and line area.
3.2 BdepTools - Python Library for Preparing Figures for Publishing

Until recently, figures of the measured data for publishing in scientific journals were done in a commercial software Origin Pro. The issue with this kind of software is that the final figure made in Origin Pro is only loosely coupled to the spectra files calculate with the RatioCalc. For example, if spectra are recalculated, then sometimes the figures have to be prepared again from start. Additionally, similar figures formats are needed very often. A Python library called BdepTools was developed to solve this problem. Running the BdepTools library on a new set of spectra gives a nice figure reasonably quickly saving a lot of time. The plotting part is done mostly automatically, the user just has to insert the measurement data (e.g. sample name and magnetic field and polarization directions). When doing all the calculations on the spectra and producing the final publishable figure in one Python code, then changes in any of the steps are recorded in the Pyhton code. The code is stored along with the figure.

Existing libraries were used to speed up the development time. Most notably, NumPy [81] library was used for fast numeric computation on array objects and Matplotlib [82] was used for producing the publication quality figures. Unit tests are included to reduce the chance of introducing errors in the codebase. The library is designed to be flexible, allowing to do different figures. Most commonly used cases are the stacked spectra and intensity map plots. For example, Fig. 30 was done with the BdepTools library. There were a number of revisions until the figure was published and the BdepTools library saved countless hours of mundane work. Almost all the figures showing spectra, made by our research group in the last few years, have been done using this library.
4 Results and Discussion

4.1 CaBaCo$_4$O$_7$

The pyroelectric ferrimagnet CaBaCo$_4$O$_7$ is a type-I multiferroic compound with the largest magnetic-order induced ferroelectric polarization ($\Delta P = 17$ mC/m$^2$) reported, so far [85]. CaBaCo$_4$O$_7$ belongs to a *swedenborgite* family [86] having members with multiferroic phases close to room temperature [87]. CaBaCo$_4$O$_7$ and CaBaFe$_4$O$_7$ are the only members of the *swedenborgite* family with long-range magnetic order allowing the investigation of the dynamic magnetoelectric effect through spin-wave excitations. At room temperature CaBaCo$_4$O$_7$ has an orthorhombic, noncentrosymmetric crystal structure with a Pbn$_2$$_1$ space group with alternating triangular and Kagome layers along c. These sublattices with the strong antiferromagnetic exchange coupling between the cobalt ions are textbook examples of geometrical frustrated systems. In CaBaCo$_4$O$_7$ an orthorhombic distortion releases the frustration, and a ferrimagnetic order develops below $T_C = 70$ K [88, 89]. The magnetic state of CaBaCo$_4$O$_7$ can be described as a triangular array of ferrimagnetically aligned bitetrahedral c-axis chains with a net moment along b, Fig. 25. Competing interactions within each chain produce a noncollinear spin state. The strong electric polarization of CaBaCo$_4$O$_7$ below $T_C$ is induced by the exchange striction mechanism – displacement of oxygen atoms surrounding the bonds that couple those chains [62].

![CaBaCo$_4$O$_7$ crystal structure](image)

*Figure 25: CaBaCo$_4$O$_7$ crystal structure where the CoO$_4$ tetrahedra are three-dimensionally interconnected and form a geometrically frustrated network. Each unit cell contains 16 Co ions on two Kagome and two triangular layers.*

Optical measurements were performed in our lab in NICPB previously [90] in both Faraday and Voigt geometry showing the magnetic resonances and their selection rules in CaBaCo$_4$O$_7$. Single crystals were characterized at room temperature with XRD and polarized optical microscopy which revealed that orthorhombic twinning occurs in the sample on a microscopic scale. Voigt geometry results for one polarization are shown in Fig. 26. The lowest-energy mode at 36 cm$^{-1}$ (1.07 THz) is a mixed magnetic and electric dipole resonance and splits asymmetrically, almost linearly with increasing field with slopes of $\sim$0.45 cm$^{-1}$/T and $\sim$0.96 cm$^{-1}$/T, respectively. The higher energy mode at 47 cm$^{-1}$ (1.41 THz) can be excited only by the electric-field component of the light and is shifted in proportion to the field with $\sim$0.46 cm$^{-1}$/T ratio. The hypothesis is that the two lines starting from 36 cm$^{-1}$ are from two different domains. If they are from two different domains
Figure 26: Magnetic field dependence of absorption spectra of CaBaCo$_4$O$_7$ at 4 K. Dashed lines show the evolution of the resonance frequencies in field. The vertical offset of spectra is proportional to the magnetic field. Lower frequency absorption at 36 cm$^{-1}$ (1.07 THz) splits in magnetic field whereas the higher energy mode at 47 cm$^{-1}$ (1.41 THz) is not split. Figure reproduced from [90].

they should change their position when magnetic field changes its direction within the $ab$ plane. Verifying this was the aim of this work.

The THz spectra of the same CaBaCo$_4$O$_7$ sample as described previously were measured with TeslaFIR measuring system using the rotating Voigt probe (see section 2.3.1). In addition to general magnetic field dependence measurements, the sample was rotated $10^\circ$ between each measurement in fixed 15 T magnetic field – the sample was rotated about $c=[0,0,1]$ while the magnetic field was fixed in the laboratory reference frame. Median of all the negative absorption values of the resulting spectra were used as a baseline and added to all the spectra. The resulting plot is seen in Fig. 27. Points of interest are the peaks between 33 and 50 cm$^{-1}$ that change its position for different sample rotations. The locations of these peaks were fitted and the resulting peak positions can be seen in Fig. 28. The threelfold splitting of the spin-wave frequencies shows that the sample is hexagonally twinned with a common $c=z=[0,0,1]$ axis. Each of the three hexagonal domains contributes one branch with a period of $\pi$. Together with additional measurement techniques it was revealed that the complex spin order in the domains can be characterized as a triangular array of bi-tetrahedral c-axis chains that are ferrimagnetically coupled to each other in the $ab$ plane.

Previous magnetization measurements on CaBaCo$_4$O$_7$ [88, 89, 91–93] are rather scattered, probably due to excess or deficient oxygen [94]. Therefore, new magnetization measurements were performed at 4 K, results can be seen in Ref. 1 Fig. 3. All three magnetizations in $a$, $b$ and $c$ directions increase monotonically at least up to 32 T magnetic field. In domain I, $a$ lies along the laboratory direction $x=[1,0,0]$ and $b$ lies along $y=[0,1,0]$, in domain II, $a=[-1/2,\sqrt{3}/2,0]$ and $b=[-\sqrt{3}/2,-1/2,0]$, and in domain III, $a=[-1/2,-\sqrt{3}/2,0]$ and $b=[\sqrt{3}/2,-1/2,0]$. If $p_i$ are the domain populations, then the magnetizations $M_x$ and $M_y$ measured with fields along $x$ and $y$ only depend on $p_1$ and $p_2+p_3=1-p_1$. Of course, $M_z$
measured with field along $z$ is independent of $p_i$.

The optical absorption of any mode in domain $l$ is proportional to $p_l$. So at nonzero field, the lower frequency absorption is proportional to $p_2 + p_3$ whereas the higher frequency absorption is proportional to $p_1$. At zero field, all domains have the same mode spectrum so that both the lower and higher energy mode absorptions are proportional to $p_1 + p_2 + p_3 = 1$. Comparison between the theoretical and experimental results suggests that roughly 20% of the sample is in domain I with the $a$ axis along [1,0,0] and that 80% of the sample is in one of the two other domains. Different domain populations or even orthorhombic twinning in other samples may explain the discrepancies between the reported magnetization measurements.

From the optical measurements and magnetization data R. Fishman produced a spin model theory as well as fitted exchange and anisotropy parameters. Further analysis of the spin model can be found in Ref. 1 on p. 72.

Figure 27: Spectra as a function of angle between the magnetic field direction and crystal [010] axis at 2.5 K. Polarizer was fixed in the lab frame at $E_{\omega} || B$. Sharp lines between 40 and 42 cm$^{-1}$ are noise because of a saturated absorption due to a strong phonon.
Figure 28: CaBaCo$_4$O$_7$ line positions as a function of angle between $\mathbf{B}=15$ T and crystal [100] axis at 2.5 K. Each hexagonal domain contributes one branch (shown using different symbols) with a period of $\pi$. Cusps in the mode frequencies for each domain are caused by flipping the $b$ component of the magnetization.

4.2 Sr$_2$CoSi$_2$O$_7$

Melilite Sr$_2$CoSi$_2$O$_7$ is a type-II multiferroic with an åkermanite structure and P42$_1$m space group. Schematic crystal structure is shown in Fig. 29. Co$^{2+}$ spins $S=3/2$ have an easy plane anisotropy in the (001) plane with a hard axis in the c direction. Sr$_2$CoSi$_2$O$_7$ crystals develop staggered easy-plane antiferromagnetic order below the Néel temperature $T_N=7$ K [71]. The crystal structure of melilites lacks the inversion symmetry. Applying magnetic field, the time-reversal symmetry will be broken in the paramagnetic phase and the necessary conditions for NDD are then fulfilled. Akaki et al. [39, 69] demonstrated that the static ME effect persists in the paramagnetic regime, see Fig. 3, where the field-induced polarization scales with the square of the magnetization. Since the static ME susceptibility is related to NDD by the ME sum rule [45], we expect that NDD appears also in the paramagnetic phase of Sr$_2$CoSi$_2$O$_7$.

The Sr$_2$CoSi$_2$O$_7$ crystals were grown by a floating-zone method and characterized by V. Kocsis in RIKEN, Japan. SrCO$_3$, Co$_3$O$_4$ and de-hydrated SiO$_2$ were mixed in stoichiometric amount and sintered for 120 hours at 1200 °C in air with one intermediate re-grinding. The resulting product was pressed into a rod shape and re-sintered for 60 hours. The polycrystalline rod was melted into a single crystal ingot in a halogen-incandescent lamp floating zone apparatus. Samples cut from the ingot were disk-shaped with a diameter of 4 mm and thicknesses of d=0.2 and 0.5 mm in the [100] direction. The orientation of the crystallographic axes of the single crystal ingots was identified by means of X-ray back-reflection Laue technique.

THz absorption spectra were measured in NICPB in Tallinn (up to 17 T) using the TeslaFIR setup and in HFML in Nijmegen, Netherlands (up to 33 T) using far-infrared setup described in section 2.6. Magnetic field was applied in [100] direction which induces magnetization parallel the field. The point group in the paramagnetic state is then reduced to the magnetic point group 222 $'$ [95]. Measurements were performed in Faraday geometry, i.e. $\mathbf{k} \parallel \mathbf{B}$. The absorption spectra were determined for two polarizations of THz radiation,
Figure 29: Schematic crystal structure of Sr$_2$CoSi$_2$O$_7$ along (a) c axis and (b) b axis. CoO$_4$ and SiO$_4$ tetrahedra are connected at their corners forming two-dimensional layers stacked along c axis with Sr atoms between the layers. The two inequivalent CoO$_4$ tetrahedra are located at (0, 0, 0) and (0.5, 0.5, 0.5) and connected by a SiO$_4$ tetrahedron.

\[ E_{\omega} \parallel [010] \text{ and } E_{\omega} \parallel [001] \]. In this chiral symmetry state of the crystal our experiments show that the spectra measured in positive and negative fields are markedly different as can be seen in Fig. 30. The DD was detected by changing the direction of the magnetic field from +B to −B, i.e., from \( B \uparrow\uparrow k \) to \( B \uparrow\downarrow k \). Due to the twofold rotation symmetry about the \([001]\) axis, the reversal of \( B \) is equivalent to the reversal of \( k \) [8].

Temperature dependence of absorption spectra in magnetic fields ±14 T in two polarizations is shown in Fig 30. Below 7 K, in the magnetically ordered phase, the spectrum is dominated by three resonances at 18, 28, and 32 cm$^{-1}$. Since the resonance frequencies of the spin-wave modes are located at almost the same position in Sr$_2$CoSi$_2$O$_7$ and Ba$_2$CoGe$_2$O$_7$ [41], and the magnetic field dependence of \( M \) and \( P \) is also similar in the two compounds [39, 68], we use the same assignment of spin waves as for Ba$_2$CoGe$_2$O$_7$ [96]. The 18 cm$^{-1}$ mode is the Goldstone mode of the easy-plane antiferromagnet gapped by the in-plane magnetic field whereas the latter two resonances correspond to the spin-stretching modes. When the field is parallel or antiparallel to the light propagation direction, the spectra are markedly different. The absorption difference is due to the MChD [41, 95].

As the temperature increases, the spin-stretching modes at 28 and 32 cm$^{-1}$ merge and eventually disappear above 30 K. However, the lowest-energy mode, the Goldstone mode in the ordered phase, is visible even at 100 K. The MChD has pronounced polarization dependence in the paramagnetic phase. A strong MChD is observed for all resonances in polarization \( E_{\omega} \parallel [010] \) – the absorption coefficient is nearly zero for positive fields whereas finite absorption is detected for negative fields. In the orthogonal polarization \( E_{\omega} \parallel [001] \), the lowest-energy resonance has weak MChD and changes sign between 10 and 15 K.

Additionally, magnetic field dependencies at 10 K and 30 K were measured in magnetic fields up to 16 T and 30 T, respectively (see Ref. II on p. 82). At 30 K the average intensity of the single resonance line \( (\alpha^+ + \alpha^-)/2 \) is nearly the same for both polarizations and it grows gradually as the field is increased. For polarization \( E_{\omega} \parallel [010] \) a strong NDD is observed while only a small absorption difference is detected in \( E_{\omega} \parallel [001] \).

We have shown that Sr$_2$CoSi$_2$O$_7$ exhibits NDD even at 100 K, way above it’s magnetic ordering temperature. Furthermore, the experimental data goes well with the exact diagonalization of a four-spin cluster. Further analysis and figures about this work can be found in Ref. II on p. 82.
Figure 30: Temperature dependence of (a), (b) measured THz absorption spectra and (c)-(f) calculated susceptibilities of Sr$_2$CoSi$_2$O$_7$ at ±14 T. Applied magnetic field was B $\uparrow\uparrow k$ $[100]$ for the red line and B $\uparrow\downarrow k$ for the blue line. Spectra measured at different temperatures are shifted by a constant baseline. (c), (d) are imaginary parts of magnetic susceptibility $\Im\chi_{mm}(\omega)$ and (e), (f) are imaginary part of time-reversal odd ME susceptibility $\Im\chi_{me}(\omega)$ (Eq. 16) plots. Red and blue colors corresponds to the sign of susceptibility, positive or negative, respectively. The saturation of the color corresponds to the magnitude of the corresponding susceptibility matrix elements. The susceptibilities were calculated by the exact diagonalization of a four-site cluster. Figure reproduced from Ref. II.

4.3 LiCoPO$_4$

The lithium orthophosphate family (space group $Pnma$), LiMPO$_4$ ($M = Co, Ni, Mn, Fe$), is in many ways an excellent model system for studying the ME effect. All family members exhibit the ME effect in their low-temperature and low-field ground state. Here we will focus on LiCoPO$_4$, which has by far the strongest ME effect in the lithium orthophosphate family [97].

There are four formula units per unit cell [98], Fig. 31. While a local electric polarization is allowed at each Co site due to its low site symmetry, the total polarization of the unit cell vanishes [10]. Below the Néel temperature ($T_N = 21.8$ K) the S=3/2 spins of Co$^{2+}$ ions form a collinear magnetic order while preserving the unit cell [99]. Therefore, the magnetic structure can be described as four magnetic sublattices. The magnetic Co-O-Co superexchange interactions couple the spins within (100) planes while only the long range interactions such as the Co-O-P-O-Co provide the inter-layer coupling [98]. Since the AFM state simultaneously breaks the spatial inversion and time reversal symmetries, the material exhibits a linear ME effect with finite ME susceptibility [97].

Two possible AFM domains of LiCoPO$_4$, labeled $\alpha$ and $\beta$ (Fig. 31) are characterized by ME couplings of opposite signs [97, 100]. These domains can be transformed into each other by either the spatial inversion or the time reversal. By simultaneously applying crossed $E$ electric and $B$ magnetic fields in the $xy$ plane during the cooling process through...
Figure 31: (a) Unit cell of LiCoPO$_4$ viewed from the $z$ axis, Li and P sites are omitted for clarity. There are four Co sites (a-d) in the unit cell surrounded by O octahedra. (b) The four combinations of the poling fields are presented in four colors. (c) The two AFM domains in LiCoPO$_4$. Magnetic sublattices (green and olive arrows) are interchanged in the AFM domains $\alpha$ and $\beta$ whereas the AFE polarization pattern (brown arrows) is the same. (c) Domains $\alpha$ and $\beta$ can be selected by the poling fields (red and blue). Figure reproduced from [10].

$T_N$ a single domain state, $\alpha$ or $\beta$, is established in the whole sample [10]. At low temperatures that state is preserved even after the removal of these poling fields. The other ME domain can be selected by the reversal of one of the poling fields. When light propagates in the crystal, the oscillating magnetizations in both the $\alpha$ and $\beta$ domains fluctuate in phase with $B_\omega$ whereas the magnetically induced polarizations oscillate in antiphase with respect to each other. Therefore, the index of refraction for light traveling along the $z$ axis is different for the $\alpha$ and $\beta$ domains [101]. The directional dichroism along $z$ must then also have opposite signs for these two domains as the reversal of the light propagation direction is equivalent to the exchange of the ME domains. In materials with an antisymmetric ME effect ($\chi_{xy} = -\chi_{yx}$) the differences in the refractive indices of the two AFM domains are the same for the two orthogonal light polarizations. Alternatively, if the susceptibility tensor is symmetric ($\chi_{xy} = \chi_{yx}$) then the differences in the refractive indices of the two domains changes sign upon the rotation of light polarization by 90°.

The LiCoPO$_4$ crystals were grown by a floating-zone method by V. Kocsis in RIKEN [10].
For information concerning the crystal growth, space group and symmetry of the sample crystal see SM of Ref. [10]. Optical absorption spectra (Fig. 32) were measured in NICPB using the high-temperature high-voltage Voigt probe described in section 2.3.2. At high temperature (30 K) crossed $E$ and $B$ poling fields were applied to the sample along the $y$ and $x$ axis, respectively, followed by cooling the sample through $T_N$ to form a single ME domain state. After this ME poling procedure, the poling fields were switched off. Instead of exchanging the light source and the detector, which would correspond to the reversal of the light propagation direction, experiments with different magnetoelectric poling conditions were compared. The directional optical anisotropy was determined as the difference of the absorption spectra measured after poling the material with opposite signs of the $E \times B$ product. Measurements have been repeated for all four possible combinations of the crossed poling fields: $\pm E \times \pm B$ and $\mp E \times \pm B$. The relative absorption spectra were calculated by subtracting the reference spectrum measured at $T=30$ K in the paramagnetic phase. Therefore, the low-temperature spectral features are related to excitations emerging in the magnetically ordered state. The poling-field-dependent resonances are ME resonances since the ME response has opposite signs in the $\alpha$ and $\beta$ domains.

Fig. 32(e) - (h) show the absorption spectra of the magnetic excitations at $T=5$ K for four different poling configurations. Modes #3, #6, #11-13 show remarkable absorption difference following different poling procedures. As the magnitude of the absorption difference for the ME domains is the highest for resonance #3, in the following we will focus on this mode. The mode only appears for light polarization $E_\omega || y, B_\omega || x$. Mode #3 has high absorption in Fig. 32 (e) following poling with opposite sign fields, $\pm E, \mp B$, while its absorption is drastically reduced after poling with same sign fields $\pm E, \pm B$. When the poling fields are rotated 90° (Fig. 32 (f)), the high and low absorption states of the excitation are interchanged. It means that rotation of the poling fields by 90° results in the selection of the other ME domain. As discussed before, the selection of different ME domains by a 90° rotation of the poling fields implies that the symmetric part of the ME tensor dominates over the antisymmetric part. Since neither component of the ME susceptibility changes sign below $T_N$, we concluded that the symmetric part dominates the low-temperature ME tensor.

Furthermore, selection rules were determined by measuring the absorption spectra with light polarized in all principle directions. In total, 13 resonances were observed, one more than expected from the multiboson spin-wave theory of a four-sublattice AFM with $S=3/2$ spins [10]. Since the structural symmetry is preserved, no new phonon modes are expected in the magnetically ordered phase; thus, the origin of the extra mode is unclear.

According to the sum rule, excitations with ME character contribute to the static ME effect with Eq. 27. In case the absorption lines are well separated, it is possible to estimate the weight of each excitation to the static ME effect by limiting the integration around the excitation (Fig. 5 in Ref. III). Alternatively, without limiting the integration window, total ME susceptibility can be obtained (Fig. 6 in Ref. III). The results of the zero-field static ME susceptibility obtained from magnetocurrent measurements and the sum of the contributions of the studied optical modes were compared. In case of $\chi_{yx}/c$, the value obtained via the ME spectroscopy was +20.5 ps/m whereas the absolute static value from magnetocurrent measurements was 32 ps/m - the observed ME resonances explain well the bulk of the static ME response. On the other hand, $\chi_{xy}/c$ deduced from the optical measurements (-3.1 ps/m) is much smaller than the absolute ME susceptibility (15 ps/m) measured in the static limit. Most likely there are additional ME modes or ME electronic excitations outside the limited frequency range of the THz measurement.

Further analysis and figures about this work can be found in Ref. III on p. 98.
Figure 32: Remnant static and dynamic ME effects in LiCoPO₄. (a) and (b) Experimental configuration of the B and E poling fields. The color code of (b) corresponds to the simultaneous 90° rotation of the fields of (a). (c) and (d) Poling field dependence of the P–B curves at T=5 K for (c) E || y and B || x and (d) E || x and B || y poling field configurations. The color codes of (c) and (d) are shown in (a) and (b), respectively. The slopes of the P–B curves correspond to $\chi_{yx}$ in (c) and $\chi_{xy}$ in (d), respectively. The sign of the ME effect depends on the relative signs of the poling fields; note the complete overlap of the red and orange as well as the blue and green curves. (e)–(h) Optical absorption spectra measured at T=5 K. (e) and (g) with poling configurations indicated in (a) and (b) with poling field configurations shown in (b). Spectra in (e) and (f) were measured using linearly polarized light with $E_\omega || y$ and $B_\omega || x$, while those in (g,h) were measured with $E_\omega || x$ and $B_\omega || y$. Figure reproduced from Ref. III.
5 Achievements

The major achievements of my Ph.D. research are summarized in the following points:

1. I designed and constructed a rotating Voigt probe which is capable of high precision sample rotation inside the magnet bore at cryogenic temperatures. This probe has found a great deal of use as it makes possible to measure several sample orientations during the same cooldown without taking the probe out. Additionally it grants the possibility of measuring a large number of sample rotations which would not have been feasible using the old hardware. This made possible the rotation dependence measurements for CaBaCo$_4$O$_7$. (Ref. I)

2. I designed and constructed a High Voltage High Temperature Voigt probe that makes it possible for the measurements to be conducted at high temperatures [11] and apply a high voltage to the sample crystal. (Ref. III)

3. I designed and built a filter wheel that is capable of reproducible filter changes during the experiments. What is more, the filters can be changed in high magnetic field. This makes it possible to plan experiments in a considerably more efficient way thus saving a lot of time and, more importantly, producing reproducible results.

4. I measured the angle dependence of CaBaCo$_4$O$_7$ in magnetic field. The threefold splitting of the spin-wave frequencies proved the crystal to be hexagonally twinned. This information was valuable for the construction of a microscopic spin model of CaBaCo$_4$O$_7$ consisting of triangular array of bitetrahedral c-axis chains ferrimagnetically coupled to each other in the ab plane. (Ref. I)

5. Using the optical and magnetization data I estimated that roughly one fifth of the CaBaCo$_4$O$_7$ sample is in domain I with the a axis along [1,0,0] while the rest of the sample is in the two other domains. (Ref. I)

6. I measured and reported the existence of the nonreciprocal directional dichroism in Sr$_2$CoSi$_2$O$_7$ at a broad range of magnetic fields and temperatures. I discovered the existence of nonreciprocal directional dichroism in the paramagnetic phase up to temperatures more than 10 times higher than Néel temperature of Sr$_2$CoSi$_2$O$_7$. (Ref. II)

7. The measured temperature dependence of the spin-mode frequencies, their intensities and the sign of the nonreciprocal directional dichroism in Sr$_2$CoSi$_2$O$_7$ helped to create a detailed theoretical analysis of spin excitations which helps to identify the key parameters responsible for high-temperature nonreciprocal directional dichroism. (Ref. II)

8. I studied the optical magnetoelectric effect in LiCoPO$_4$ using optical directional anisotropy as measured by the THz absorption spectroscopy of spin resonances. LiCoPO$_4$ has two possible antiferromagnetic domains with opposite signs of the magneto-electric coupling, which can be selected by the application of orthogonal electric E and magnetic B fields. I found several magnetic resonances showing large remnant directional anisotropy persisting even after the removal of the crossed poling fields. (Ref. III)

9. I developed several programs for fitting peaks, processing data and plotting the spectra. These programs have been extensively used by most members of our group for analyzing the data and creating publishing-ready figures. This work has saved countless hours of work and produced figures for several publications [102–104].
6 Conclusions

To conclude, the goal of understanding magnetoelectric effects in three selected multiferroic materials is fulfilled. New findings of this thesis are following:

1. We have presented a nearly complete solution for the magnetization, spin state, and mode frequencies of the swedenborgite CaBaCo$_4$O$_7$. We have constructed a microscopic spin model of CaBaCo$_4$O$_7$ from the dependence of THz absorption spectra on the direction of magnetic field with respect to the crystal axes. This model shows that competing exchange interactions between c-axis spin chains produce the spin-induced electric polarization in this material.

2. We have shown that the directional dichroism of THz absorption occurs above magnetic ordering temperature in Sr$_2$CoSi$_2$O$_7$. We have explained the directional dichroism effect with the hybridization mechanism taking place on a single spin site. The applied magnetic field aligns spins above the magnetic ordering temperature and through the hybridization mechanism a macroscopic electric polarization is induced.

3. We have found electromagnons and magnetoelectric excitations in addition to conventional magnon modes in LiCoPO$_4$ with THz spectroscopy. We have determined the static magnetoelectric susceptibility tensor components from the THz non-reciprocal directional dichroism spectra using the magnetoelectric sum rule. We concluded that the static magnetoelectric effect is induced by magnetoelectric spin resonances and the symmetric part of magnetoelectric susceptibility tensor dominates over the antisymmetric part.
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Abstract
The Study of Magnetoelectric Effect in Multiferroics Using THz Spectroscopy

The way in which light interacts with materials is determined by the optical properties of these materials. By measuring these properties one can obtain information about low energy excitations that govern the material’s magnetic and electric properties. Electric properties of solids are usually governed by the charge degrees of freedom whereas the magnetic properties are dictated by the spin degrees of freedom and these sets are nearly decoupled. The coexisting magnetic and ferroelectric orders in multiferroic materials give rise to a handful of novel magnetoelectric (ME) phenomena, such as the absorption difference for the opposite propagation directions of light, called the nonreciprocal directional dichroism (NDD). These materials offer the possibility of their future applications in terahertz photonics as optical diodes transmitting unpolarized light in one but not in the opposite direction. Another interesting effect is electric (magnetic) field control of magnetism (polarization) called the magnetoelectric effect. A possible application could be data storage combining the best qualities of ferroelectric and magnetoresistive memories: fast low-power electrical read and write operation inherently coupled to a non-destructive non-volatile magnetic data storage unit. Usually, these effects are restricted to low temperature, where the multiferroic phase develops, seriously limiting the applications.

As the zero frequency (dc) ME effect is determined by the excitations at finite frequencies, the key to understanding the dc effect is an adequate description of low frequency excitations. Linear ME effect is mostly governed by sub-THz frequency spin excitations. Spin excitations are magnetic excitations and do not modulate the electric polarization in general but in ME multiferroics this unusual feature is present. Although inelastic neutron scattering is a powerful tool for studying spin excitations it lacks the sensitivity to electric component induced spin dynamics. Therefore, electromagnetic radiation with oscillating electric and magnetic fields is an ideal tool to probe ME spin excitations. THz spectroscopy is the tool that matches the frequency range of spin excitations in multiferroics.

The spin excitations of three multiferroic materials were studied by infrared absorption spectroscopy in the THz spectral range as a function of magnetic field and temperature. Experiments were mostly carried out in National Institute of Chemical Physics and Biophysics using a Fourier-transform THz spectrometer. Samples were cooled to cryogenic temperatures and magnetic fields were generated by a superconducting magnet. Faraday and Voigt geometry experiments were performed for measuring all the possible orientations of electric and magnetic components of radiation relative to crystal axes. Two Voigt probes with the option to apply electric field for magnetoelectric poling were designed and constructed to make these measurements possible.

Generally, complex magnetic states with spin-induced electric polarizations can be produced by competing exchange interactions. With these competing interactions on alternating triangular and Kagome layers, the swedenborgite CaBaCo$_2$O$_7$ may have one of the largest measured spin-induced polarizations of $\sim$1700 nC/cm$^2$ below its ferrimagnetic transition temperature at 70 K. When the magnetic field is rotated in the $ab$ plane, the threefold splitting of the spin-wave frequencies indicates that the sample has hexagonally twinned domains. Several measurement techniques, including our THz spectroscopy, revealed that the complex spin order in the domains can be characterized as a triangular array of bi-tetrahedral c-axis chains that are ferrimagnetically coupled to each other in the $ab$ plane. Despite its fixed permanent electric polarization, this swedenborgite may yet have important technological applications utilizing the large changes in the spin-induced
polarization when a modest magnetic field below 1 T is applied along $b$ in the vicinity of $T_C$. Above all, our work illuminates a pathway to develop other functional materials with sizable magnetic moments and electrical polarizations.

Spin excitations in the second compound, mellilitc $\text{Sr}_2\text{CoSi}_2\text{O}_7$, were measured in magnetic fields up to 30 T at temperatures much higher than the magnetic ordering temperature. Almost perfect one way transparency is seen in some spin wave modes at temperatures up to 100 K, although the magnetic ordering temperature is only $T_N=7$ K. What is more, the NDD increases above the Néel temperature in high magnetic field. This is unusual in multiferroics but is readily explained by the ME coupling mechanism on a single spin site called the spin-dependent hybridization mechanism. The main experimental findings, the temperature dependence of the spin-mode frequencies, their intensities, the selection rules and the sign of the magnetochiral dichroism (MChD) for the different spin modes, are described by the exact diagonalization of a four-spin cluster.

The third compound, a crystal of antiferromagnetic $\text{LiCoPO}_4$, was studied by ME poling, i.e. by cooling the sample below the magnetic ordering temperature in applied electric and magnetic fields. This antiferromagnet with olivine-type crystal structure has two antiferromagnetic domain states with opposite signs of the ME coupling. One or the other domain is selected by the simultaneous application of $E$ and $B$ poling fields orthogonal to each other. When selecting one of the domains by ME poling, the material shows optical NDD without any external fields. The more transparent and absorbing directions are interchanged for the two domains and therefore the ME domain state could be read out with THz radiation. By analyzing the selection rules and comparing the strengths of the absorption peaks in the different antiferromagnetic domains, electromagnons and ME spin resonances were identified in addition to conventional magnetic dipole active spin-wave excitations.

To summarize, in this thesis we have shown that concurrent exchange interactions in $\text{CaBaCo}_4\text{O}_7$ create a magnetically ordered state where spin system induces a magnetic field dependent electric polarization. In $\text{Sr}_2\text{CoSi}_2\text{O}_7$ the nonreciprocal directional dichroism of THz absorption occurs also in the paramagnetic phase up to 100 K, much higher than the Néel temperature of 7 K, caused by the excitations of the 3/2 spins of $\text{Co}^{2+}$ ions in the anisotropic crystal. The elements of the magnetoelectric susceptibility tensor were determined from the THz range nonreciprocal directional dichroism spectra of $\text{LiCoPO}_4$, proving that this method can be used for a broad range of materials in the future.
Kokkuvõte
Magnetelektrilise nähtuse uurimine multiferroidides THz spektroskoopiaga


Ferro- ja ferroelektrilised materjalid eksisteerivad multiferroidides samal ajal. THz spektroskoopia võimaldab uurida energiataoline efekts spinnide vabadusastmetega ning elektri- ja magnetväljade liikumisega. Magnetilised omadused on määratud elektri- ja magnetväljade liikumisega. Magnetilised ergastused ehk spinn-lained on tavaliselt madalat energiat võtmas (mõned meV) ja nende uuenduste näitajad on kasutajatele kõige läbipaistvamad. Magnetiliste ergastustel on madalam temperatuuriga kõigi spinnide poolt indutseeritud polarisatsioon, mistõttu on neid magneetseotsustega koheselt kogu erinevate spinnide omadustega. THz spektroskoopia võimaldab uurida madalal temperatuuril eksisteerivaid magnetilisi olmeid.

Magnetilised ergastused on teadmise saanud naabrile ekraanidega, mida saab kasutada valguse põhjendamiseks ja elektri- ja magnetväljade liikumise kontrollimiseks. Magnetilised ergastused on mõjukad magnetvklla ja elektromagnetkiirguse suundade ja intensiteedide reguleerimiseks. THz spektroskoopia võimaldab uurida madalal temperatuuril eksisteerivaid magnetilisi olmeid.

Spektrite sõltuvust magnetvälja suunast $ab$ tasandis näitasime, et kristallis on samaaegselt kolm struktuurset domeeni. Kasutades mitmeid möötmismetodikaid, s.h. THz spektroskoopiat, näitasime, et igas domeenis olevat kompleksset spinnide korrastatust saab kirjeldada kolmnurkselt asetsevate bitetraedsete $c$ ahelatena, mis on ferrimagneetiliselt üksteisega seotud $ab$ tasandis. Selle tõö tulemus uita luua uusi suure magnetmomendi ja elektrilise polarsatsiooniga funktsionaalseid materjale.

Melilidis $\text{Sr}_2\text{CoSi}_2\text{O}_7$ mõõdeti spinnnergastusi kuni $30 \, \text{T}$ magnetväljas nii magnetilise korrastatuse temperatuurist Madalamat kui ka kõrgematel temperatuuridel. Osadelt spinnlaine moodidel on näha peaaegu täielikku ühesuunalist läbipaistvust temperatuuridel isegi kuni $100 \, \text{K}$, kuigi $\text{Sr}_2\text{CoSi}_2\text{O}_7$ magnetilise korrastatuse temperatuur on kõigist $T_N=7 \, \text{K}$. Lisaks sellele mõnede moodide suunadikrooism kõrgetes magnetväljades temperatuuri tõustes võtab. Suundikrooismi suurenemine temperatuuri tõustes on multiferroidides harukordne, kuid seda seletab koobalti spinni magnetelektriline vastasmõju teda ümbritsevate laengutega koobalt-hapnik keemilisel sidemel, ehk spinni suunast sõltuv (anisotroopne) hübriidsatsioonimehhanism. Selline ME vastasmõju ei sõltu naaberspinnide omavahelisest suunast ja seega ei ole magnetiline kaugkorrapärä vajalik elektrilise polarsatsiooni tekkimiseks. Küll aga on vaja välist magnetvälja spinnide orienteerimiseks kristallvõre suhtes, et tekitada üle kogu kristalli nullist erinev keskmine elektriline polarsatsioon. Meie peamisi eksperimentaalseid avastusi - spinn-moodide sageduste temperatuurisõltuvus, nende intensiivsus, valikureeglid ning suunadikrooismi suund - kirjeldab väga hea kokku langevusega mudel nelja spinniga klastrist, mida oli võimalik täpselt diagonaliseerida.

Kolmandat kristalli - antiferromagneetilist olivivi struktuuriga $\text{LiCoPO}_4$ - uuriti ristvälgas jahutamise metoodikaga, mille käigus rakendati kristalli antiferromagneetilisse faasi ($T_N=21.7 \, \text{K}$) jahutamise ajal tugevaid üksteisega risti asetsevaid elektri- ja magnetvälju. $\text{LiCoPO}_4$ kristallis on mõned antiferromagneetilist domeeni, millel on vastasmõrgeline ME vastuvõtlikuks. Kuna domeenidel on vastasmõrgeline ME vastuvõtlikkus, siis on ka nende suunadikrooism vastasmõrgeline. Kristall saab viia kontrollitult ühe-domeensesse olukorras kasutades sobivate elektri- ja magnetvälja kombinatsiooni jahutamise ajal. Pärast kirjeldatud viisi domeenilt selekteerimist esineb kristallis suunadikrooism ka peale väljade eemaldamist ning domeenini eemal kogu väga eri kõrgete magnetmomenditeikspess naaberspinnide vastuse mõjudest. Lisaks tavalistele magnetdipooli spinn-laine magnetlaste määramat naaberi elektrikogusid ja magnetelektriliste spinnresonantsid analüüsides spinnnergastusi ja värrelde neelumisjoonte tegevusi erinevates antiferromagneetilistes domeenides.

Kokkuvõttes, oleme uurinud suurima spinn-induteeritud elektrilise polarsatsiooniga $\text{CaBaCo}_4\text{O}_7$; $\text{Sr}_2\text{CoSi}_2\text{O}_7$ kristalli, millel on suunadikrooism ka magnetiliselt korrastamata olekus, ning $\text{LiCoPO}_4$, millel on mõned elektri- ja magnetväljaga kontrollitavate ME seisundite. Näitasime, et terahertsspektroskoopia on kasulik meetod magnetelektriliste ergastuste uurimiseks ja saadaval informatsioonil on oluline väärtus ning ka rakendatavus.
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Competing exchange interactions can produce complex magnetic states together with spin-induced electric polarizations. With competing interactions on alternating triangular and kagome layers, the swedenborgite CaBaCo$_4$O$_7$ may have one of the largest measured spin-induced polarizations of $\sim$1700 nC/cm$^2$ below its ferrimagnetic transition temperature at 70 K. Upon rotating our sample about $\varepsilon$ = [0,0,1] while the magnetic field is fixed along [1,0,0], the threefold splitting of the spin-wave frequencies indicates that our sample is hexagonally twinned. Magnetization measurements then suggest that roughly 20% of the sample is in a domain with the $a$ axis along [1,0,0] and that 80% of the sample is in one of two other domains with the $a$ axis along either $\{-1,1,0\}$ or $\{-1,0,\sqrt{3}\}$. Powder neutron-diffraction data, magnetization measurements, and terahertz (THz) absorption spectroscopy reveal that the complex spin order in each domain can be described as a triangular array of bitetrahedral $c$-axis chains ferrimagnetically coupled to each other in the $ab$ plane. The electric-field dependence of bonds coupling those chains produces the large spin-induced polarization of CaBaCo$_4$O$_7$.

DOI: 10.1103/PhysRevB.95.024423

I. INTRODUCTION

Competing exchange interactions produce complex magnetic states with a wide range of interesting behavior found in spin glass [1], spin ice [2], and magnetic skyrmions [3]. In multiferroic materials, complex spin states can exhibit a spin-induced electric polarization $\mathbf{P}$ due to either the spin current, $p-d$ orbital hybridization, or magnetostriiction [4,5]. Because the coupling between the electrical and magnetic properties in multiferroic materials is both scientifically and technologically important, the effects of competing exchange interactions have been investigated in a wide range of multiferroic materials such as $\text{RMnO}_3$ ($R$ is a rare-earth element) [6], $\text{CoCr}_2\text{O}_4$ [7], $\text{CuCr}_2\text{O}_4$ [8], $\text{CuFe}_2\text{O}_4$ [9], and $\text{MnWO}_4$ [10]. While the first four materials [6–9] are geometrically frustrated due to competing interactions on a triangular lattice, $\text{MnWO}_4$ [10] exhibits long-range competing interactions [11] on a highly-distorted monoclinic lattice.

Compounds in the “114” swedenborgite family [12] $\text{RBA}M_4\text{O}_7$ ($M = \text{Co or Fe}$) contain alternating triangular and kagome layers, both of which are geometrically frustrated when undistorted. The “114” cobaltites [13–15] were initially studied to find charge ordering among the $\text{Co}^{2+}$ and $\text{Co}^{3+}$ ions. An important member of this family, YBaCuO$_4$ exhibits antiferromagnetic ordering [16,17] below 110 K and diffuse scattering of neutrons [13,14] indicative of spin disorder below 60 K. The magnetic state between 110 and 60 K is stabilized by a structural transition [18] that relieves the geometric frustration. Both structural and magnetic transitions are quite sensitive to excess oxygen and no magnetic order [19,20] appears in YBaCo$_3$O$_{7+\delta}$ for $\delta \gtrsim 0.12$. Other members of this family, CaBaFe$_4$O$_7$ and YbBaCo$_4$O$_7$ undergo structural transitions at 380 K and 175 K that stabilize antiferromagnetic states below 275 K and 80 K, respectively [21,22].

A particularly interesting “114” cobaltite, CaBaCo$_4$O$_7$ undergoes an orthorhombic distortion [23,24] that relieves the geometric magnetic frustration on both the kagome and triangular layers sketched in Fig. 1. Below the magnetic transition temperature $T_c = 70$ K, CaBaCo$_4$O$_7$ develops a very large spin-induced polarization $\sim$1700 nC/cm$^2$ [25], second only to the conjectured [26] spin-induced polarization $\sim$3000 nC/cm$^2$ of BiFeO$_3$. Also unusual, CaBaCo$_4$O$_7$ displays a substantial ferrimagnetic moment of about 0.9 $\mu_B$ per formula unit (f.u.) [27], which could allow magnetic control of the electric polarization. Although its ferroelectric transition is inaccessible and its permanent electric polarization is not switchable [28], applications of CaBaCo$_4$O$_7$ might utilize the large spin-induced polarization produced by a magnetic field just below $T_c$ [25].

This paper examines the magnetic properties of CaBaCo$_4$O$_7$ based on a Heisenberg model with 12 nearest-neighbor interactions and associated anisotropies. The magnetic state of CaBaCo$_4$O$_7$ can be described as a triangular array of ferrimagnetically aligned, bitetrahedral $c$-axis chains with net moment along $b$. Competing interactions within each chain produce a noncollinear spin state. The strong electric polarization of CaBaCo$_4$O$_7$ below $T_c$ is induced by the displacement of oxygen atoms surrounding bonds that couple those chains.

This paper has six sections. Section II proposes a microscopic model for CaBaCo$_4$O$_7$. New magnetization and optical
FIG. 1. (a) and (b) The predicted spin configuration for layers 1 and 2 in zero field. Spins 1 and 5 lie on a triangular layer above the first kagome layer in (a); spins $1'$ and $5'$ lie on a triangular layer above the second kagome layer in (b). Layers are arranged so that spins $1'$ and $5'$ lie directly above spins 1 and 5.

measurements are presented in Sec. III. Fitting results are discussed in Sec. IV. In Sec. V, we predict the spin-induced electric polarization. Section VI contains a conclusion.

II. MICROSCOPIC MODEL

Each magnetic unit cell of CaBaCo$_4$O$_7$ contains 16 Co ions on two kagome and two triangular layers with orthorhombic lattice constants $a = 6.3$ Å, $b = 11.0$ Å, and $c = 10.2$ Å. Four crystallographically distinct Co ions have three different valences [23,29]. Triangular layers contain mixed-valent Co$^{3+}$/Co$^{2+}$L ($L$ is a ligand hole) spins 1, 5, 9, and 13 with moments $M_1 = 2.9 \mu_B$. Kagome layers contain Co$^{2+}$ spins 2, 3, 6, 7, 10, 11, 14, and 15 with moments $M_2 = M_3 = 2 \mu_B$ and mixed-valent Co$^{3+}$/Co$^{2+}$L spins 4, 8, 12, and 16 with $M_4 = 2.4 \mu_B$. Because adjacent kagome or triangular layers are related by symmetry, $S_i' = S_{i+8}$ on layer two is identical to $S_i$ on layer one. With $S_{i} = S_{i}(\cos \phi_{i}, \sin \phi_{i}, 0)$ constrained to the $ab$ plane, the ferrimagnetic moment lies along $b$ if $\phi_{i+4} = \pi - \phi_{i} (i = 1, \ldots, 4)$.

The 12 different nearest-neighbor exchange couplings $J_i$ are drawn in Figs. 1(a), 1(b), and 2. Six of these ($J_1$ through $J_6$) couple the kagome and triangular layers as shown in Fig. 2; the other six ($J_7$ through $J_{12}$) couple the spins within a kagome layer as shown in Figs. 1(a) and 1(b). The dominance of nearest-neighbor exchange over next-nearest-neighbor exchange [28] justifies setting the exchange interactions between spins on the triangular layers to zero. Our model also includes easy-plane anisotropies $D$, easy-axis anisotropies $C$ within both kagome and triangular layers, and hexagonal anisotropy $A$ on the triangular layers.

With magnetic field $B$ along $m$, the Hamiltonian is

$$H = -\sum_{i,j} J_i S_i \cdot S_j + D^{\text{ni}} \sum_{i,m} S_{ic}^2 + D^{\text{ka}} \sum_{i,kag} S_{ic}^2 - C^{\text{ka}} \sum_{i,kag} (n_i \cdot S_i)^2 - C^{\text{ni}} \sum_{i,m} (n_i \cdot S_i)^2 - A^{\text{hi}} \text{Re} \sum_{i,m} (S_{ia} + i S_{ib})^6 - g \mu_B B \sum_i m \cdot S_i, \quad (1)$$

where $S_i$ is a spin $S$ operator on site $i$. For simplicity, we set $g = 2$ for all spins.
The easy-axis anisotropy terms proportional to $C_{ij}^{\text{easy}}$ and $C_{ij}^{\text{tri}}$ involve unit vectors $\mathbf{a}$ along the “bowtie” directions $\phi_i = \pi/2$ (spins 2 and 6), $3\pi/6$ (spins 3 and 8), and $7\pi/6$ (spins 4 and 7) for the kagome layers and $\mathbf{n}$ along the $\phi_i = \pi/6$ (spin 1) and $-\pi/6$ (spin 5) directions for the triangular layers. The hexagonal anisotropy on the triangular layers has expectation value
\[-A_{ij}^{\text{tria}} S_i^z S_j^z.\]

All anisotropy terms may act to constrain the spins to the $ab$ plane.

Spin amplitudes $S_n$ are fixed at their observed values $M_n/2\mu_B$ after performing a $1/S$ expansion about the classical limit. Alternatively, the spins $S_n$ could all have been taken as $3/2$ but with different $g$ factors for different sets of spins. As discussed below, that would reduce the estimated exchange coupling $J_{ij}$ by a factor of $4S_i S_j/9$.

Static properties are obtained by minimizing the classical energy $\mathcal{H}$ (the zeroth-order term in the $1/S$ expansion) with respect to the 16 spin angles. The eigenvalues and eigenvectors of a $52 \times 52$ equations-of-motion matrix [30] produced by the second-order term in the this expansion give the optical mode frequencies and absorptions, respectively.

III. MAGNETIZATION AND OPTICAL MEASUREMENTS

Perhaps due to excess or deficient oxygen [31] or different domain populations (see below), previous magnetization measurements [23,27,32–34] on CaBaCo$_4$O$_7$ are rather scattered. Consequently, new magnetization measurements were performed at 4 K on hexagonally twinned crystals with a common $[0,0,1]$ axis. In domain I, $\mathbf{a}$ lies along the laboratory direction $\mathbf{x} = [1,0,0]$ and $\mathbf{b}$ lies along $\mathbf{y} = [0,1,0]$; in domain II, $\mathbf{a} = [-1/2, \sqrt{3}/2, 0]$ and $\mathbf{b} = [-\sqrt{3}/2, -1/2, 0]$, and in domain III, $\mathbf{a} = [-1/2, -\sqrt{3}/2, 0]$ and $\mathbf{b} = [\sqrt{3}/2, -1/2, 0]$. If $p_1$ are the domain populations, then the magnetizations $M_x$ and $M_y$ measured with fields along $\mathbf{x}$ and $\mathbf{y}$ only depend on $p_1$ and $p_2 + p_3 = 1 - p_1$. Of course, $M_z$ measured with field along $\mathbf{z}$ is independent of $p_i$. Figure 3 indicates that all three magnetizations increase monotonically up to at least 32 T.

Previous optical measurements [35] at the ordering wave vector $\mathbf{Q}$ found two conventional spin-wave modes that couple to the ground state through the magnetization operator $\mathbf{M} = 2\mu_B \sum_i S_i$. These magnetoscopic (MR) modes are degenerate in zero field with a frequency of 1.07 THz and split almost linearly with increasing field along $\mathbf{y}$, as shown in Fig. 4. For $\mathbf{m} = [1,0,0]$, the MR modes are excited in two geometries: (i) with THz fields $\mathbf{E}_\text{loc} |\mathbf{x}$ and $\mathbf{B}_\text{loc} |\mathbf{z}$ and (ii) with $\mathbf{E}_\text{loc} |\mathbf{z}$ and $\mathbf{B}_\text{loc} |\mathbf{x}$. Those measurements also found an electromagnon (EM) that couples to the ground state through the polarization operator $\mathbf{P}$. The EM with zero-field frequency 1.41 THz is only excited in geometry (ii).

Because the exchange couplings already break every degeneracy in the unit cell, the 16 predicted modes for a single domain are nondegenerate. Therefore the split MR modes must come from different domains. This was verified by measuring [36] the MR mode frequencies as a function of the rotation angle $\theta$ for field $\mathbf{B} = B(\cos \theta, \sin \theta, 0) = B(x \cos \theta + y \sin \theta)$ in the laboratory reference frame. In practice, this is accomplished by rotating the sample about $\mathbf{c}$ while keeping the field fixed along $\mathbf{x}$. As shown in Fig. 5 for 12 and 15 T, each hexagonal domain then contributes one MR branch with a period of $\pi$.

With field $\mathbf{B}_{loc} = B(\cos \psi, \sin \psi, 0) = B(a \cos \psi + b \sin \psi)$ in the domain reference frame, the upper MR mode in Fig. 4 corresponds to the $\psi = \pi/2$ mode for domain I, while the lower MR mode corresponds to the degenerate $\psi = \pm \pi/6$ modes for domains II and III. Previously measured MR frequencies plotted in Fig. 4 at 12 T correspond to the diamond and triangular points in Fig. 5(b) at $\theta = \pi/2$. Cusps in the MR curves for each domain at $\psi = 0$ and $\pi$ are caused by flipping the $b$ component of the magnetization [see inset to Fig. 5(b)].

FIG. 4. The predicted MR (solid) and EM (dashed) modes for domain I (thick) and domains II and III (thin). Measured modes are indicated by symbols.
IV. FITTING RESULTS

Fits for the coupling parameters utilize the field dependence of $M$, the zero-field neutron powder-diffraction data [23], the field dependence of the MR and EM modes at $\theta = \pi/2$ [35], and the MR mode frequencies at $\theta = 0$ and $\pi/3$ for 7, 12, and 15 T. The resulting exchange and anisotropy constants are provided in Table I and the corresponding zero-field spin state is plotted in Figs. 1(a) and 1(b). In contrast to the previously proposed [23] spin state with zigzag chains in the $ab$ plane containing spins 2, 3, 6, and 7, our spin state can be better described as an array of $c$-axis chains or connected bitetrahedra [16,37] containing spins $\{1,2,3,4\}$ (chain $a$) or $\{5,6,7,8\}$ (chain $b$) as sketched in Fig. 2. Chains are coupled by exchanges $J_9$, $J_{10}$, and $J_{12}$ in the $ab$ plane.

What explains the wide range of $J_i$ values? An orthorhombic distortion [23,24] with $b/(a\sqrt{3}) - 1 \rightarrow 0.018$ as $T \rightarrow 0$ breaks the hexagonal symmetry of the $ab$ plane and explains the difference between the pairs $\{J_1,J_2\}$, $\{J_8,J_{11}\}$, and $\{J_{10},J_{12}\}$. The difference between couplings like $J_7, J_8$ is caused by charge ordering: whereas $J_1$ couples moments 2 and 3 with $M_2 = M_3$, $J_8$ couples moments 2 and 4 with $M_2 \neq M_4$.

Charge ordering also explains the difference between the pairs $\{J_2,J_3\}$ and $\{J_6,J_{10}\}$. Although not demanded by symmetry, we set $J_1 = J_3$, $J_2 = J_4$, $J_5 = J_6$, and $J_{11} = J_{12}$ because the spin state and excitations at $Q$ only depend on their averages [38].

Given other conditions, our fit chooses the spin state that matches the neutron powder-diffraction data [23] as closely as possible. At zero field, the predicted spin state has angles $\phi_1 = -0.83\pi$, $\phi_2 = 0.40\pi$, $\phi_3 = -0.23\pi$, and $\phi_4 = 0.62\pi$.

Based exclusively on powder-diffraction data and symmetry constraints, the previously proposed spin state [23] had $\phi_1 \approx -0.24\pi$, $\phi_2 = \phi_3 = 0.67\pi$, and $\phi_4 \approx -0.44\pi$. In both cases, $\phi_{i+4} = \pi - \phi_i$ ($i = 1, \ldots, 4$) so that the moment $M_4$ lies along the $b$ axis. As shown in Table II, our spin state does not satisfy the powder diffraction data quite as well as the earlier state, primarily because it underestimates the powder diffraction peak $I(112)$.

For the previous spin state, $\chi^2$ is minimized by Lorentzian form factors with $Q_1/4\pi = 0.088 \pm 0.003$, $Q_2/4\pi = Q_3/4\pi = 0.095 \pm 0.005$, and $Q_4/4\pi = 0.088 \pm 0.004$ for spins $S$. For the new spin state, $Q_1/4\pi = 0.052 \pm 0.002$, $Q_2/4\pi = Q_3/4\pi = 0.224 \pm 0.008$, and $Q_4/4\pi = 0.102 \pm 0.007$. Note that $Q_2/4\pi$ and $Q_3/4\pi$ are smaller than the scale $Q_4/4\pi \approx 0.3 \pm 0.1$ measured by Khan and Erickson [39] for Co$^{2+}$ in CoO.

Our results indicate that the exchange coupling $J_9 \approx 188$ meV between moments 2 (Co$^{2+}$, $S_i = 1$) and 4 (Co$^{3+}$/Co$^{2+}$ L, $S_i = 1.2$) is strongly ferromagnetic and larger in magnitude even than the 155 meV antiferromagnetic coupling found in the cuprate Nd$_2$CuO$_4$ [40]. The strength of this coupling might be explained by the double-exchange mediated hopping of ligand holes $L$ [19] from site 4 to 2. Bear in mind, however, that the estimated exchange parameters would be significantly reduced if we had taken $S = 3/2$ for all Co spins. In particular, $J_9$ would then fall from 188 to 100 meV.

Except for $J_{10}$, the five largest exchange couplings $J_1 = J_5 \approx -92$ meV, $J_3 = J_6 \approx 41$ meV, and $J_8 \approx 188$ meV lie within connected bitetrahedral $c$-axis chains. Inside each chain, competing interactions between spins 1, 2, and 4 produce a noncollinear spin state.

### Table I. Exchange and anisotropy parameters (mev).

<table>
<thead>
<tr>
<th>$p_i$</th>
<th>$J_1 = J_5$</th>
<th>$J_2 = J_4$</th>
<th>$J_3 = J_6$</th>
<th>$J_7$</th>
<th>$J_8$</th>
<th>$J_{10}$</th>
<th>$J_{11} = J_{12}$</th>
<th>$D^{\text{dug}}$</th>
<th>$D^{\text{aui}}$</th>
<th>$C^{\text{dug}}$</th>
<th>$C^{\text{aui}}$</th>
<th>$S_i^4A_i^{\text{aui}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.185</td>
<td>91.5</td>
<td>10.8</td>
<td>41.4</td>
<td>29.9</td>
<td>9.6</td>
<td>108.0</td>
<td>-6.7</td>
<td>-0.67</td>
<td>-1.24</td>
<td>3.70</td>
<td>0.77</td>
<td>0.0064</td>
</tr>
<tr>
<td>error</td>
<td>±0.071</td>
<td>±3.6</td>
<td>±0.5</td>
<td>±0.7</td>
<td>±1.9</td>
<td>±7.5</td>
<td>±0.1</td>
<td>±0.06</td>
<td>±0.03</td>
<td>±1.5</td>
<td>±0.09</td>
<td>±0.0004</td>
</tr>
</tbody>
</table>
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Although occupying a triangular lattice, chains $\alpha$ and $\beta$ are magnetically ordered with moments $M^h = (\pm 1.1, 1.3, 0)\mu_B/\text{f.u.}$. These chains are primarily coupled by the strongly ferromagnetic interaction $J_{10} \approx 108$ meV between nearly parallel spins [4,6] ($\phi_1 = 0.62\pi$, $\phi_2 = 0.60\pi$) and [2,8] ($\phi_2 = 0.40\pi$, $\phi_3 = 0.38\pi$). Above $T_c = 70$ K, the short-range order within each chain may be responsible for the large, negative Curie-Weiss temperature $\Theta_{\text{CW}} \approx -1720$ [27] or $-890$ K [32], the larger than expected Curie constant [27], and the susceptibility anomaly [32] at $360$ K suggestive of short-range magnetic order far above $T_c$.

Comparison between the theoretical and experimental results for the magnetization in Fig. 3 suggests that roughly $20\%$ of the sample is in domain I. Different domain populations or even orthorhombic twinning in other samples may explain the discrepancies between the reported magnetization measurements [23,27,32–34].

Easy-axis anisotropies $A$ and $C$ favor ferrimagnetic alignment along $b$ rather than $a$. The spin-flop (SF) field required to flip the spins towards the $a$ direction must increase as the field along $b$ increases [41]. As shown in the inset to Fig. 3(a), $B_{\text{SF}}(\psi)$ then increases with $\psi$. If $B_{\text{SF}}(\psi = 0) < 15$ T, then the MR spectrum for $15$ T would show a discontinuity at the transition from a low-field (LF) to a high-field (HF) state below some critical value of $\psi$. Since the MR mode frequencies in Fig. 3(a) do not exhibit any discontinuities as a function of $\psi$, we conclude that $B_{\text{SF}}(\psi = 0)$ exceeds $15$ T and probably, based on the smooth dependence of the magnetizations on field, exceeds $32$ T as well. The apparent small size of $B_{\text{SF}}$ [25,42] must reflect the net magnetization of all three domains.

Predicted modes below $5$ THz are plotted in Fig. 4. The Goldstone modes for all three domains are lifted by in-plane anisotropies to become the MR modes with zero-field frequencies of $1.07$ THz. As remarked earlier, the lower MR mode comes from domains II and III while the upper MR mode comes from domain I. Below $3.5$ THz, one EM mode is produced in domain I and another in domains II and III. The degenerate EM modes from domains II and III dominate the optical absorption. The predicted field dependence of the upper MR mode is quite close to the observed dependence. However, the predicted curvatures of the lower MR and the EM modes, both from domains II and III, is not observed.

V. SPIN-INDUCED ELECTRIC POLARIZATION

Below the ferrimagnetic transition, CaBaCo$_4$O$_7$ is reported [25] to develop a very large spin-induced polarization $\sim1700$ nC/cm$^2$, which is surpassed in type-I multiferroics only by the conjectured [26] spin-induced polarization $\sim3000$ nC/cm$^2$ of BiFeO$_3$. Other measurements indicate that the spin-induced polarization of CaBaCo$_4$O$_7$ ranges from $320$ nC/cm$^2$ [33] to $900$ nC/cm$^2$ [43].

The electric-field dependence of any interaction term in the spin Hamiltonian $H$ can induce an electric polarization below $T_c$. However, the electric-field dependence of the easy-plane anisotropy $D$ cannot explain the spin-induced polarization along $c$ because the expectation value of $P_c = \kappa S^c_0$ with $\kappa = -\partial D/\partial E_c$ would vanish in zero magnetic field when all the spins lie in the $ab$ plane. Easy-axis anisotropy $A$ or $C$ in the $ab$ plane could produce a spin-induced electric polarization perpendicular to $c$. But the EM mode would then become observable for a THz electric field in the $ab$ plane, contrary to measurements.

As conjectured previously [25], the spin-induced polarization in CaBaCo$_4$O$_7$ must then be generated by the dependence of the exchange interactions $J_i$ on an electric field, called magnetostriction. Coupling constant $\lambda_{ij} = \partial J_{ij}/\partial E_c$ for bond $\{i,j\}$ is associated with a spin-induced polarization [44] per site of $P_{ij} = \lambda_{ij} S_i \cdot S_j/4$, which accounts for the four equivalent bonds per unit cell. Expanding in the electric field $E_c$, yields an interaction term $-E_c \lambda_{ij} S_i \cdot S_j$ linear in the electric field and quadratic in the spin operators.

Taking $0$ as the ground state and $|n\rangle$ as the excited spin-wave state, the MR matrix element $\langle n|M_{ij}\rangle$ mixes with the EM matrix element $\langle n|P_{ij}\rangle$ for domains II and III but not for domain I. Therefore our model can explain the strong asymmetry [45] $\sim \text{Re}\langle n|\mathbf{M} \cdot \mathbf{B}_{\text{em}}|0\rangle/|\mathbf{P} \cdot \mathbf{E}_{\text{em}}|n\rangle$ in the absorption of counter-propagating light waves [35] for the lower observed MR mode in geometry $i$ with $\mathbf{E}_{\text{em}} \parallel c$. However, it cannot explain the observed asymmetry of this mode in geometry $i$ with $\mathbf{E}_{\text{em}} \perp c$ if only $|0\rangle/|P|i\rangle$ is significant.

How can we estimate the coupling constants $\lambda_{ij}$ and the spin-induced electric polarization? The optical absorption of any mode in domain $I$ is proportional to $p_1$. So at nonzero field, the EM absorption is proportional to $p_2 + p_3 = 1 - p_1$ while the upper MR mode absorption is proportional to $p_1$. At zero field, all domains have the same mode spectrum so both the MR and EM mode absorptions are proportional to $p_1 + p_2 + p_3 = 1$. Experimentally, the ratio $r$ of the absorption of the EM mode to the absorption of the upper MR mode rises from $r \approx 7.5$ at $0$ T to $r = 35$ at $10$ T. This growth is explained by the $B > 0$ ratio $(1 - p_1)/p_1 = 4.4$.

At both $0$ and $10$ T, the only sets of bonds that generate spin-induced polarizations of the right magnitude are [2,7] and [3,4]. Each of those bonds couples adjacent $c$-axis chains through pairs of spins that are almost antiparallel. From the relative absorptions $r$ at $0$ or $10$ T, we estimate that $(P_{2i}^{c}) \approx 2350$ or $2920$ nC/cm$^2$ and $(P_{3i}^{c}) \approx 2110$ or $2570$ nC/cm$^2$. Results for both sets of bonds are consistent with the recently observed [25] polarization of $1700$ nC/cm$^2$. By contrast, density-functional theory [28] predicts that the spin-induced polarization along $c$ is $460$ nC/cm$^2$. The spin-induced polarization should remain fairly constant with
applied magnetic field, decreasing by about 1% for a 10 T field along $b$.

VI. CONCLUSION

We have presented a nearly complete solution for the magnetization, spin state, and mode frequencies of the swedenborgite CaBaCo$_4$O$_7$. An orthorhombic distortion above $T_c$ partially relieves the geometric frustration on the kagome and triangular layers and allows ferrimagnetism and ferroelectricity to coexist below $T_c$. Although occupying a triangular lattice, bitetrahedral $c$-axis chains are ferrimagnetically ordered in the $ab$ plane. Competing interactions within each chain produce noncollinear spin states. Sets of bonds coupling those chains are responsible for the large spin-induced polarization of CaBaCo$_4$O$_7$.

Although occupying a triangular lattice, bitetrahedral $c$-axis chains are ferrimagnetically ordered in the vicinity of $T_c$. A big jump in the polarization should also be produced just below $T_c$ by rotating a fixed magnetic field about the $c$ axis. Above all, our work illuminates a pathway to develop other functional materials with sizable magnetic moments and electric polarizations.
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[36] The THz spectra of CaBaCo4O7 were measured at 2.5 K with linear light polarization using Fourier-transform spectroscopy [35]. The reference spectrum was taken in zero field.
[38] Spin excitations away from $q = Q$ depend separately on these exchange constants. The stability of the coplanar ground state requires that each pair of exchange constants be sufficiently close to one another.
[41] While the coplanar LF spin state has a lower energy than the HF state below 32 T, it becomes locally unstable to a buckled state with spins cant out of the $ab$ plane between 16 and 32 T for field along $a$. Based on the smooth dependence of the magnetizations on field, the transition from the coplanar to the buckled state must be second order.
[44] Based on the symmetry of adjacent layers, it is easy to show that the polarization operator $P_{12}$ associated with bond $\{1,2\}$ has components

\[ P_{12}^a \propto C_{12} - C_{56} - C_{12}^* + C_{56}^* \]
\[ P_{12}^b \propto C_{12} + C_{56} - C_{12}^* - C_{56}^* \]
\[ P_{12}^c \propto C_{12} + C_{56} + C_{12}^* + C_{56}^* \]

where $C_{ij} = S_i \cdot S_j$. Similar relations hold for other bonds. Only the $c$ component $P_{12}^c$ can produce a static polarization but all three components may contribute to the off-diagonal polarization matrix elements $\langle 0 | P_{12}^\alpha | n \rangle$ ($n \neq 0$).
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The coexisting magnetic and ferroelectric orders in multiferroic materials give rise to a handful of novel magnetoelectric phenomena, such as the absorption difference for the opposite propagation directions of light called the nonreciprocal directional dichroism (NDD). Usually, these effects are restricted to low temperature, where the multiferroic phase develops. In this paper, we report the observation of NDD in the paramagnetic phase of Sr$_2$CoSi$_2$O$_7$ up to temperatures more than 10 times higher than its Néel temperature (7 K) and in fields up to 30 T. The magnetically induced polarization and NDD in the disordered paramagnetic phase is readily explained by the single-ion spin-dependent hybridization mechanism, which does not necessitate correlation effects between magnetic ions. The Sr$_2$CoSi$_2$O$_7$ provides an ideal system for a theoretical case study, demonstrating the concept of magnetoelectric spin excitations in a paramagnet via analytical as well as numerical approaches. We applied exact diagonalization of a spin cluster to map out the temperature and field dependence of the spin excitations, as well as symmetry arguments of the single ion and lattice problem to get the spectrum and selection rules.
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I. INTRODUCTION

Nonreciprocal directional dichroism (NDD) is the property of a material to have different absorption coefficients for light propagation directions ±k along and opposite to a given direction in the crystal [1]. Although NDD was observed a long time ago for the exciton transitions of the polar semiconductor CdS [2], it was recognized as a general magnetooptical phenomenon of noncentrosymmetric materials only by the seminal works of Rikken and his co-workers [3,4]. The two basic cases of NDD were identified as the magnetochiral dichroism [3] (MChD) and the toroidal dichroism. In the case of MChD the absorption coefficient is different for light propagation along and opposite the magnetization of a chiral magnet k \parallel M [4]. In the case of toroidal dichroism NDD appears for propagation along and opposite k \parallel P × M, where P is the ferroelectric polarization of the material. In general, NDD can be finite only when both the spatial inversion and time-reversal symmetries are broken, as these symmetry operations interconnect the light beams propagating in opposite directions. Following the same principle, a recent study rigorously classified the magnetic point groups compatible with NDD [5]. It predicted that beside magnetochiral and toroidal dichroism NDD can arise in previously unclassified cases, which cannot be classified by a static vector quantity, such as the magnetization or the toroidal moment.

Magnetoelectric (ME) multiferroics with coexisting ferroelectric and magnetic orders naturally have the low-symmetry ground states exhibiting magnetochiral or toroidal dichroism, and indeed gigantic NDD was found in their collective excitations, typically in the GHz-THz range [6–12]. At these low frequencies, where the electromagnetic radiation is uniform on the scale of the magnetic unit cell, NDD can solely originate from the coupled dynamics of the magnetization and the electric polarization, the dynamic ME effect. When light beams travel in a ME material, for a beam propagating in one direction the oscillating magnetization generated by the electric field of the light can enhance the conventional magnetization component, induced by the magnetic field of light, whereas these two terms interfere destructively for the counterpropagating beam since the relative phase of the electric and magnetic fields of light changes by π when reversing the propagation direction. The direct connection
between the NDD and the ME effect allows the calculation of the direct current (dc) ME coefficient from the NDD spectrum using the sum rule [13]. Thus, the spectroscopic information about the ME resonances can promote the synthesis of new multiferroics with large ME coefficient.

One-way transparency is an extreme case of gigantic NDD when the light is absorbed only in one direction but not for the opposite propagation direction. Since no physical law prohibits the one-way transparency, an efficient one-way light guide can be realized. Furthermore, the transparent direction can be switched with applied magnetic [6] and possibly with electric field [14,15]. Some of the multiferroics, e.g., melilites Ba2CoGe2O7, Ca2CoSi2O7, and Sr2CoSi2O7, are not far from the ideal realization of one-way transparency [10]. In principle, these materials can find applications in photonics as diodes for THz radiation or directional light switches [12]. However, the multiferroic order possessing large NDD usually develops well below room temperature in the known materials, with the exception of the room-temperature multiferroic BiFeO3 [12], rendering their use in device applications impractical.

Here, we suggest an alternative way of achieving NDD by demonstrating that the spin excitations in Sr2CoSi2O7 show NDD well above the antiferromagnetic ordering temperature \( T_N = 7 \) K. The crystal structure of melilites (see Fig. 1) lacks the inversion symmetry. Applying magnetic field, the time-reversal symmetry will be broken in the paramagnetic phase of Sr2CoSi2O7. Using exact diagonalization we reproduced the magnetic field and temperature dependence of the MChD signal. To interpret the numerical results, a single-site analytic model was developed which shows that the finite NDD arises if all three are present: magnetic field, spin anisotropy, and ME coupling.

Recently, Yu et al. studied spin excitations of a polar ferrimagnet FeZnMnO3 in Ref. [18]. They demonstrated that the toroidal dichroism can be realized in the paramagnetic phase when the light propagates along the cross product of the built-in polarization and the external magnetic-field-induced magnetization \( \mathbf{k} \parallel \mathbf{P} \times \mathbf{M} \). In contrast, here we study MChD, a different form of NDD, and develop microscopic spin models to understand NDD in the paramagnetic phase.

The paper is organized as follows. After description of the experimental methods in Sec. II, the experimental results are presented in Sec. III. To understand the observed spin excitations and NDD, first, a spin Hamiltonian and spin-induced polarization of Sr2CoSi2O7 are introduced in Sec. IV. The Hamiltonian is numerically diagonalized for a small cluster and the eigenstates are used to calculate magnetic and ME susceptibilities in Sec. V. Second, using a single-ion model in Sec. VI the results of the exact diagonalization are interpreted. Third, the selection rules found for the single-ion case are generalized for the lattice model in Sec. VII. In addition, in this section the effects of the exchange interaction in leading order of perturbation theory are analyzed. Finally, the main experimental and theoretical results are summarized in Sec. VIII.

II. EXPERIMENTAL METHODS

The Sr2CoSi2O7 crystals were grown by the floating-zone method. First, SrCO3, Co3O4, and dehydrated SiO2 were mixed in stoichiometric amount and sintered for 120 h at 1200°C in air with one intermediate regrinding. The resulting product was pressed into a rod shape and re-sintered for 60 h under the same conditions as before. The polycrystalline rod was melted into a single-crystal ingot in a halogen-incandescent lamp floating-zone apparatus (SC-N35HD, NEC).

Samples for THz spectroscopy were disk-shaped single crystals with a diameter of 4 mm and thicknesses of \( d = 0.2 \) and 0.5 mm in the [100] direction. The external magnetic field \( \mathbf{B} \) and the light propagation \( \mathbf{k} \) were both in the [100] direction \( \mathbf{k} \parallel \mathbf{B} \parallel [100] \). The THz radiation was polarized by a wire-grid polarizer deposited on a dielectric film placed...
a few millimeters away from the sample in the incident light beam. The transmitted intensity was measured with a Martin-Puplett–type interferometer (SPS200, Scienctech, Inc., Ontario, Canada) and 0.3 K composite silicon bolometer (Infrared Laboratories) in magnetic fields up to 17 T for both positive and negative fields in the temperature range between 3 and 100 K. Measurements above 17 T were performed with a Genzel-type interferometer (Bruker 113v) and a 1.6 K composite Si bolometer (Infrared Laboratories).

The absorption coefficient \( \alpha^\pm \) for magnetic fields \( \pm B \) was calculated as

\[
\alpha^\pm = -\frac{1}{d} \ln \frac{I(\pm B, T)}{I(0, T_{\text{ref}})},
\]

where \( I(\pm B, T) \) is the transmitted intensity in magnetic field \( B \) at temperature \( T \) and \( I(0, T_{\text{ref}}) \) is the transmitted intensity in zero magnetic field at temperature \( T_{\text{ref}} \). For the magnetic field ratios \( T = T_{\text{ref}} \), and the relative absorption spectra are noted as \( \alpha^\pm \). If \( B \) is constant and \( T \) is varied, the ratio is denoted by \( \alpha^\parallel \), \( \alpha^\perp \) was determined for two polarizations of THz radiation \( E_\omega || [010] \) and \( E_\omega || [001] \).

The NDD was detected by changing the direction of the magnetic field from \( +B \) to \( -B \), i.e., from \( B \parallel k \) to \( B \perp k \).

Due to the twofold rotation symmetry along the [001] axis, the reversal of \( B \) is equivalent to the reversal of \( k \).

III. EXPERIMENTAL RESULTS

Figures 2(a) and 2(b) show the temperature dependence of \( \alpha^\pm \) between 3 and 100 K in two polarizations of the THz radiation in magnetic field \( \pm 14 \) T. Below 7 K, in the magnetically ordered phase, the spectrum is dominated by three resonances as 18, 28, and 32 cm\(^{-1}\). Since the resonance frequencies of the spin-wave modes are located at almost the same position [10] in \( \text{Sr}_2\text{CoSi}_2\text{O}_7 \) and \( \text{Ba}_2\text{CoGe}_2\text{O}_7 \), and the magnetic field dependence of \( M \) and \( P \) is also similar in the two compounds [16, 19], we use the same assignment of spin waves as for \( \text{Ba}_2\text{CoGe}_2\text{O}_7 \) [20]. The 18-cm\(^{-1}\) mode is the Goldstone mode of the easy-plane antiferromagnet gapped by the in-plane magnetic field whereas the latter two resonances correspond to the spin-stretching modes. When the field is parallel or antiparallel to the light propagation direction, the spectra are markedly different. The absorption difference is due to the MChD [7, 10].

As the temperature increases, the spin-stretching modes at 28 and 32 cm\(^{-1}\) merge and eventually disappear above 30 K. However, the lowest-energy mode, the Goldstone mode...
FIG. 3. Magnetic field dependence of absorption spectra of Sr$_2$CoSi$_2$O$_7$ in the paramagnetic state at 10 K, B ↑↑ k || [001] (red) and B ↑↓ k (blue). The spectra are shifted in proportion to the absolute value of the magnetic field.

in the ordered phase, is visible even at 100 K. The MChD has pronounced polarization dependence in the paramagnetic phase. A strong MChD is observed for all resonances in polarization $E_x$ || [010]: the absorption coefficient is nearly zero for positive fields whereas finite absorption is detected for negative fields. In the orthogonal polarization $E_x$ || [001], the lowest-energy resonance has weak MChD and changes sign between 10 and 15 K.

In 14 T the MChD is the strongest at 10 K, close to the Néel temperature but already in the paramagnetic phase [see Figs. 2(a) and 2(b)]. The magnetic field dependence of the absorption spectra at 10 K is shown in Figs. 3(a) and 3(b). The Goldstone-type mode suddenly appears above 12 T and it only shows MChD for $\omega$[010]. The remnant spin-stretching mode arises from the broad absorption feature in low magnetic field and has a strong MChD with opposite signs in the two polarizations.

The magnetic field dependence of the absorption spectra at 30 K is shown in Figs. 4(a) and 4(b). The average intensity of the single resonance line ($\alpha^+ + \alpha^-$)/2 observed at this temperature is nearly the same for both polarizations and it grows gradually as the field is increased. For polarization $E_x$ || [010] a strong MChD is observed while only a small absorption difference is detected in $E_x$ || [001].

IV. SPIN HAMILTONIAN AND MAGNETOELECTRIC COUPLING

We consider the following spin Hamiltonian for $S = \frac{3}{2}$ Co$^{2+}$ spins coupled within a single layer (Fig. 1) of Sr$_2$CoSi$_2$O$_7$:

$$\mathcal{H} = J \sum_{(i,j)} (S_i^x S_j^x + S_i^y S_j^y) + J_z \sum_i S_i^z S_j^z + \Lambda \sum_i (S_i^z)^2 + D \sum_{(i,j)} (S_i^z S_j^z - S_i^y S_j^y) - g \mu_B B \sum_i S_i,$$

where $J$ and $J_z$ are the anisotropic exchange parameters, $\Lambda$ is the onsite anisotropy parameter, $D$ is the $z$ component of the Dzyaloshinskii-Moriya vector, and the last term is the Zeeman interaction. $(i, j)$ denotes pairs of nearest-neighbor sites with $i \in A$ and $j \in B$ (Fig. 1). The spin-nematic interactions responsible for the weak in-plane anisotropy are neglected [21,22].

From the symmetry point of view, the absence of inversion at the Co site allows the ME coupling. A suitable microscopic mechanism is provided by the spin-dependent $p$-$d$ hybridization [23]. In the case of a tetrahedrally coordinated magnetic moment (the Co$^{2+}$ ion in our case), the electric polarization is quadratic in spin components given by [19,24,25]

$$P \propto \sum_{\alpha=1}^4 (S \cdot e_{\alpha})^2 e_{\alpha},$$

where $e_{\alpha}$ is the unit vector pointing from the center of the (distorted) tetrahedron toward the four $\alpha = 1, \ldots, 4$ ligands (the oxygen ions) at the vertices of the tetrahedron.

Since the Sr$_2$CoSi$_2$O$_7$ is composed of alternating tetrahedra, the polarization components are

$$P_j^+ \propto -\cos 2\kappa_j (S_i^x S_j^x + S_i^y S_j^y) - \sin 2\kappa_j (S_i^z S_j^z + S_i^y S_j^y),$$

$$P_j^- \propto -\cos 2\kappa_j (S_i^x S_j^x + S_i^y S_j^y) - \sin 2\kappa_j (S_i^z S_j^z + S_i^y S_j^y),$$

$$P_j^z \propto -\cos 2\kappa_j (S_j^z)^2 - (S_j^y)^2 - \sin 2\kappa_j (S_i^z S_j^z + S_i^y S_j^y),$$

where $j$ belongs to either sublattice A, with a tilt angle $\kappa_j = \kappa$, or to sublattice B, where $\kappa_j = -\kappa$ [24].

The oscillating magnetic field of the light interacts with the total magnetization

$$M = M_A + M_B,$$

while the electric field interacts with the total polarization

$$P = P_A + P_B,$$

where the sublattice ($l = A$ or $B$) magnetization and polarization are

$$M_l = g \mu_B \sum_{j \in l} S_j$$

and

$$P_l = \sum_{j \in l} P_j.$$

We define the magnetic susceptibility as

$$\chi_{\mu\mu}(\omega) = \sum_{i,f} \frac{\langle f | M^\mu | i \rangle^2 e^{-\beta E_f} - e^{-\beta E_i}}{\hbar \omega - E_f - E_i + i \delta / Z},$$

and the ME susceptibility as

$$\chi_{\mu\nu}(\omega) = \sum_{i,f} \frac{\langle f | M^\mu | i \rangle \langle f | P^\nu | i \rangle e^{-\beta E_f} - e^{-\beta E_i}}{\hbar \omega - E_f - E_i + i \delta / Z},$$

where $Z = \sum_i e^{-\beta E_i}$ is the partition sum, $\beta = 1/k_B T$ is the inverse temperature, the $\delta$ parameter gives a finite broadening...
to the absorption peaks, and $E_i$ and $E_f$ are the energies of the initial and final spin states, respectively.

The experimentally measured NDD is related to the imaginary and time-reversal odd part of ME susceptibility [13,26] as

$$\alpha^+ - \alpha^- = \frac{4\omega}{c_0} \text{Im} \chi_{\mu\nu}^{me}(\omega), \quad (10)$$

where $c_0$ is the speed of light in vacuum and frequency is in units of rad/s.

For a given transition $|i\rangle \rightarrow |f\rangle$ the imaginary (dissipative) parts of the magnetic and magnetoelectric susceptibilities are [13]

$$\text{Im} \chi_{\mu\nu}^{mm}(\omega) \propto |\langle i\rangle M^{\mu\nu} \langle f\rangle|^2 \delta(\omega - \omega_{if}), \quad (11)$$

$$\text{Im} \chi_{\mu\nu}^{me}(\omega) \propto \text{Re}[\langle i\rangle M^{\mu\nu} \langle f\rangle P^{\nu}|i\rangle] \delta(\omega - \omega_{if}), \quad (12)$$

where $\omega_{if} = (E_f - E_i)/\hslash$ is the transition frequency and $\omega$ is the frequency of a photon. Only the real part of the matrix element products is time-reversal odd in Eq. (12).

V. EXACT DIAGONALIZATION

To get a first insight into the nature of excitations, we performed an exact diagonalization study of a small cluster containing four Co$^{2+}$ ions, i.e., two unit cells, at finite temperatures [27]. We note that exact diagonalization was also used to study the ME excitations of Ba$_2$CoGe$_2$O$_7$ at zero temperature in Ref. [24].

Since the magnetization curves closely follow those of Ba$_2$CoGe$_2$O$_7$ [16,19], we assume the same set of parameters describes both Ba$_2$CoGe$_2$O$_7$ and Sr$_2$CoSi$_2$O$_7$. We use the parameters obtained from absorption spectra of Ba$_2$CoGe$_2$O$_7$ in Ref. [20], i.e., $\Lambda = 13.4$ K, $J = 2.3$ K, $I_{z} = 1.8$ K, $D_z = -0.1$ K, $\kappa = 22.4$, and $g = 2.3$. This set of parameters provided a remarkable good agreement with the experimentally measured absorptions. The results of these calculations are presented in Figs. 2(c)–2(f) and Figs. 4(c)–4(f).

The exact diagonalization results show, in accordance with the experiment, that a single absorption line is present in high magnetic fields at high temperatures and a second resonance appears as the temperature is lowered below 20 K. Calculation predicts a finite ME effect responsible for the observed NDD. Moreover, the sign change of NDD observed for Sr$_2$CoSi$_2$O$_7$ at 30 K. The THz absorption spectra for magnetic field $\mathbf{B} \parallel \mathbf{k}$ || [100] (red) and $\mathbf{B} \parallel \mathbf{k}$ (blue) are shown for two polarizations of the THz light. The spectra are shifted in proportion to the absolute value of the magnetic field. (c) and (e) are the magnetic susceptibility $\text{Im} \chi_{\mu\nu}^{mm}(\omega)$ and the ME susceptibility $\text{Im} \chi_{\mu\nu}^{me}(\omega)$ for the polarizations $E_\alpha || [001]$ and $E_\alpha || [001]$. Red (positive) and blue (negative) colors indicate the sign of susceptibility. The saturation of the color corresponds to the magnitude of the corresponding susceptibility matrix elements $\text{Im} \chi_{\mu\nu}^{mm}(\omega)$ [Eq. (11)] and $\text{Im} \chi_{\mu\nu}^{me}(\omega)$ [Eq. (12)]. The susceptibilities were calculated by the exact diagonalization of a four-site cluster.

VI. SINGLE-ION PROBLEM

In order to get a deeper understanding of the THz absorption spectra and NDD in the paramagnetic phase of Sr$_2$CoSi$_2$O$_7$, we consider a model of a single Co$^{2+}$ spin in
the center of a tetrahedron. This unit is the building block of the crystal lattice of Sr₂CoSi₂O₇, and, at the same time, its symmetry is representative of the field-induced reduction of the point symmetry in the real material. More precisely, in the next two sections we will show that the magnetic space group at the Γ point is isomorphic to the magnetic point group of the tetrahedron. Furthermore, such a simple single-ion model describes the essence of the experiments in the disordered paramagnetic state where the strong thermal fluctuations smear out the coupling to the neighboring spins.

A. Hamiltonian and the symmetries

1. Spin Hamiltonian and the electric polarization

We will consider magnetic field in the XY plane of a single tetrahedron with a coordinate system defined in Fig. 5. It is convenient to use the coordinate system where the \( \parallel \) axis points in the direction of the magnetic field \( \mathbf{h} = g \mu_B \mathbf{B} \), the \( \perp1 \) axis is parallel to the \( Z \) direction, and the \( \perp2 \) direction is chosen so that the three axes form an orthogonal right-handed system. The spin components in the coordinate system of the tetrahedron are related to the spin components in the field-fixed system as

\[
S^\parallel = \cos \varphi \, S^1 - \sin \varphi \, S^{1\perp}, \\
S^\perp = \sin \varphi \, S^1 + \cos \varphi \, S^{1\perp},
\]

(13)

Following Eq. (2) the Hamiltonian for a single spin in the field-fixed coordinates is

\[
\mathcal{H} = \Lambda (S^{1\perp})^2 - h S^1.
\]

(14)

The quantization axis is chosen along the magnetic field with eigenvalues and eigenvectors of \( S^1 \) being \( \{+3/2, +1/2, -1/2, -3/2\} \) and \( \{\uparrow, \uparrow, \downarrow, \downarrow\} \), respectively.

The magnetic field and the anisotropy lower the O(3) spatial symmetry to the group generated by inversion and a twofold rotation \( C_2 \) about the magnetic field. Time-reversal symmetry alone is broken, but time reversal followed by a rotation perpendicular to the field, denoted by \( \Theta C_2^{\perp1} \), remains a symmetry element.

From Eq. (3) we get for the electric polarization

\[
P^X = \eta_{XY} (S^Z S^Y + S^Y S^Z), \\
P^Y = \eta_{XY} (S^X S^X + S^X S^Z), \\
P^Z = \eta_{Z} (S^X S^Y + S^Y S^X),
\]

(15)

where for the regular tetrahedron \( \eta_{XY} = \eta_{Z} \). The relation to the components in the field-fixed coordinates is

\[
P^\parallel = \cos \varphi \, P^1 - \sin \varphi \, P^{1\perp}, \\
P^\perp = \sin \varphi \, P^1 + \cos \varphi \, P^{1\perp}, \\
P^Z = P^{1\perp}.
\]

2. Solution of the Hamiltonian

The matrix representation of the Hamiltonian (14) in the spin basis \( \{\uparrow, \downarrow, \psi, \xi\} \) is

\[
\hat{\mathcal{H}} = \begin{pmatrix}
\frac{3}{2} \Lambda - \frac{3}{2} h & 0 & -\frac{\sqrt{3}}{2} \Lambda & 0 \\
0 & \frac{3}{2} \Lambda - \frac{1}{2} h & 0 & -\frac{\sqrt{3}}{2} \Lambda \\
-\frac{\sqrt{3}}{2} \Lambda & 0 & \frac{3}{2} \Lambda + \frac{1}{2} h & 0 \\
0 & -\frac{\sqrt{3}}{2} \Lambda & 0 & \frac{1}{2} \Lambda + \frac{3}{2} h
\end{pmatrix}.
\]

(17)

The eigenvalues \( \pm i \) of the rotation operator \( C_2 \)

\[
C_2^\parallel = e^{i \hat{\mathcal{S}}^\parallel} = \begin{pmatrix}
-i & 0 & 0 & 0 \\
0 & i & 0 & 0 \\
0 & 0 & -i & 0 \\
0 & 0 & 0 & i
\end{pmatrix},
\]

(18)

are good quantum numbers as the operator commutes with the Hamiltonian \( \hat{\mathcal{H}}, C_2^\parallel \). Therefore, only the states with the same eigenvalue of \( C_2^\parallel \) are mixed. We use \( \pm i \) to label the eigenstates \( |\psi_{x(\pm i)}\rangle \) and corresponding energies \( \epsilon_{x(\pm i)} \). For the detailed form of the energies and eigenvectors, we refer the reader to Appendix B 1.

3. Transition matrix elements

Based on the transformation properties under the rotation \( C_2^\parallel \), as summarized in Table I, we can construct selection rules for the matrix elements of the spin and polarization components. A matrix element for an operator \( \mathcal{O} \) between states \( |\psi_\alpha\rangle \) and \( |\psi_\beta\rangle \) can only be nonvanishing if it transforms according to the totally symmetric \( A \) irrep of the group.
FIG. 6. (a) Transition energies ω and (b) energy levels ϵ of the single-ion model with easy-plane anisotropy Λ in a magnetic field $h = g\mu_B B$ within the easy plane as a function of $h/\Lambda$, with $\Lambda = 13.4$ K and $g = 2.3$ from Ref. [20]. States 1 and 3 (red curves) are multiplied by $-i$ after a $\pi$ rotation about the field ($C'_{2v}$), whereas states 2 and 4 (blue) get an $i$. Magenta arrows represent transitions between the states of the same symmetry, induced by operator $\mathcal{A}$, even under the $C'_{2v}$, such as $S^i$, $P^i \perp$ (see Table I). Cyan arrows connect states with different symmetries induced by operator $\mathcal{B}$, odd under $C'_{2v}$, such as the perpendicular components of spin and polarization operator. The color of the curves corresponds to the color of the arrows in (b). The filled circles show the experimental results.

$\mathcal{A} \subseteq \Gamma^\beta \otimes \Gamma(O) \otimes \Gamma^\omega$. In order to describe the transformation properties of the states of a half-integer spin, we need to consider the double group corresponding to the group $C_2$. If an operator $\mathcal{A}$ transforms as $A$ and an operator $\mathcal{B}$ as $B$, and the spin states as $\mathbf{E}_1$ and $\mathbf{E}_2$ of the double group of $C_2$ (Table I), the nonvanishing matrix elements are

$$\langle \psi^{(\alpha i)}_\alpha | \mathcal{A} | \psi^{(\beta j)}_\beta \rangle \quad \text{and} \quad \langle \psi^{(\alpha i)}_\alpha | \mathcal{B} | \psi^{(\beta j)}_\beta \rangle. \quad (19)$$

Allowed transitions between states of the same symmetry are of type $\mathcal{A}$ and allowed transitions between states of different symmetry are of type $\mathcal{B}$. The corresponding transition energies are shown in Fig. 6(a) and the energy levels involved in Fig. 6(b).

In what follows, we take into account the effects of antiunitary symmetries containing the time-reversal operation $\Theta$ on the matrix elements. We show in the Appendix A that any linear operator $\tilde{\mathcal{O}}$, if the symmetry operation $\Theta C'_{2v}$ is present (as in the case of a magnetic field applied in the $XY$ plane), must satisfy $\tilde{\mathcal{O}} = \pm \mathcal{O}^\dagger$. Thus, the matrix elements of any linear operator even (odd) under the symmetry operation $\Theta C'_{2v}$ are real (imaginary).

In conclusion, the unitary symmetries of the single-ion model determine the selection rules, i.e., the nonvanishing matrix elements, whereas the antiunitary symmetry constrains the matrix element to a real or to an imaginary value.

### B. Directional dichroism in the single-ion model

Imaginary part of the ME susceptibility $\text{Im} \chi^{\mu\nu}_\text{ME}(\omega)$ causes NDD [6,7,28] [Eq. (10)]. For a given transition $|i\rangle \rightarrow |f\rangle$ the dissipative and time-reversal odd part of the ME susceptibility is proportional to the real part of the matrix element product $\text{Re} \langle f | M^\mu | i \rangle \langle f | P^\nu | i \rangle$ [Eq. (12)]. Thus, NDD is nonzero if both matrix elements are nonzero for the same pair of states $|i\rangle$ and $|f\rangle$. This is allowed by symmetry if $M^\mu$ and $P^\nu$ transform according to the same irreducible representation of the group of unitary symmetries.

Furthermore, the product of the $M^\mu$ and $P^\nu$ matrix elements has a finite real part only if both matrix elements are real or both are imaginary. Thus, both operators must be even ($\mathcal{A}$ type) or both odd ($\mathcal{B}$ type) under antiunitary symmetry operation, as was shown in the previous section. The summary of all spin and polarization operator amplitudes for $S = \frac{1}{2}$ in the single-ion model is presented in Table II. They are either real, imaginary, or symmetry forbidden.

Below we examine the symmetry properties of the operators for different directions of the external field with respect to the cobalt–oxygen tetrahedron in the easy plane to find out the details of the existence of NDD.

#### 1. Magneto-chiral dichroism (chiral case): $\varphi = 0$

When the external field is parallel to one of the twofold rotation axes $\varphi = 0$ (see Fig. 5), the system has chiral symmetry $D_2(C_2)$ in Schoenflies notation [see Fig. 7(a)], and the polarization operators in the local coordinate system are

$$\begin{align*}
\mathcal{P}^i_{\text{chiral}} &= \frac{\eta_{XY}}{2i}[(S^+)^2 - (S^-)^2], \quad (20a) \\
\mathcal{P}^{+1}_{\text{chiral}} &= \frac{\eta_{XY}}{2i}[S^0(S^+ - S^-) + (S^+ - S^-) S^0], \quad (20b) \\
\mathcal{P}^{+2}_{\text{chiral}} &= \frac{\eta_{XZ}}{2}[S^0(S^+ + S^-) + (S^+ + S^-) S^0], \quad (20c)
\end{align*}$$

where $S^\pm = S^{i1} \pm i S^{i2}$. This is also the case (up to a sign) when $\varphi$ is an integer multiple of $\pi/2$ due to the $S_3$ symmetry of the distorted oxygen tetrahedron. It is worth noting that the perpendicular components $P^{+1}$ and $P^{+2}$ change the $S^0$ quantum number by $\pm 1$, creating dipolar spin excitation, but
FIG. 7. The tetrahedron in the (a) chiral (ϕ = 0), (b) achiral and apolar, and (c) polar (ϕ = π/4) cases as seen from the direction of the magnetic field B. The magenta sphere represents the magnetic ion at the center of tetrahedral cage. The stereograms represent the magnetic point group for each case, black refers to the unitary subgroup, and red the antiunitary part combined with the time reversal.

P_{chiral} changes by ±2, creating quadrupolar spin excitation [29].

None of the components of P transform according to the fully symmetric irreducible representation A_{+} (Table III). Therefore, the expectation value for the static polarization is zero in the ground state. Although the chiral case is apolar, the dynamic ME susceptibility is allowed. The operators S^{±1} and P^{±1} belong to the same irreducible representation B_{1} of D_{2}(C_{2}) and therefore the NDD will appear irrespective of polarizations of the incident light in Faraday geometry. The symmetry argument presented above is supported by the direct evaluation of the matrix elements (see Appendix B and Table II) using the eigenstates given in Eqs. (B2a)–(B2d).

From Table III we can also infer the selection rules with regard to the quantum numbers ±i, the eigenvalues of the rotation operator C_{2}^{4}. The S^{i} and P^{i} are invariant under C_{2}^{4}, thus, they excite only type-A transitions between states that have the same quantum number [see Fig. 6(b)], i.e., between states 1 and 3 and between states 2 and 4. However, there is no NDD for the A-type transitions as P^{i} and S^{i} do not transform according to the same irrep.

The perpendicular components of P and S have matrix elements between states with different C_{2}^{4} quantum numbers, which corresponds to type-B transitions, i.e., transitions 1 → 2, 1 → 4, 2 → 3, and 3 → 4 [see Fig. 6(b)]. We also see in Table III that S^{±1} and P^{±1} are both odd under θC_{2}^{12}, with imaginary matrix elements, and their product is real in Eq. (12), providing a finite imaginary $\chi_{ME}^{\text{imag}}(\theta)$ and a finite MChD. Similarly, the S^{±1} and P^{±2} are both even, with real matrix elements, providing a finite imaginary $\chi_{ME}^{\text{imag}}(\theta)$ in any other configuration the Im[χ_{ME}^{\text{imag}}(θ)] = 0. Therefore, the NDD is present only in the Faraday configuration. k || B.

2. Toroidal dichroism (polar case): $\varphi = \pi/4$

If the field direction is parallel to the upper edge of the tetrahedron, $\varphi = \pi/4$ in Fig. 5, and the polarization operators are

$$
P_{\text{par}}^{\parallel} = \frac{\eta_{XY}}{2i} [S^{i}(S^{+} - S^{-}) + (S^{+} - S^{-})S^{1}],$$

$$
P_{\text{par}}^{\perp} = \frac{\eta_{XY}}{2i} [(S^{i})^{2} - (S^{-}S^{1})^{2}],$$

$$
P_{\text{par}}^{\perp} = \frac{\eta_{Z}}{4} [4(S^{i})^{2} - (S^{-})^{2} - (S^{+})^{2} - S^{-}S^{+} + S^{+}S^{-}].$$

Here, the perpendicular operators are changing the S^{i} quantum number by 0 and ±2, and the P^{i} parallel operator by ±1.

We note that $P_{\text{par}}^{\parallel} = P_{\text{chiral}}^{\parallel}$ and $P_{\text{par}}^{\perp} = -P_{\text{chiral}}^{\perp}$, reflecting the spin-quadrupolar nature of the polarization operators.

As shown in Fig. 7(c), the symmetry group of the spin Hamiltonian is now C_{2v}(C_{1h}) = 2m' m with elements

$$
C_{2v}(C_{1h}) = 2m' m = \{1, σ^{\parallel}, θC_{2}^{12}, θσ^{\perp}\}.
$$

The character table and the transformations of physical quantities under this group are given in Table III.

If we compare to the chiral case, first, we observe that the P^{±2} transforms as identity, therefore electric polarization along ± 2 axis is now allowed by the symmetry, hence we refer to this case as the polar case. Second, because of the $σ^{\parallel}$ symmetry element the S^{±1} and P^{±2} do not belong to the same irreducible representation anymore, and similarly S^{±2} and P^{±1}. As a consequence, the NDD in the Faraday geometry vanishes. Indeed, in Faraday geometry k || B, the

<table>
<thead>
<tr>
<th>Irrep.</th>
<th>$\varphi = 0$: chiral case, the group is $D_{2}(C_{2})$</th>
<th>$\varphi = π/4$: polar case, the group is $C_{2v}(C_{1h})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{2}^{1}$</td>
<td>$θC_{2}^{12}$</td>
<td>$θσ^{\perp}$</td>
</tr>
<tr>
<td>A_{+}</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>A_{-}</td>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td>B_{+}</td>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td>B_{-}</td>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td>$σ^{\parallel}$</td>
<td>$θC_{2}^{12}$</td>
<td>$θσ^{\perp}$</td>
</tr>
<tr>
<td>$Γ_{+}$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$Γ_{−}$</td>
<td>1</td>
<td>-1</td>
</tr>
</tbody>
</table>

TABLE III. Character table for the magnetic point groups and symmetry-allowed operators for three orientations of the applied magnetic field in the easy plane (see Fig. 5), creating chiral ($\varphi = 0$), polar ($\varphi = π/4$), and low-symmetry cases.
THz field transforms under $\sigma\parallel$ as $\mathbf{B}_\omega \rightarrow -\mathbf{B}_\omega$, $\mathbf{E}_\omega \rightarrow \mathbf{E}_\omega$, and $\mathbf{k} \rightarrow -\mathbf{k}$. The two directions of the radiation propagation are connected by the symmetry element and NDD is forbidden [5,13].

Instead, the $S^{1,2}$ and $P\parallel$ transform according to the same irreducible representation $B_{\pi\parallel}$. As a consequence, a finite ME susceptibility $\chi_{\omega\parallel,\pi\parallel}^{me}$ will appear in the Voigt geometry when the $\mathbf{k}$ is parallel to the $\cdot\cdot\cdot\mathbf{1}$ and $\mathbf{E}_\omega \parallel \mathbf{B}$. Similarly, the $S^j$ and $P^{1,2}$ both belong to $A_+$, providing a finite $\chi_{\omega\parallel,\pi\parallel}^{me}$. Since the operators belonging to the same irreducible representation in Table III have the same parity under $\Theta C_{2}^{-1,2}$ transformation, their matrix elements are either both real (for $S^{1,2}$ and $P^{1}$), or are both pure imaginary (for $S^{0}$ and $P^{1,2}$), allowing NDD in the Voigt configuration in both polarizations of THz radiation.

As the $\sigma\parallel$ and $C_{2}^{\parallel}$ are given by the same matrix in Eq. (18) [30], we can repeat the arguments we used in the chiral case to determine the selection rules. The $S^j$ and $P^{1,2}$ operators have finite matrix elements between states with the same $C_{2}^{\parallel} \supseteq \sigma\parallel$ quantum number, i.e., the $A$-type transitions $1 \rightarrow 3$ and $2 \rightarrow 4$ are allowed. The $S^{1,2}$ and $P\parallel$ change the quantum number $\pm i \rightarrow \mp i$ and the $B$-type transitions $1 \rightarrow 2$, $1 \rightarrow 4$, $2 \rightarrow 3$, and $3 \rightarrow 4$ are allowed.

3. Low-symmetry case: $\varphi \neq 0$ nor $\frac{\pi}{4}$

For arbitrary direction of the external magnetic field within the $XY$ plane, the polarization operators can be written as a linear combination of the chiral and polar cases considered above:

$$
P = \cos 2\varphi \mathbf{P}_{\text{chiral}} + \sin 2\varphi \mathbf{P}_{\text{polar}}. \tag{23}$$

Here, only the $\Theta C_{2}^{\perp,2}$ symmetry remains and the magnetic point group is reduced to the $D_1(C_1)$ = $2'$ [see Table III and Fig. 7(b)]. Since neither $C_{2}^{\parallel}$ nor $\sigma\parallel$ is a symmetry element of the full problem, the $\mathbf{P}$ may have finite matrix elements between any of the $\{\pm i\}$ states, and the selection rules we established for the chiral ($\varphi = 0$) and the polar ($\varphi = \pi/4$) case are not valid. However, as the spin state still respects the quantum number set by the $C_{2}^{\parallel}$, the associated selection rules [Eq. (19)] hold for $S^j$, $S^{1,1}$, and $S^{1,2}$. Furthermore, since the ME susceptibility is composed from a product of matrix elements of $\mathbf{S}$ and $\mathbf{P}$, it inherits the selection rules of the matrix element of $\mathbf{S}$. Putting all this together, the single-ion system shows NDD in the Faraday geometry for the $1 \rightarrow 2$, $2 \rightarrow 3$, $1 \rightarrow 4$, and $3 \rightarrow 4$ transitions with $\chi_{\omega\parallel,\pi\parallel}^{me} \propto \cos 2\varphi$ coming from the chiral part, and NDD in the Voigt geometry according to the selection rules set by the polar case with $\chi_{\omega\parallel,\pi\parallel}^{me} \propto \sin 2\varphi$.

VII. LATTICE PROBLEM

This section describes the selection rules when the tetrahedra form a lattice. Furthermore, we give the analytical form of the transition energies by taking into account the exchange coupling between spins in the lowest order in perturbation theory.

A. Magnetochiral dichroism and selection rules in the lattice problem

In the material the oxygen tetrahedra are rotated alternatingly, there is no direction of the external field which would show purely either the chiral or the polar case discussed in the section above. However, the situation is not hopeless: if the external field is along the [100] direction (as in the actual experiment), there is a [$C_{2}^{\parallel}[100]$] screw axis (shown in Fig. 1 as $2'$) which is a symmetry operation. The screw axis performs a $\pi$ rotation about the [100] axis and a half-translation along the same axis to move the A tetrahedra into B and vice versa (see Fig. 1). The screw axis is a symmetry element of the lattice spin Hamiltonian symmetry group, so we can use its irreducible representations to label the eigenstates and the operators. In addition, the [$\Theta C_{2}^{\perp,2}[000]$] (the rotation by $\pi$ about the [001] axes through the center of a tetrahedron followed by a time-reversal operation) is a symmetry element irrespectively from the direction of the in-plane magnetic field. In fact, this nonsymmetric magnetic point group is isomorphic to the $D_{2}(C_{2}) = 2'2$ magnetic point group of a single tetrahedron in the chiral case:

$$\{1, [C_{2}^{\parallel}[100]], \Theta C_{2}^{\perp,2}[000] \} \cong \{1, C_{2}^{\parallel}, \Theta C_{2}^{\perp,2}, C_{2}^{\perp,1} \}. \tag{24}$$

Let us examine the selection rules based on what we learned for a single ion. We express the magnetization [Eq. (5)] and the polarization [Eq. (6)] in the magnetic-field-fixed coordinate system and decompose into the irreducible representations of the unitary part of the point group, which consists of the identity and the $[C_{2}^{\parallel}[100]]$ screw axis. The screw axis acts on the magnetization as

$$
\begin{align*}
M_{A}^{\parallel} &\rightarrow M_{B}^{\parallel}, \\
M_{A}^{\perp,2} &\rightarrow -M_{B}^{\perp,2}, \\
M_{B}^{\parallel} &\rightarrow -M_{A}^{\parallel}, \\
M_{B}^{\perp,2} &\rightarrow -M_{A}^{\perp,2}.
\end{align*} \tag{25a}
$$

Similar considerations hold for the polarization operators.

Since the unitary part of the point group has two irreducible representations, the $\mathbf{M}$ operator can be decomposed into even ($\mathbf{M}_{0}$) and odd ($\mathbf{M}_{x}$) parts as $\mathbf{M} = \mathbf{M}_{0} + \mathbf{M}_{x}$.

1. Selection rules for the even (0) components

Using the transformation rules given by Eq. (25), the even part of $\mathbf{M}$ is

$$
\begin{align*}
M_{0}^{\parallel} &= M_{A}^{\parallel} + M_{B}^{\parallel}, \tag{26a} \\
M_{0}^{\perp,2} &= 0, \tag{26b}
\end{align*}
$$

and for the polarizations we get

$$
\begin{align*}
P_{0}^{\parallel} &= \sin 2\varphi \sum_{j}(-1)^{j} P_{j,\text{polar}}^{\parallel} - \cos 2\varphi \sum_{j} P_{j,\text{chiral}}^{\parallel}, \tag{27a} \\
P_{0}^{\perp,2} &= 0. \tag{27b}
\end{align*}
$$
where \( \perp = \perp_1, \perp_2 \) and the index \( j \) runs over all the sites, being an even integer on A and odd integer on the B sublattice; \( P_{j, \text{chiral}}^\parallel \) is defined by Eq. (20a) and \( P_{j, \text{polar}}^\parallel \) by Eq. (21a), with the corresponding spin operators at site \( j \). The light does not interact with the system in the Faraday geometry in the even channel because \( P_{\perp}^0 = M_{\perp}^0 = 0 \).  

2. Selection rules for the odd (\( \pi \)) components

When we antisymmetrize, we get the odd quantities \( M_{\pi}^\parallel \) and \( P_{\pi}^\parallel \), and following the steps we used to obtain the even components above, the corresponding magnetization and polarization components are

\[
M_{\pi}^\parallel = 0,
\]

\[
M_{\pi}^\perp = M_{\parallel}^\perp + M_{\parallel}^\perp
\]

and

\[
P_{\pi}^\perp = 0,
\]

\[
P_{\pi}^\perp = \sin 2\delta \sum_j \cos \sum_j^{-1} P_{j, \text{polar}} - \cos \sum_j P_{j, \text{chiral}}.
\]

The nonvanishing perpendicular components \( \{ M_{\pi}^\perp, P_{\pi}^\perp \} \) and \( \{ M_{\pi}^\perp, P_{\pi}^\perp \} \) lead to a finite ME susceptibility and NDD in the Faraday geometry for the odd channel.

We now examine the effect of the time reversal. The action of \( \Theta \) on \( [000] \) is given by

\[
\begin{pmatrix}
M_{\parallel}^A \\
M_{\perp}^A \\
P_{\parallel}^A \\
P_{\perp}^A
\end{pmatrix}
= \begin{pmatrix}
M_{\parallel}^A \\
M_{\perp}^A \\
-P_{\perp}^A \\
-P_{\perp}^A
\end{pmatrix},
\]

\[
\begin{pmatrix}
M_{\parallel}^B \\
M_{\perp}^B \\
P_{\parallel}^B \\
P_{\perp}^B
\end{pmatrix}
= \begin{pmatrix}
M_{\parallel}^B \\
M_{\perp}^B \\
-P_{\perp}^B \\
-P_{\perp}^B
\end{pmatrix},
\]

and the same equations on the B sublattice. Just like in the single-ion problem, the \( M_{\parallel}^\perp \) and \( P_{\parallel}^\perp \) belong to the same irreducible representation, as well as the \( M_{\perp}^\perp \) and \( P_{\perp}^\perp \). The matrix elements are therefore real or imaginary, and the product of the magnetization and polarization matrix elements in the ME susceptibility is real.

Although the symmetry classification obtained above did not consider the DM interaction, it describes the selection rules obtained from the exact diagonalization. This is because the DM interaction is compatible with the \( D_3 \) magnetic point group considered above.

B. Perturbative effects of the exchange coupling

So far, we have neglected the interactions between the Co spins. To assess how much the single-ion picture is altered, we take into account the effect of exchange couplings perturbatively: starting from the single-ion limit, \( J = J_z = D_z = 0 \) in Eq. (2), we derive a tight-binding-like approximation for the exchange part. We denote the onsite and exchange parts as \( \mathcal{H}^0 \) and \( \mathcal{H}' \).
The perturbative approach works well for the experimentally studied paramagnetic case in the high-field limit. In Sec. VII A 2 we have seen that only the \( \pi \) modes absorb in Faraday geometry. In the exact diagonalization, we observed the strongest absorption is for the \( \omega_{\pi}^{J=2} \) mode. This is not surprising, as this is the single-magnon mode in the weak anisotropy limit \( \lambda \ll J, J_z \). In the single-ion model without anisotropy \( J, J_z, \lambda = 0 \), it is just the paramagnetic mode with \( \omega_{\pi}^{J=2} = h \), as it can be inferred from Eq. (37b). More interestingly, the energy of this mode is very close to the single-ion excitation energy \( \omega_{\pi}^{J=2} = \epsilon_2 - \epsilon_1 \) [see Eq. (B6)]. The difference is just \( 3(J - J_z) \), and vanishes for \( J = J_z \). This explains why the single-ion model works remarkably well for large magnetic fields \( h \gg \Lambda, J, J_z \), as seen from the comparison of the minimal theory and the experiments in Fig. 6.

In the strong single-ion anisotropy limit \( \Lambda \gg h, J, J_z \), the energies of these modes are

\[
\begin{align*}
\omega_{\pi}^{J=2} &= 2h - 12J - J_z, \quad (38a) \\
\omega_{\pi}^{J=2} &= 2h - 4J + J_z. \quad (38b)
\end{align*}
\]

The deviation of \( \omega_{\pi}^{J=2} \) in the single-ion model becomes noticeable close to the strong field limit given by Eq. (37b).

\(-4J + J_z\) vs \(-3J + 3J_z\), but still not too large as compared to the deviations of other modes, say Eq. (38a).

**VIII. SUMMARY**

The coupling of the magnetic moments and electric polarization in a material is responsible for many interesting optical phenomena which happen at low temperatures, usually in the ordered phases. Here, we studied the optical response of a multiferroic material in the paramagnetic phase, at temperatures much higher than the ordering temperature.

We observed MChD for the excitations of the \( S = \frac{3}{2} \) spin of the \( \text{Co}^{2+} \) ion in \( \text{Sr}_2\text{CoSi}_2\text{O}_7 \) at temperatures up to 100 K, although the magnetic ordering temperature is only \( T_N = 7 \) K. The main experimental findings, the temperature dependence of the spin-mode frequencies, their intensities, and the sign of the MChD for the different spin modes, are captured well by the exact diagonalization of a four-spin cluster.

The numerical results are interpreted in a simple analytical model of a single spin with an anisotropic dipole in an external magnetic field, and its coupling to the THz radiation via magnetization \( M \) and via polarization \( P \), expressed by spin-quadrupolar terms. Finite ME susceptibility arises if the components of the \( M \) and \( P \) transform according to the same irreducible representation of the symmetry group compatible with both, the oxygen tetrahedron around the magnetic ion and the applied magnetic field. Figure 6 shows that in high fields and low temperatures (\( \epsilon_2 - \epsilon_1 > 3h \) T) the NDD spectrum is dominated by the magnetic dipolar transition from the ground state \( |1 \rangle \rightarrow |2 \rangle \). By increasing \( T \), another magnetic dipolar transition from the thermally excited state \( |2 \rangle \rightarrow |3 \rangle \) appears in the NDD spectrum. Our exact diagonalization calculation showed that the \( |2 \rangle \rightarrow |3 \rangle \) peak is very close to the \( |1 \rangle \rightarrow |2 \rangle \) in energy and due to the line-broadening effects only a single broad peak is observed. This coincides with the experimental finding at high temperatures, as exemplified in Figs. 2(a) and 2(b).

By considering the real material where the oxygen tetrahedra are tilted, we showed how the selection rules of the single-ion model are modified when the exchange coupling is turned on, in agreement with the results of the exact diagonalization. Finally, we demonstrated that the exchange correlations are important to accurately describe the mode frequencies in the paramagnetic state.

In conclusion, we demonstrated that MChD can arise in the paramagnetic phase of a noncentrosymmetric material. Furthermore, we presented a detailed theoretical analysis of spin excitations in \( \text{Sr}_2\text{CoSi}_2\text{O}_7 \) which helps to identify the key parameters responsible for high-temperature NDD both in the chiral and toroidal cases.
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**APPENDIX A: REALITY OF THE MATRIX ELEMENTS IN A MAGNETIC POINT GROUP**

We analyze the case of \( \varphi = 0 \), which is relevant for the experimental situation and is conceptually the simplest. The symmetry group of this configuration considering both the spin Hamiltonian (14) and the oxygen tetrahedron around the \( \text{Co}^{2+} \) ion, manifested by the spin-polarization coupling (15), is

\[
D_2(C_2) = \{1, C_2^2, \Theta C_2^2, \Theta C_2 \},
\]

with operators in the field-fixed coordinate frame (Fig. 5). Since the inversion, the mirror plane, and the rotoreflection symmetry are absent, the case is termed as chiral. The \( D_2(C_2) \) group is generated by the symmetry elements \( C_2^2 \) and \( \Theta C_2^2 \), and its character table together with the symmetry classification of spin and polarization components is summarized
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in Table III. We note that our conclusions are equally valid for the \( \varphi = \pi/4 \) case, where \( \Theta C_{2}^{12} \) is also present in the corresponding polar symmetry group \( C_{4v}(C_{1b}) \).

The operator \( C_{2}^{12} \) is represented on the \( S = \frac{1}{2} \) spin space by the matrix

\[
\hat{C}_{2}^{12} = e^{i \frac{3 \pi}{2} i} = \begin{pmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & -1 & 0 \\
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{pmatrix}.
\]

The time-reversal operation \( \Theta \) is conveniently represented by the antiunitary operation

\[
\hat{\Theta} = \hat{C}_{2}^{12} \hat{K} = e^{i \frac{3 \pi}{2} i} \hat{K} = \begin{pmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & -1 & 0 \\
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{pmatrix} \hat{K},
\]

where \( \hat{K} \) is the complex conjugation, conjugating every matrix or vector component on the right, but leaving the basis functions intact [31]. This is analogous to the \( S = \frac{1}{2} \) case where \( \Theta \) is expressed with the help of the Pauli matrix \( \hat{\sigma}^{y} \) as \( \hat{\Theta} = i \hat{\sigma}^{y} \hat{K} \). Collecting all this together, the operator for \( \Theta C_{2}^{12} \) in the Hilbert space reads as

\[
\hat{\Theta} \hat{C}_{2}^{12} = \hat{C}_{2}^{12} \hat{K} \hat{C}_{2}^{12} = e^{i \frac{5 \pi}{2} i} \hat{K} = -i \hat{K}.
\]

When we consider the effect of this symmetry on the matrix elements of physical observables, we find first all representations of \( \Theta C_{2}^{12} \) are \( +1 \) or \( -1 \) as given in Table III for the chiral and polar cases, respectively. Therefore, any linear operator \( \mathcal{O} \), such as the spin or polarization components, is either even or odd, i.e., it transforms as

\[
\Theta \mathcal{O} = \pm \mathcal{O},
\]

or in matrix representation

\[
(\hat{\Theta} \hat{C}_{2}^{12}) \mathcal{O} (\hat{\Theta} \hat{C}_{2}^{12})^{-1} = \pm \mathcal{O}.
\]

Next, following Eq. (A4), let us evaluate the left-hand side of the equation above:

\[
(\hat{\Theta} \hat{C}_{2}^{12}) \mathcal{O} (\hat{\Theta} \hat{C}_{2}^{12})^{-1} = \mathcal{K} \hat{\mathcal{O}} \mathcal{K} = \hat{\mathcal{O}},
\]

where the last equality follows from the fact that acting on an arbitrary vector \( v \), \( \mathcal{K} \hat{\mathcal{O}} v = \mathcal{K} \hat{\mathcal{O}} v = \hat{\mathcal{O}} v \). Equations (A6) and (A7) together mean that

\[
\hat{\mathcal{O}} = \pm \hat{\mathcal{O}}.
\]

This restricts the matrix elements of the operators even under \( \Theta C_{2}^{12} \) to be real, and the matrix elements of the odd operators to be pure imaginary.

In conclusion, the unitary symmetries determine the selection rules, i.e., the nonvanishing matrix elements, whereas antiunitary elements give constraints on the reality of them. These rules and the matrix elements given in Appendix B (and calculated by using the explicit wave functions) are in full agreement.

**APPENDIX B: SOLUTION OF THE SINGLE-ION PROBLEM**

1. **Energies and wave functions**

The energies in increasing order are

\[
\begin{align*}
\epsilon_{1}^{(-)} &= -\frac{h}{2} + \frac{5\Lambda}{4} - \sqrt{h^{2} + h\Lambda + \Lambda^{2}}, \\
\epsilon_{2}^{(+)} &= \frac{h}{2} + \frac{5\Lambda}{4} - \sqrt{h^{2} - h\Lambda + \Lambda^{2}}, \\
\epsilon_{3}^{(-)} &= -\frac{h}{2} + \frac{5\Lambda}{4} + \sqrt{h^{2} + h\Lambda + \Lambda^{2}}, \\
\epsilon_{4}^{(+)} &= \frac{h}{2} + \frac{5\Lambda}{4} + \sqrt{h^{2} - gh\Lambda + \Lambda^{2}},
\end{align*}
\]

and the corresponding unnormalized eigenstates are

\[
\begin{align*}
|\psi_{1}^{(-)}\rangle &= (2h + \Lambda + 2\sqrt{h^{2} + h\Lambda + \Lambda^{2}})|\uparrow\rangle + \sqrt{3}\Lambda|\downarrow\rangle, \\
|\psi_{2}^{(+)}\rangle &= (2h - \Lambda + 2\sqrt{h^{2} - h\Lambda + \Lambda^{2}})|\uparrow\rangle + \sqrt{3}\Lambda|\downarrow\rangle, \\
|\psi_{3}^{(-)}\rangle &= (2h + \Lambda + 2\sqrt{h^{2} + h\Lambda + \Lambda^{2}})|\downarrow\rangle - \sqrt{3}\Lambda|\uparrow\rangle, \\
|\psi_{4}^{(+)}\rangle &= (2h - \Lambda + 2\sqrt{h^{2} - h\Lambda + \Lambda^{2}})|\downarrow\rangle - \sqrt{3}\Lambda|\uparrow\rangle.
\end{align*}
\]

The phases for the eigenvectors above are chosen in such a way that we recover the basis \( \{|\uparrow\rangle, |\downarrow\rangle\} \) for \( h \gg \Lambda \), e.g., \( |\psi_{1}^{(-)}\rangle \rightarrow |\uparrow\rangle \), and so on.

2. **Large anisotropy and small field: \( \Lambda \gg h \)**

From the series expansion of the single-spin energies (B1) in \( h/\Lambda \), we get

\[
\begin{align*}
\epsilon_{1} &= \frac{\Lambda}{4} - h - \frac{3h^{2}}{8\Lambda} + \cdots, \\
\epsilon_{2} &= \frac{\Lambda}{4} + h - \frac{3h^{2}}{8\Lambda} + \cdots, \\
\epsilon_{3} &= \frac{9\Lambda}{4} + \frac{3h^{2}}{8\Lambda} + \cdots, \\
\epsilon_{4} &= \frac{9\Lambda}{4} + \frac{3h^{2}}{8\Lambda} + \cdots.
\end{align*}
\]

The spin and polarization operators in leading order of \( h/\Lambda \) are in the matrix representation

\[
\hat{S}^{\parallel} = \begin{pmatrix}
1 & 0 & -\frac{\sqrt{3}}{2} & 0 \\
0 & 1 & 0 & \frac{\sqrt{3}}{2} \\
-\frac{\sqrt{3}}{2} & 0 & \frac{9h^{2}}{16\Lambda^{2}} & 0 \\
0 & -\frac{\sqrt{3}}{2} & 0 & \frac{9h^{2}}{16\Lambda^{2}}
\end{pmatrix}.
\]
The energies are

\[ \varepsilon_1 = \frac{3h}{2} + \frac{3\Lambda}{4} - \frac{3\Lambda^2}{8h} + \cdots, \quad (B6a) \]

\[ \varepsilon_2 = \frac{h}{2} + \frac{7\Lambda}{4} - \frac{3\Lambda^2}{8h} + \cdots, \quad (B6b) \]

\[ \varepsilon_3 = \frac{h}{2} + \frac{7\Lambda}{4} + \frac{3\Lambda^2}{8h} + \cdots, \quad (B6c) \]

The spin and polarization operators in the leading order of \( \Lambda / h \) are in the matrix representation

\[ \hat{S}^{\perp 1} = \begin{pmatrix} 0 & 1 & 0 & -\sqrt{\frac{3}{2}} \\ 1 & 0 & \frac{\sqrt{3}}{3} & 0 \\ 0 & \frac{\sqrt{3}}{3} & 0 & \frac{9\Lambda^2}{16\Lambda} \\ -\frac{\sqrt{3}}{3} & 0 & \frac{9\Lambda^2}{16\Lambda} & 0 \end{pmatrix}, \quad (B4b) \]

\[ \hat{S}^{\perp 2} = i \begin{pmatrix} \frac{1}{2} & 0 & 0 & \sqrt{\frac{3}{2}} \\ 0 & \frac{\sqrt{3}}{3} & 0 & 0 \\ 0 & 0 & -\frac{\sqrt{3}}{3} & 0 \\ -\frac{\sqrt{3}}{3} & 0 & 0 & \sqrt{\frac{3}{2}} \end{pmatrix}, \quad (B4c) \]

\[ \hat{P}_{\text{chiral}}^{\perp 1} = -\hat{P}_{\text{polar}}^{\perp 1} = i \begin{pmatrix} 0 & 0 & 0 & -\sqrt{3} \\ 0 & 0 & 0 & -\sqrt{3} \\ 0 & 0 & \sqrt{3} & 0 \\ 0 & 0 & 0 & -\sqrt{3} \end{pmatrix}, \quad (B5a) \]

\[ \hat{P}_{\text{polar}}^{\perp 1} = \hat{P}_{\text{chiral}}^{\perp 1} = i \begin{pmatrix} 0 & -\frac{3h}{2\Lambda} & 0 & \sqrt{3} \\ \frac{3h}{2\Lambda} & 0 & -\sqrt{3} & 0 \\ 0 & \sqrt{3} & 0 & -\frac{3h}{2\Lambda} \\ -\sqrt{3} & 0 & -\frac{3h}{2\Lambda} & 0 \end{pmatrix}, \quad (B5b) \]

\[ \hat{P}_{\text{chiral}}^{\perp 2} = -\hat{P}_{\text{polar}}^{\perp 2} = i \begin{pmatrix} 0 & \frac{3h}{2\Lambda} & 0 & -\sqrt{3} \\ \frac{3h}{2\Lambda} & 0 & -\sqrt{3} & 0 \\ 0 & -\sqrt{3} & 0 & -\frac{3h}{2\Lambda} \\ -\sqrt{3} & 0 & -\frac{3h}{2\Lambda} & 0 \end{pmatrix}, \quad (B5c) \]

\[ \hat{P}_{\text{polar}}^{\perp 2} = \hat{P}_{\text{chiral}}^{\perp 2} = i \begin{pmatrix} 0 & \sqrt{3} & 0 & -\frac{3h}{2\Lambda} \\ \sqrt{3} & 0 & -\frac{3h}{2\Lambda} & 0 \\ 0 & -\frac{3h}{2\Lambda} & 0 & \sqrt{3} \\ -\frac{3h}{2\Lambda} & 0 & -\sqrt{3} & 0 \end{pmatrix}, \quad (B5d) \]
[26] The absorption is given by

\[ \alpha^2(\omega) = \frac{2\omega}{c_0} \text{Im} N_\pm(\omega), \]

where the complex index of refraction \( N_\pm \) for the \( \pm k \) direction of light propagation is

\[ N_\pm(\omega) = \sqrt{\left[ \epsilon_{uv} + \chi_{e\nu}^{uv}(\omega) \right] \left[ \mu_{\mu\nu} + \chi_{e\nu}^{\mu\nu}(\omega) \right] \pm \chi_{me}^{\mu\nu}(\omega)}, \]

where \( \chi_{me}^{\mu\nu}(\omega) \) is the time-reversal odd part of the ME susceptibility, \( \epsilon_{uv} \) and \( \mu_{\mu\nu} \) are real background dielectric permittivity and magnetic permeability, respectively, not originating from the spin system. In the limit of a small spin contribution to the susceptibilities, \( \chi_{e\nu}^{uv}(\omega) \ll \epsilon_{uv}, \chi_{e\nu}^{\mu\nu}(\omega) \ll \mu_{\mu\nu} \), index of refraction is

\[ N_\pm(\omega) \approx \sqrt{\epsilon_{uv} \mu_{\mu\nu} + \frac{\mu_{\mu\nu}}{2\epsilon_{uv}} \chi_{e\nu}^{uv}(\omega)} + \frac{\sqrt{\epsilon_{uv} \epsilon_{\mu\nu} \chi_{e\nu}^{\mu\nu}(\omega)}}{2\mu_{\mu\nu}} \pm \chi_{me}^{\mu\nu}(\omega). \]

[27] Since the \( S = \frac{1}{2} \) has four states, the dimension of the Hilbert space of the four-spin cluster is \( 4^2 = 256 \), and the sums in Eqs. (8) and (9) run over \( 256^2 = 65536 \) terms. Even though the cluster is small, it already provided sufficient information to compare with the experimental data at high temperatures and fields.
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I. INTRODUCTION

The magnetoelectric (ME) effect is the cross induction of polarization and magnetization by magnetic and electric field, respectively, as described by the ME tensor forms, $P_\mu = \chi_{\mu\nu}H_\nu$ and $\mu_0M_\mu = \chi_{\mu\nu}E_\nu$, where $P_\mu$ ($M_\mu$) and $H_\nu$ ($E_\nu$) are the $\mu$, $\nu = x, y, z$ components of the electric polarization (magnetic dipole moment) and the magnetic (electric) field. The ME effect is often associated with complex magnetic order parameters [1,2], such as the ferrotoroidal [3–8] and ferroquadrupolar moments [9], and magnetically induced chirality [10]. The ME effect provides a handle to manipulate these exotic spin orders and the corresponding magnetic domains even in the absence of spontaneous electric polarization or magnetization; thus, such ME materials have been proposed as building blocks for novel data storage and memory devices [11–13]. In some cases, such spin-multipolar orders have been revealed successfully by spherical neutron polarimetry [5,14] and x-ray spectroscopy [15] and investigated indirectly using static ME measurements [4,6,7,16] and second-harmonic generation microscopy [3,17,18].

In this work, we exploit a different approach to assign ferrotoroidal and ferroquadrupolar orders which is based on the measurement of the optical ME effect [8,19,20] using terahertz (THz) absorption spectroscopy. In a ME medium counterpropagating light beams can experience different indices of refraction, exhibiting optical directional anisotropy (ODA), as schematically shown in Fig. 1(b). This compelling phenomenon can be used to measure the dynamic ME response, also known as the optical ME effect, e.g., in resonance with magnon modes at THz frequencies. From the spectrum of the dynamic ME effect one can also determine the static ME coupling via the ME susceptibility sum rule [21]. Furthermore, THz absorption spectroscopy can measure the ME domain population as it has been successfully utilized to distinguish between the two types of antiferromagnetic (AFM) domains of LiCoPO₄ [13] [see Fig. 1(b)]. Here, in the case of LiCoPO₄, we demonstrate that the ODA can also be used to investigate the form and the spectral dependence of the ME susceptibility tensor and hence to identify different spin-multipolar orders responsible for the ME effect.

II. ADVANTAGE OF OPTICAL OVER STATIC ME EXPERIMENTS

When the ME phase appears upon a second-order phase transition from a high-temperature centrosymmetric and paramagnetic phase, the ME domains ($\alpha$ and $\beta$) connected by the spatial inversion and the time-reversal symmetries have ME susceptibilities of opposite signs, $\chi^\alpha = -\chi^\beta$. In the absence of electric ($E$) and magnetic ($H$) fields, a multidomain state is often realized, and the ME effect is canceled on the macroscopic scale. When a material possesses ferroelectricity or ferromagnetism, the $P$ or $M$ domain with an order parameter parallel to the conjugate electric ($E^\alpha$) or magnetic ($H^\beta$) field is selected, respectively. However, when staggered electric and magnetic dipole orders or higher-order magnetic multipoles give rise to the ME effect, such direct control is not possible. Instead, a single ME domain can be selected by the simultaneous application of $E^\alpha$ and $H^\beta$ fields upon cooling a sample.
FIG. 1. (a) The two AFM domains of LiCoPO₄; AFM-α and AFM-β are characterized by ME coupling of opposite signs. (b) The dynamical magnetoelectric (ME) effect produces an absorption difference between light beams with the same polarizations propagating along the same directions (+z or −z) in the two AFM domains. (c) Polarization of the probing light $E_ω$ can be selected either parallel or perpendicular to the poling electric field $E_0$. Thus, in the dynamic ME measurement both elements of the ME susceptibility, $\chi_{xy}$ and $\chi_{yx}$, can be simultaneously measured. (d) Electric polarizations and indices of refractions [Eqs. (1) and (2)] resulting from symmetric or antisymmetric ME susceptibility tensors ($P = \hat{\chi}H$) rotate against or together with the magnetic field, respectively. (e) For both the symmetric and antisymmetric forms of $\hat{\chi}$, the poling field combination ($+E_0^y, +H_0^x$) selects the AFM-α domain. However, for the 90° rotated poling fields, poling with ($+E_0^y, −H_0^x$) selects domain AFM-α or AFM-β in the case of antisymmetric and symmetric $\hat{\chi}$, respectively. This is because, with the former and latter forms of $\hat{\chi}$, the material couples to $E_0^xH_0^y ± E_0^yH_0^x$, respectively.

if the ME susceptibility tensor is fully antisymmetric, the selected domain depends only on the cross product of the poling $E_0^x$ and $H_0^y$ fields [see Fig. 1(e)]. Thus, poling with orthogonal $E_0^y$ and $H_0^x$ fields of certain orientation selects the same ME domain as poling with $E_0^y$ and $H_0^x$ fields mutually rotated by 90° in the xy plane. On the contrary, if the ME susceptibility tensor is symmetric and traceless, as shown in Fig. 1(d), the mutual rotation of $E_0^y$ and $H_0^x$ poling fields by 90° yields the selection of the other ME domain.

Static ME ($P-H$) measurements alone can usually provide limited information about the form of the ME susceptibility tensor. Since the same electric contacts are used to apply the $E_0^y$ poling field as well as to detect the magnetic-field-induced $P$, not all elements of the ME tensor can be measured in a single experimental configuration. More specifically, in a different experimental configuration where the $E_0^y$ poling field is perpendicular to the magnetic-field-induced $P$, it is difficult to perform a reliable measurement. In contrast, if the ME effect is detected optically via the ODA, the polarization of the probing light beam $E_ω$ can be chosen independently...
III. STATIC ME EFFECT OF LiCoPO₄

The paramagnetic phase of LiCoPO₄ is described by a centrosymmetric and orthorhombic space group (Pnma); that is, this material does not have any spontaneous electric polarization. The site symmetry of the magnetic Co²⁺ ions allows local electric dipoles in the xz plane, which are arranged in a staggered configuration on the four Co sites in the unit cell of this structure [13]. At \( T_N = 21.3 \) K a four-sublattice Néel-type AFM order emerges with \( S = 3/2 \) spins mainly coaligned along the y axis [22,23]. The two possible AFM domain states, \( \alpha \) and \( \beta \), which are also the two ME domains with opposite signs of \( \chi \), are illustrated in Fig. 1(a). In this compound, the Néel-type AFM order simultaneously breaks the inversion and the time-reversal symmetries, which allows finite \( \chi_{xy} \) and \( \chi_{zy} \) components of the ME tensor [4,24–26]. Although a small uniform canting of the spins may further reduce the magnetic symmetry and generate finite \( \chi_{yx} \) and \( \chi_{zx} \), these weak secondary effects can be neglected in the present study [3,27]. Previously, the magnetically ordered state was identified as the first example of a ferrotoroidal order [3]. The form of the ME tensor, i.e., the relative sign \( \chi_{xy} / \chi_{yx} \), has remained an open question due to the experimental limitations discussed above [27].

We studied single-crystal LiCoPO₄ samples that were grown using the optical floating-zone method, similar to the procedure described in Ref. [28]. The ingots were aligned using a back-reflection Laue camera and cut into thin slabs with dimensions of \( 1 \times 5 \times 5 \) mm². Static magnetization measurements up to \( H = 140 \) kOe were done using a physical property measurement system (PPMS, Quantum Design) equipped with a vibrating-sample magnetometer option. The magnetic-field-induced polarization measurements were carried out in a PPMS using an electrometer (6517A, Keithley) in the charge \( Q \) measurement mode. Following the application of orthogonal poling fields \( (E^0 \parallel y, H^0 \parallel x) \) and \( (E^0 \parallel x, H^0 \parallel y) \), we measured the ME susceptibility as shown in Figs. 2(c) and 2(d), respectively. The experimental configurations are illustrated in Figs. 2(a) and 2(b), respectively. In both orientations, the measurement was carried out in all four different poling configurations, namely, with selectively reversed signs of the \( E^0 \) and \( H^0 \) fields. In the ordered phase \( E^0 \) was switched off, and the displacement-current measurements were done in sweeping \( H \) field between \( \pm 1 \) kOe five times. The magnitudes of the measured ME susceptibilities at \( T = 2 \) K are \( |\chi_{xy}|/c = 15 \) ps/m and \( |\chi_{zy}|/c = 32 \) ps/m and agree well with those previously reported in the literature [4]. Poling \( E^0 \) and \( H^0 \) fields of the same sign select one ME domain, while poling fields of opposite signs select the other ME domain [13]. However, due to the experimental limitations inherent in the static ME experiments as described above, only the absolute value of one of the two finite off-diagonal components of \( \chi \) can be measured for a given orientation of the poling fields. In contrast, if the ME effect is investigated optically, one can determine both \( \chi_{xy} \) and \( \chi_{zx} \) for each poled state, as will be discussed in detail in the following. This requires only the rotation of the light polarization by \( 90^\circ \) in the plane of the poling fields.

IV. OPTICAL DETERMINATION OF THE ME SUSCEPTIBILITY TENSOR

Spin excitations with ME character, the ME resonances [8,29], can be simultaneously excited by the electric (\( E^0 \)) and magnetic (\( H^0 \)) components of light and therefore can be exploited to probe the elements of the dynamic ME susceptibility tensor. Such spin resonances can have a strong absorption difference for the respective ME domains due to the opposite signs of the ME susceptibility in the two domains, \( \alpha \) and \( \beta \). When light propagates in such a material, the oscillating magnetizations in both the \( \alpha \) and \( \beta \) domains fluctuate in phase with \( H^0 \), while the corresponding magnetically induced polarizations in the two domains oscillate in antiphase with respect to each other. As a result, the index of refraction for light propagation along the \( +z \) axis of the crystal is different for the two domains [30,31]:

\[
N_{\alpha/\beta}^{xy}(\omega) = \sqrt{\varepsilon_{xx}(\omega)\epsilon_{yy}(\omega) + \chi_{xy}^{\alpha/\beta}(\omega)}
\]

for \( E^0 \parallel x \), \( H^0 \parallel y \), and

\[
N_{\alpha/\beta}^{yx}(\omega) = \sqrt{\varepsilon_{yy}(\omega)\epsilon_{xx}(\omega) - \chi_{yx}^{\alpha/\beta}(\omega)}
\]

for \( E^0 \parallel y \), \( H^0 \parallel x \), where \( \varepsilon_{xx} \) and \( \mu_{xy} \) \((\nu = x, y)\) are elements of the dielectric permittivity and magnetic permeability tensors, respectively. The light absorption is different for the two ME (AFM) domains as the ME susceptibility has opposite signs for them, \( \chi^\alpha = -\chi^\beta \). We note that the reversal of the light propagation direction from \( +z \) to \( -z \) is equivalent to the exchange of the ME domains [Fig. 1(a)]; thus, the ODA also has opposite signs for the two ME domains. The sign difference between Eqs. (1) and (2) is related to the rotation of the light polarization. From Eqs. (1) and (2), it follows that in materials with an antisymmetric ME effect \( (\chi_{xy} = -\chi_{yx}) \), the differences in the refractive indices of the two AFM domains, \( \Delta N_1 = (N_{\alpha}^1 - N_{\beta}^1)/2 \) and \( \Delta N_2 = (N_{\alpha}^2 - N_{\beta}^2)/2 \), are the same for the two orthogonal light polarizations, \( \Delta N_1 = \Delta N_2 = \Delta N_3 \). On the other hand, for systems with symmetric ME susceptibility tensor \( (\chi_{xy} = \chi_{yx}) \), the differences in the refractive indices of the two domains change sign upon the rotation of light polarization by \( 90^\circ \), i.e., \( \Delta N_1 = -\Delta N_2 = \Delta N_3 \). We note here that such changes in the ODA have to be probed on a single excitation, as the sign of the optical ME susceptibility is specific to the different excited states.

V. MAGNONS, ELECTROMAGNONS, AND ME RESONANCES IN LiCoPO₄

Optical absorption spectra of LiCoPO₄ were measured at the National Institute of Chemical Physics and Biophysics, Tallinn, using a Martin-Puplett interferometer combined with a superconductor magnet, applying magnetic fields up to \( H = 170 \) kOe. The relative absorption spectra recorded at \( T = 5 \) K, using linearly polarized light with \( E^0 \parallel y \) and \( x \), are shown in Figs. 2(e) and 2(f) and 2(g) and 2(h), respectively. The sample was cooled to a ME single-domain state in \( E^0 = 1 \) kV/cm and \( H^0 = 1 \) kOe poling fields, respectively, applied...
FIG. 2. Remanent static and dynamic ME effects in LiCoPO₄. (a) and (b) Experimental configuration of the E₀ and H₀ poling fields. The color code of (b) corresponds to the simultaneous 90° rotation of the fields of (a) [24]. (c) and (d) Poling field dependence of the P-H curves at T = 5 K for (c) E₀ || y and H₀ || x and (d) E₀ || x and H₀ || y poling field configurations. The color codes of (c) and (d) are shown in (a) and (b), respectively. The slopes of the P-H curves correspond to χₓₓ in (c) and (d), respectively. The sign of the ME effect depends on the relative signs of the poling fields; note the complete overlap of the red and orange as well as the blue and green curves. (e)–(h) Optical absorption spectra measured at T = 5 K (e) and (g) with poling configurations indicated in (a) and (f) and (h) with poling configurations shown in (b). Spectra in (e) and (f) were measured using linearly polarized light with light polarization E in (c) and (d), respectively. The slopes of the absorption spectra measured at T = 5 K [24]. Thus, the low-temperature spectral features which is clear from Fig. 2(e). On the other hand, for poling fields rotated by 90° to E₀ || x and H₀ || y the difference of the absorption coefficients changed sign:

\[ \Delta \alpha_2 = \alpha_2(\pm E_0^a, \mp H_0^a) = \alpha_2(\mp E_0^a, \pm H_0^a) \]  

which is clear from Fig. 2(f). From this we can conclude that if poling with (+E₀,y, −H₀,x) and (−E₀,y, +H₀,x) has selected domains α and β, respectively, then poling with (+E₀,y, +H₀,x)

along the y and x axes. The low-temperature absorption measurements were carried out after switching off the poling fields. The relative absorption spectra were obtained by subtracting a reference spectrum taken in the paramagnetic phase, at T = 30 K [24]. Thus, the low-temperature spectral features are related to excitations emerging in the magnetically ordered state: Two strong (1 and 3) and several weaker (6, 8, 9, and 11–13) resonances appear in the AMF phase.

The poling-field-dependent resonances, 1, 3, 6, 9, and 11–13, are ME resonances since the ME response has opposite signs in the α and β domains. For the same signs of the poling fields, (+E₀,y, +H₀,x) and (−E₀,y, −H₀,x), modes 3, 9, and 11–13 have large absorptions, while for opposite signs of the poling fields, (−E₀,y, +H₀,x) and (+E₀,y, −H₀,x), the same modes show lower absorption. As the magnitude of the absorption difference for the ME domains is the highest for resonance 3, in the following we will focus on this mode. It appears when light polarization is E₀ || y and H₀ || x; thus, according to Eq. (2), it probes χₓₓ(α). For static poling fields E₀ || y and H₀ || x the difference of the absorption coefficients \( \Delta \alpha = \frac{1}{2} \text{Im}(\Delta N) \) was found to be positive:

\[ \Delta \alpha_2 = \alpha_2(\pm E_0^a, \mp H_0^a) - \alpha_2(\mp E_0^a, \pm H_0^a) / 2 > 0, \]  

as seen in Fig. 2(f). From this we can conclude that if poling with (+E₀,y, −H₀,x) and (−E₀,y, +H₀,x) has selected domains α and β, respectively, then poling with (+E₀,y, +H₀,x)
FIG. 3. (a) Optical absorption spectra, measured in six different configurations of $E^\omega$ and $H^\omega$ of the light at $T = 5$ K, revealing the selection rules of the magnetic excitations. The inset indicates the color code of the different light polarizations, along with an example where $E^\omega \parallel x$, $H^\omega \parallel z$, and $k \parallel y$. Note the difference in the vertical scales corresponding to the spectral regions below and above the vertical dashed line. (b) Schematic illustration of an antiferromagnetic resonance (AF-magnon), an electromagnon (E-magnon), and a ME resonance. These modes are excited by only the magnetic component, by only the electric component, and simultaneously by both components of the electromagnetic radiation. For the sake of simplicity, we illustrate the excitations with one representative pair of spins $M$ of the magnetic unit cell along with the respective local polarization $P$. The dynamic nature of the excitations is captured by curved arrows, which represent in-phase or antiphase oscillations of $M$ and $P$. The net dynamic magnetization and polarization of the unit cell are labeled $M^\omega$ and $P^\omega$, respectively.

and $(-E^0_y, +H^0_z)$ must have selected domains $\beta$ and $\alpha$. It means that rotation of the poling fields by $90^\circ$ results in the selection of the other ME domain, as illustrated in Fig. 1(e). As discussed in Sec. II and also visualized in Fig. 1(d), the selection of different ME domains by a $90^\circ$ rotation of the poling fields implies that the symmetric traceless part of the ME tensor dominates over the antisymmetric one; hence, the symmetric product of the poling fields, $(E^0_y H^0_z + E^0_z H^0_y)$, governs the poling and not their cross product. This also means that the magnetically induced polarization counterrotates with the magnetic field. Since neither component of the ME susceptibility changes sign below $T_N$ [4], we concluded that the symmetric part dominates the low-temperature ME tensor. As a result, the magnitudes of the traceless symmetric

and antisymmetric parts of $P^\omega$ are $P^\text{ODA}=0$. This is also consistent with the measurements shown in Figs. 2 and 3.

TABLE I. Summary of the magnetic excitations in terms of exciting fields, optical directional anisotropy (ODA), and classification of the resonances. This table is based on the zero-field measurements shown in Fig. 3.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Excitation</th>
<th>Remanent ODA</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$H^\omega \parallel x$, $E^\omega \parallel y$</td>
<td>+ODA (small)</td>
<td>ME resonance</td>
</tr>
<tr>
<td>2</td>
<td>$H^\omega \parallel z$</td>
<td>no ODA</td>
<td>magnon</td>
</tr>
<tr>
<td>3</td>
<td>$H^\omega \parallel x$, $E^\omega \parallel y$</td>
<td>−ODA (large)</td>
<td>ME resonance</td>
</tr>
<tr>
<td>4</td>
<td>$H^\omega \parallel z$</td>
<td>no ODA</td>
<td>magnon</td>
</tr>
<tr>
<td>5</td>
<td>$H^\omega \parallel z$</td>
<td>no ODA</td>
<td>magnon</td>
</tr>
<tr>
<td>6</td>
<td>$H^\omega \parallel x$</td>
<td>+ODA (100%)</td>
<td>ME resonance</td>
</tr>
<tr>
<td>7</td>
<td>$E^\omega \parallel z$</td>
<td>no ODA</td>
<td>electromagnon</td>
</tr>
<tr>
<td>8</td>
<td>$E^\omega \parallel x$</td>
<td>no ODA</td>
<td>electromagnon</td>
</tr>
<tr>
<td>9</td>
<td>$H^\omega \parallel x$</td>
<td>−ODA (100%)</td>
<td>ME resonance</td>
</tr>
<tr>
<td>10</td>
<td>$H^\omega \parallel z$</td>
<td>no ODA</td>
<td>magnon</td>
</tr>
<tr>
<td>11,12,13</td>
<td>present in each polarization</td>
<td>ODA</td>
<td>character cannot be determined</td>
</tr>
</tbody>
</table>
FIG. 4. Magnetic field dependence of the optical absorption spectra measured at $T = 5 \text{K}$ for different combinations of the poling fields. The reference spectra, taken in the paramagnetic phase ($T = 30 \text{K}$), were subtracted from the spectra measured at $T = 5 \text{K}$. The poling fields were applied in the (a) ($E_0^x \parallel x, H_0^x \parallel y$) and (b) and (c) ($E_0^x \parallel y, H_0^x \parallel x$) configurations; the static magnetic field applied after poling was $H_0 \parallel H_0^x$. The $E_0^x$ polarization of the electromagnetic radiation was set along the (a) and (b) $y$ and (c) $x$ axes. For the purpose of clarity, each spectrum is shifted in proportion to the applied field by (a) 25 cm$^{-1}$/10 kOe and (b) and (c) 10 cm$^{-1}$/10 kOe.

and antisymmetric components of the static ME susceptibility are estimated to be $\chi_{\text{symm}}/c = 23.5$ ps/m and $\chi_{\text{antisym}}/c = 8.5$ ps/m, respectively, based on the static measurements. The symmetric part is about 2.8 times larger than the antisymmetric one.

The selection rules were further studied by recoding the absorption spectra with light polarized along all the principal axes. The results of this systematic study are summarized in Fig. 3(a) and in Table 1. In total, 13 resonances are observed, one more than expected from the multiboson spin-wave theory of a four-sublattice AFM with $S = 3/2$ spins [13]. Since the structural symmetry is preserved, no new phonon modes are expected in the magnetically ordered phase; thus, the origin of the extra mode is unclear. Figure 3(b) schematically illustrates the character of the different excitations. In the case of the usual zone-center magnon modes of antiferromagnets, there is a finite $H_0^x$-induced magnetization in each unit cell, as the different magnetic sublattices oscillate in phase. There may be a dynamic electric polarization associated with the presence of individual spins, but these local polarizations oscillate out of phase and average to zero over the unit cell. Thus, these modes couple to only uniform $H_0^x$ and not $E_0^x$. In contrast for an electromagnon (E-magnon), responding only to $E_0^x$, there is a finite electric polarization of the unit cell induced by the spin dynamics, but the dynamic magnetization is canceled due to the out-of-phase oscillation of the different sublattices. In the case of ME resonances, both the dynamic magnetization and polarization of the unit cell are finite; thus, these modes can be excited by $H_0^x$ as well as $E_0^x$. Modes 2 and 4 are usual magnon modes which are excited only by the oscillating magnetic field of light [13]. Modes 1, 3, 6, and 9 are ME resonances, as they exhibit ODA and are excited by both the $H_0^x$ and $E_0^x$ components of light. Mode 8 is an E-magnon, as it is excited only by $E_0^x$. Modes 11–13 do not show simple selection rules but appear simultaneously for any polarization of the light, and they exhibit ODA for $H_0^x$; thus, they are ME resonances. In summary, four magnon modes are excited by $H_0^x$ (2, 4, 5, and 10), four ME resonances are excited by $H_0^x$ as well as $E_0^x$ (1, 3, 6, and 9), and two E-magnons are excited by $E_0^x$ and $E_0^x$ (7 and 8, respectively).

VI. FIELD DEPENDENCE OF THE SPIN-WAVE EXCITATIONS

The characters and the frequencies of the spin-wave excitations together with their dynamic ME effect are further investigated using the magnetic-field-dependent absorption measurements shown in Fig. 4. The magnetic field dependence of the absorption spectra, measured at $T = 5 \text{K}$, is presented in Figs. 4(a) and 4(b) for $E_0^x \parallel y$ and in Fig. 4(c) for $E_0^x \parallel x$. The reference signal was again recorded in the paramagnetic phases at $T = 30 \text{K}$ and subtracted from the $T = 5 \text{K}$ spectra. The external magnetic field was applied in the same direction as the magnetic field used for poling, $H \parallel H_0^x$. Since the external magnetic field does not change the magnetic phase of the sample at low temperature [32], the domain state selected by the poling is preserved during the field-dependent measurements. The poling fields $E_0^x = 1 \text{kV/cm}$ and $H_0^x = 100 \text{kOe}$ are applied in Fig. 4(a). In this case, the two modes observed in zero field split into four distinct excitations. Modes 1 and 3 shift to lower energies in proportion to the magnetic field, while modes 2 and 4 shift to higher energies. In experiments corresponding to Figs. 4(b) and 4(c), poling fields of the same magnitude were applied in the perpendicular configuration, i.e., $E_0^y \parallel y$ and $H_0^y \parallel x$. In Fig. 4(b), only modes 1 and 3 are observed. With increasing magnetic field, they soften weakly and lose oscillator strength, while in Fig. 4(c) only mode 2 appears and slightly shifts to higher energies. In zero magnetic field, mode 2 is a usual magnon with no ODA; however, due to hybridization to
modes 1 and 3 it also shows considerable directional effect in finite magnetic fields.

According to the sum rule established in Ref. [21], excitations with ME character contribute to the static ME effect:

$$\chi_{ij}(0) = \frac{c}{2\pi} \int_0^\infty \frac{\Delta \alpha(\omega)}{\omega^2} d\omega,$$

where $\Delta \alpha(\omega)$ is the absorption difference caused by the ODA for light polarization $E^{\text{opt}}_i$ and $H^{\text{pol}}_j$. If the optical transitions are well separated in energy, it is possible to estimate the weight of each excitation to the static ME effect by limiting the integration around the excitation. We estimate the error of the individual contributions, originating from the weak overlap of neighboring modes, to be smaller than ±4 ps/m. The contributions of the respective resonances for domain $\alpha$ are denoted as $\tilde{\chi}_\alpha$.

The individual contributions of modes 1 to 4 to the static ME susceptibility estimated from the data presented in Fig. 4(a) for $H^0 \parallel y$ are shown in Fig. 5(a). In this case the polarization of light $E^0$ is perpendicular to the corresponding poling field, and likewise, $H^0 \perp H^0$, which corresponds to the transverse ME susceptibility in the static limit. The usual magnons, modes 2 and 4, which are forbidden in zero magnetic field for the polarization $E^{\text{opt}}_y$ and $H^{\text{pol}}_x$, gain optical weight as well as a finite contribution to the $\tilde{\chi}_\alpha$ ME susceptibility in finite fields (for further details see Fig. S4 in the Supplemental Material). For fields larger than $H = 10$ kOe, modes 2, 3, and 4 have a roughly equal and field-independent contribution to the static ME effect. In contrast to the other excitations, mode 1 has a negative and increasing contribution in larger $H$ field.

Figures 5(b) and 5(c) show the field dependence of $\tilde{\chi}_\alpha$ and $\chi^\alpha_{xy}$ ME susceptibilities for the $H \parallel x$ field in the form of individual contributions from the different modes calculated using the ME sum rule on the data in Figs. 4(b) and 4(c), respectively. Modes 1 and 3 contribute only to $\chi^\alpha_{xy}$, while $\chi^\alpha_{xy}$ is dominated by mode 2. Note that the contributions to $\chi^\alpha_{xy}$ for $H^0 \parallel y$ are shown in Fig. 5(a). In this case the polarization of light $E^0$ is perpendicular to the corresponding poling field, and likewise, $H^0 \perp H^0$, which corresponds to the transverse ME susceptibility in the static limit. The usual magnons, modes 2 and 4, which are forbidden in zero magnetic field for the polarization $E^{\text{opt}}_y$ and $H^{\text{pol}}_x$, gain optical weight as well as a finite contribution to the $\tilde{\chi}_\alpha$ ME susceptibility in finite fields (for further details see Fig. S4 in the Supplemental Material). For fields larger than $H = 10$ kOe, modes 2, 3, and 4 have a roughly equal and field-independent contribution to the static ME effect. In contrast to the other excitations, mode 1 has a negative and increasing contribution in larger $H$ field.

Figures 5(b) and 5(c) show the field dependence of $\tilde{\chi}_\alpha$ and $\chi^\alpha_{xy}$ ME susceptibilities for the $H \parallel x$ field in the form of individual contributions from the different modes calculated using the ME sum rule on the data in Figs. 4(b) and 4(c), respectively. Modes 1 and 3 contribute only to $\chi^\alpha_{xy}$, while $\chi^\alpha_{xy}$ is dominated by mode 2. Note that the contributions to $\chi^\alpha_{xy}$ for $H^0 \parallel y$ are shown in Fig. 5(a). In this case the polarization of light $E^0$ is perpendicular to the corresponding poling field, and likewise, $H^0 \perp H^0$, which corresponds to the transverse ME susceptibility in the static limit. The usual magnons, modes 2 and 4, which are forbidden in zero magnetic field for the polarization $E^{\text{opt}}_y$ and $H^{\text{pol}}_x$, gain optical weight as well as a finite contribution to the $\tilde{\chi}_\alpha$ ME susceptibility in finite fields (for further details see Fig. S4 in the Supplemental Material). For fields larger than $H = 10$ kOe, modes 2, 3, and 4 have a roughly equal and field-independent contribution to the static ME effect. In contrast to the other excitations, mode 1 has a negative and increasing contribution in larger $H$ field.

Figures 5(b) and 5(c) show the field dependence of $\tilde{\chi}_\alpha$ and $\chi^\alpha_{xy}$ ME susceptibilities for the $H \parallel x$ field in the form of individual contributions from the different modes calculated using the ME sum rule on the data in Figs. 4(b) and 4(c), respectively. Modes 1 and 3 contribute only to $\chi^\alpha_{xy}$, while $\chi^\alpha_{xy}$ is dominated by mode 2. Note that the contributions to $\chi^\alpha_{xy}$ for $H^0 \parallel y$ are shown in Fig. 5(a). In this case the polarization of light $E^0$ is perpendicular to the corresponding poling field, and likewise, $H^0 \perp H^0$, which corresponds to the transverse ME susceptibility in the static limit. The usual magnons, modes 2 and 4, which are forbidden in zero magnetic field for the polarization $E^{\text{opt}}_y$ and $H^{\text{pol}}_x$, gain optical weight as well as a finite contribution to the $\tilde{\chi}_\alpha$ ME susceptibility in finite fields (for further details see Fig. S4 in the Supplemental Material). For fields larger than $H = 10$ kOe, modes 2, 3, and 4 have a roughly equal and field-independent contribution to the static ME effect. In contrast to the other excitations, mode 1 has a negative and increasing contribution in larger $H$ field.
from modes 1 and 3 have opposite signs for any direction of the magnetic field.

In Fig. 6 the zero-field static ME susceptibility obtained from magnetocurrent measurements and the sum of the contributions of the studied optical modes are compared. The value obtained via the ME spectroscopy, $\chi_{xx}/c = +20.5 \pm 2.9$ ps/m is, in rather good agreement with the static value $|\chi_{xx}/c| = 32$ ps/m. In this case the observed ME resonances explain well the bulk of the static ME response; that is, the polarization is mainly induced by the spin dynamics associated with the spin-wave modes observed in our experiment. On the other hand, $\chi_{xy}/c = -3.1 \pm 2.2$ ps/m, deduced from the optical experiments, is much smaller than the ME susceptibility $|\chi_{xy}/c| = 15$ ps/m measured in the static limit. The most likely explanation for this discrepancy is the presence of additional ME mode(s) or ME electronic excitations, lying out of the limited frequency range of our THz absorption measurement.

VII. CONCLUSIONS

The antiferromagnetic LiCoPO$_4$ has two possible antiferromagnetic domain states with opposite signs of the ME coupling, which can be selected by the simultaneous application of $\mathbf{E}^0$ and $\mathbf{H}^0$ poling fields orthogonal to each other. When selecting one of the domains by ME poling, the material shows optical directional anisotropy without any external fields, where the more transparent and absorbing directions are interchanged for the two domains. Using straightforward measurements of THz optical absorption after applying different ME poling configurations, we have found that the relative sign of the two allowed static ME susceptibility terms, $\chi_{xx}$ and $\chi_{xy}$, is the same. According to our findings, the magnetic order promotes a cross coupling between electric and magnetic degrees of freedoms, which is described by a tensor with a symmetric (quadrupolar) component larger than the antisymmetric (torroidal) component. In summary, this optical method can be utilized to determine all off-diagonal elements of the ME susceptibility in a wide range of ME materials.
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