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Terms
ArtificialIntelligenceSystem

According to NIST AI 100-1, "The AI RMF refers to anAI system as an engineered or machine-based systemthat can, for a given set of objectives, generate out-puts such as predictions, recommendations, or deci-sions influencing real or virtual environments. AI systemsare designed to operate with varying levels of auton-omy (Adapted from: OECD Recommendation on AI:2019;ISO/IEC 22989:2022)." And according to the EU AI Act,"(1) ‘AI system’means amachine-based system that is de-signed to operate with varying levels of autonomy andthat may exhibit adaptiveness after deployment, andthat, for explicit or implicit objectives, infers, from the in-put it receives, how to generate outputs such as predic-tions, content, recommendations, or decisions that caninfluence physical or virtual environments." data, infor-mation and/or evidence in the identity-proofing process.Bürokratt According to the Ministry of Economic Affairs and Com-munication in 2024, "The virtual assistant Bürokratt isan interoperable network of chatbots on the websitesof public authorities that allows people to obtain infor-mation from these authorities through a chat window. Itprovides individuals, or users, with the opportunity to ac-cess direct public and information services using virtualassistants."Bürokratt(originalvision)
According to the Open Source Observatory (OSOR) in2022, "The open source solution Bürokratt is a digital as-sistant that uses AI to establish an interoperable networkof solutions, allowing citizens to perform various publicservice procedures through a single platform. The con-ception of Bürokratt followed the release of proposals onadvancing the take-up of AI by the MKM. Legitimised byEstonia’s national AI strategy, Bürokratt is envisioned asthe way “public services should digitally work in the ageof artificial intelligence (AI)”."Digital trans-formation "to emphasize the cultural, organizational, and relationalchanges that we highlight in the outcomes section in or-der to differentiate better between different forms ofoutcomes." [14]Digitization "to highlight the transition from analog to digital serviceswith a 1:1 change in the delivery more and the additionof a technolo- gical channel of delivery." [14]Digitalization "to focus on potential changes in the processes beyondmere digitizing of existing processes and forms; " [14].
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1 Introduction
Digital transformation (DT) is the adoptionprocess of information technologies that causesrecurrent feedback effects [14, 15]. Compared to digitalization or digitization, a digitaltransformation produces much more reflexive feedback [14]. Digital transformation is es-sential from a strategic level and, by its nature, means causing "significant changes" in anorganization [15].Artificial intelligence (AI) has a level of complexity tied to the nature of the technology,which uses algorithms and significant amounts of data to produce results [16], which areoften hard or impossible to predict. The implementation of artificial intelligence adds ad-ditional levels of complexity [16] to this already complex process. Environmental pressuresfrom internal and external sources [14] can cause the demand for digital transformations,which is currently occurring in governments across the world [17]. AI implementationspromise efficiency and effectiveness gains for public administrations, but these can bedifficult to capture [18].When digital transformations in the public sector fail, they can have a large amount ofwaste [19] or potentially have a negative impact on the public [20]. Understanding howto adopt and implement artificial intelligence better can mitigate risk and support valuecreation for the public. This requires addressing technical, institutional, and organizationalquestions [21, 22, 23].After the introduction of general-purpose technologies, it typically takes five to tenyears to see gains in the total value created, as measured by economic techniques [21].This time frame encompasses the development of accompanying enabling technologies,as well as the adoption and adaptation of the technology by organizations and institu-tions to ensure its successful implementation. This not only includes tactical and practicaltechniques, but it also requires significant institutional and organizational shifts [22, 23]to ensure the full integration of the technology into organizations’ strategy and businessprocesses within the institutional context.By better reckoningwith the complexity of AI implementations in the public sector anddeveloping AI-enabled public services, public administrations can help bring the value ofthis relatively new general-purpose technology to residents and citizens. AI is becomingubiquitous. As the technology diffuses across the world’s populations [24], it affects theexpectations and demands of those people toward governments, resulting in a form of ex-ternal pressure in addition to the mimetic effect building internal pressure in institutionsas more successful implementations occur [22] can become a demand for digital trans-formation [15]. Meanwhile, governments are attempting to manage the many demandsposed by adopting technologies with many complicating factors to achieve efficiency andeffectiveness gains [25] while reducing the potential adverse outcomes [16, 26].When considering the many aspects of adopting AI in the context of public adminis-tration, various academic disciplines come into play. E-governance literature can providelessons on implementing governance mechanisms through electronic means and creat-ing public-facing digital services [27, 28]. Other insights include the importance of trust inthe adoption of e-governance technologies by the public [29, 30]. Digital transformation-related theories from many disciplines are also required to understand the adoption oftechnologies that cause a recursive feedback mechanism within organizations and insti-tutions. These can come from public administration literature [14, 15] change manage-ment literature [31, 32], institutional theory [22, 23], economics [33], and even businessadministration [34, 26].Recent work [35] indicates that public administrations are adopting many pilots andimplementations of artificial intelligence across the European Union. Many of these uses
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are related to chatbots and decision support systems. At the same time that these ad-ministrations are adopting AI-enabled chatbots, advances in other spheres, like the prolif-eration of generative AI technologies, can increase the expectations of humans who usethe systems. The fast-paced advancement of technology makes keeping up with the stan-dard technologies very difficult, as organizations face challenges maintaining their stan-dard services while building new offerings [36]. Compared with private sector organiza-tions, public institutions have an evenmore enormous challenge in facing the "innovator’sdilemma," [36] due to legally defined organizational structures [37] that mirror machineorganizations [38] and challenges with procurement and recruiting talent competent inemerging technologies like AI [?].As a result of the first Estonian Strategy on AI put forth by the Minsitry of EconomicAffairs and Communication[39] and later vision documents Estonia is developing and im-plementing a platform to become an AI-enabled digital public service. The Bürokratt pro-
gram is currently a chatbot that can answer questions and is available on the web pagesof the individual ministries that have chosen to adopt the program. However, the goal isthat it will eventually be a network of interoperable agents able to not only execute gov-ernment services through an AI-enabled chatbot [40], but it will ultimately be able to usevoice-based virtual assistants to execute these public service transactions.The main aim of this thesis is to investigate the digital transformation related to thedevelopment, implementation, and adoption of AI-enabled digital public services fromvarious relevant perspectives. The focus is to gain an understanding that not only con-tributes academically to this rapidly expanding area of technology but also provides pub-lic decision-makers with insights into the challenges they may face when attempting tofollow a similar path towards AI-enablement of digital public services. The thesis may beuseful to decision-makers considering AI-enablement of digital public services or thoseprivate sector groups considering providing these services.This thesis is arranged to make the progression of the argument and results clear tothe reader. This includes the following chapters:

• Chapter 2: "Focus and Aim": This chapter expounds upon the focus and aim of thethesis and explains the research questions and why they were chosen.
• Chapter 3: "Methods and Research Design": This chapter delineates the researchdesign andmethodology of the thesis as awhole and all of the publications includedin the thesis.
• Chapter 4: "Related Works": This chapter explains the academic literature contextwithin which this thesis is contained in a theoretical overview and state of the art.The research gap is also addressed.
• Chapter 5: "Results": This chapter details someof the highlights of the contributionsof the papers that answer the research questions.
• Chapter 6: "Limitations and FutureWork": This chapter includes the limitations andfuture work.
• Chapter 7: "Conclusion": The final chapter summarizes the contributions and criti-cal findings.
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2 Focus and Aim
In Estonia, the improvement of their renowned e-governance took a notable step forwardwhen a vision paper outlining AI-enabled services as the next evolution of their digitalservices infrastructure was released [40]. Around this time, the concept for this thesisand the research that comprises it came into being. The research’s original purpose wasto investigate virtual assistant providers’ ability to complement and adhere to the then-named KrattAI concepts. However, initial research interviewswith stakeholders in the pro-gram led the author to focus onmore general concepts because the Estonian governmentwas already in discussions with the most prominent providers under legal non-disclosureagreements. The necessity to ground the research in the more extensive scientific the-ory and empirical evidence also provided the impetus to shift toward analyzing the digitaltransformation process.To this end, initial research focused on the many challenges associated with imple-menting AI in government from the technical, social, and legal perspectives. After gainingan understanding of some of the concepts that comprised this aspect of the research field,the author focused efforts on understanding digital transformation and the applicable sci-entific concepts on which it is based.With this new knowledge, the author approached the planning, development, and im-plementation processes that have occurred and are currently happening in the Bürokrattprogram in Estonia from a technical and organizational perspective. Following this re-search, the author focused on instantiating and transferring this knowledge to public ad-ministrations looking to adopt AI-enabled digital public services through an Artificial In-telligence Maturity Model for the Public Sector.
2.1 Research Questions
The research questions focus on creating AI-enabled digital public services, including chal-lenges and relevant considerations that will be illustrated based on the Estonian experi-ence with the Bürokratt program. The main research question is a meta-question de-signed to be answered when the subsequent research questions are answered. AdoptingAI-enabled services is a complicated topic, and thus, there are multiple research ques-tions and subquestions to attempt to contribute to the topic in a meaningful way. Follow-ing the main research question are three research questions, the final two of which havesubquestions.

• MRQ: How can public sector organizations leverage digital transformation to facili-tate the adoption of AI-enabled services?
• RQ.1: What is the current state of digital transformation in the public sector organi-zations, and how does it affect the potential for AI enablement in public services?
• RQ.2: How would an existing public service adopt AI enablement?

2.1: What are the key steps and challenges involved in this process?
2.2: What social, legal, and strategic considerations influence the technical andorganizational architecture of public sector organizations implementing AI-enablede-services?

• RQ.3: How would one analyze the readiness of organizations to adopt AI enable-ment for e-services?
14



3.1: What existing frameworks exist for readiness evaluations of AI projects,and how can they be adapted to the public sector e-service application?
3.2: How can public sector organizations ensure ethical and responsible AI im-plementation in e-services?

When this research concept was conceived, the program, initially called KrattAI, wentthrough a pilot stage and eventually into development and implementation. The pilot hada somewhat different architecture than that, which ultimately became the final architec-ture. However, this program’s evolution and the ability to analyze the digital transforma-tion as it occurred allowed the author to investigate the technological and organizationalprocess considerations across time. The research questions were developed and iteratedwith this in mind.From the literature and interviewswith experts conductedwhile carrying out research,more on this is presented in Chapter 2. It also became apparent that there is a need toanalyze organizations’ maturity toward AI adoption. This became research questions 1.1and 1.2.These research questions combine theoretical and practical contributions that are im-portant to the author and the field, which is why they were chosen. These research ques-tions come partially from a research gap related to practical implementations of AI sys-tems developed from a strategy initially and AI systems in the public sector directly relat-ing to e-services or digital state services. The other consideration is the practical difficultygovernments seem to reckon with AI implementation and adoption. This starts from theconception of pilots, considering the ability of public institutions to accomplish their ob-jectives all the way through the digital transformation process. The following publicationsare a part of this thesis and seek to answer the research questions meaningfully.

Table 1: Correlation of the research publications to the research questions

AI-Enablement of Digital Public Services
RQ No I II III IV V VIMRQ X X X XRQ 1 X X XRQ 2 XRQ 2.1 XRQ 2.2 XRQ 3 XRQ 3.1 XRQ 3.2 X X X X

Publication I, "Technology Push in AI-Enabled Services: How to master Technology
Integration in Case of Bürokratt", builds upon previous research in publications [ IV, II]and addresses the main research question as well as research questions one and twothrough a qualitative case study about the planning and technical integration decisionsand processes that the Estonian Government has taken while going from a strategy andvision to a usable product for residents and citizens.

Publication II, "Social, Legal, and Technical Considerations for Machine Learning and
Artificial Intelligence Systems in Government", addresses the first research question aswell as sub-questions 2.2 and 3.2 by exploring the many ways in which governments must
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take into account social, legal, and technical ramifications of machine learning systemsthey design, develop, and deploy.
Publication III, "An Artificial Intelligence Maturity Model for the Public Sector: De-

sign ScienceApproach" addresses research question three and the suborning sub-questionsby introducing an artificial intelligence maturity model for the public sector, which distillsmany of the learnings of the research into an artifact which gives guidance on maturity inorganizations related to AI adoption in the public sector.
Publication IV, "Artificial Intelligence Use in e-Government Services: A Systematic

Interdisciplinary Literature Review", addresses the main research question and researchquestion three sub-question two. This early piece of research in the thesis helped to laythe groundwork for understanding what the state of the art was as it pertained to the useof AI in e-government services.
Publication V, "Navigating the AI Maze: Lessons from Estonia’s Bürokratt on Public

Sector AI Digital Transformation", builds further the research conducted in (PublicationsI, II, and IV) and analyzes the digital transformation of Bürokratt from an institutional andorganizational framework that aids in answering themain research question and researchquestion one in a descriptive manner.
Publication VI, "Challenges of Generative AI Chatbots in Public Services – An Integra-

tive Review", takes into account recent developments in the area of artificial intelligencethat has come with the expanded availability and adoption of large language models andaddresses howgovernmentsmay use generative AI chatbots in the public services throughan integrative review of the literature in relevant fields giving a forward-looking answerto research question 3.2.

16



3 Research Methodology
This thesis uses mixed methods. Six relevant papers comprise this thesis. The thesis isconsideredmixedmethods because not all of the studies that comprise the thesis use thesame methodology [41]. The research design includes three qualitative methods basedcase studies of different variety [ II, I, V], one systematic literature review [ IV], one inte-grative review [ VI], and a design science paper [ III]. Figure 1 shows the research design.

Figure 1: Research Design

The initial phase of the research is designed to understand the field as it stands atthe beginning of the research. This includes publication IV and publication II. PublicationIV is a systematic literature review attempting to understand the current state of digitaltransformation and the academic literature related to the use of AI to create digital statepublic services. Publication II is a qualitative study that used semi-structured interviewswith stakeholders in the Estonian e-governance ecosystem. This included the Chief DataOfficer (CDO) of Estonia and the Nordic Institute for Interoperability Studies (NIIS) ChiefTechnology Officer (CTO). This exploratory paper aimed to define the problem from a so-cial, legal, and technical perspective.The results of these initial studies provided feedback on the thesis’s research ques-tions and hypotheses and on where research efforts should be expended. Following thisexploratory and research problem definition phase, two further studies were conductedto understand the phenomenon in a deeper way in its environment.For the next phase of the research design, the emphasis was on qualitative case stud-ies. This is because, according to [42], the qualitative case study is the best methodol-ogy to understand a complex phenomenon in its living environment. The interviews forthese two papers were conducted over a year and a half. They included ten interviews
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Figure 2: Design Science Research Design derived from [44, 45] [ III]

with stakeholders from the Bürokratt program, including government decision-makerswho had been present at the beginning of the program, government employees whoparticipated in the program from various perspectives, and clients and consultants whowere adopting the tool or analyzing it for research. Because the exploratory research hadbeen conducted and the research questions refined by the point at which this researchstarted, the interview guide reflected the increased understanding of the unit of analysis.The interviews were an average of an hour and asked questions related to the technicaland organizational architecture, the technical integrations, and how organizations analyzereadiness.
Publication I focuses on the technical integrations and processes throughwhich a pub-lic entity can adopt AI-enabled public services, specifically from a technical and processlens. As stated above, this paper’s methodology is a qualitative case study that triangu-lates the data collected from semi-structured interviews with secondary literature aboutAI strategies and technological integrations and academic literature about the types ofmarket adoption in the diffusion of technological innovations. The coding in this casestudy is both deductive and inductive. The deductive codes are decided upon based onthe influential literature in AI in the public sector [26], maturity categories elaboratedupon in [43], and the digital transformation literature [14, 15, 22].
Publication V paper uses different questions in the interview schedule to derive theanalysis and results. This subset of data that was used focuses primarily on the drivers ofwhat specific drivers affected the technical and organizational architecture of the Estonianpublic entities conducting the design, development, and implementation of the Bürokrattprogram. Again, a qualitative thematic analysis was performed. However, this paper usedan inductive strategy in addition to the deductive codes that the researchers producedfrom the coding process.
During the qualitative case studies phase of the research, the author attempted tounderstand the anecdotal real-world phenomenon of the procurement of pilots withoutunderstanding the organization’s ability to make anything of it. A research question aboutthe notes and codes was created to inform the factors that led to the maturity model.The methodology for III was based upon [44, 45]. The author followed the design sci-ence methodology for this paper. It began with the initial questions in the qualitativephase of the research and some coding in the cases for the other papers, which identifiedimportant points to build categories. The following [45] existing maturity models from[43, 34, 46, 47] were analyzed and repurposed with input from experts who suggestedmodifications along the way. The initial iterations used direct conversations with four ex-perts who participated in the public sector and consultants in AI. During each iteration,

18



themodel was validated with experts through interviews and qualitative feedback. The fi-nal iteration was determined from the feedback in a quantitative validation questionnairewhich presented the levels of maturity and the AI maturity model for the public sector.This Design Science portion of the research is not sole outcome of research, giving greatercredence to the decision for this to be amixedmethods thesis rather than focusing purelyon the outcome of publication III.During the research therewere twenty-five semi-structured interviews andworkshops,with sixteen participants, two literature reviews, and two questionnaires sent to a totalof twenty people with twelve responses.
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4 Related Works
This section provides an overview of related works from multiple fields, primarily aca-demic literature. It establishes the state of the art and the various perspectives and aca-demic disciplines used in the publications to conceptualize and analyze the topic. Thefirst subsection contains the theories which are used as foundations in the articles in thethesis. The second subsection contains a state-of-the-art. These related works have beengathered throughout the course of the thesis through the use primarily of the Scopusdatabase, with supplemental use of Web of Science and Google Scholar to triangulatesources and understand changes in the field after the initial papers were written and sub-mitted. The method of gathering these sources, with the exception of Publication IV, is asnowball sampling literature review with keywords relevant to the subject matter of eacharticle.
4.1 Theoretical Overview
The primary focus of this thesis’s investigation is Digital Transformation as it pertains to theadoption of AI in enabling public services. Several theoretical frameworks have been usedthroughout the thesis to ensure that the empirical evidence is grounded in a theoreticalbasis. Below is a brief overview of the theories, describing how each applies to digitaltransformation.
4.1.1 Technology Acceptance
Digital transformation is a topic that has to do with organizations adopting technologiesthat have some feedback on the organization [14, 15]. This can be because the technologyis complex [16] or because it is important enough to the organization that the effect issignificant enough to warrant a change in business processes.

The theory used in this thesis begins fromwhat can be called a "micro" view, beginningwith whether an individual person will accept or adopt a technology. This area of theacademic literature is often called "Technology adoption" or "Technology acceptance" ,derived from the names of the relevant theories. This area of scientific inquiry typicallyreferences the Theory of Planned Behavior (TPB) and its Theory of Reasoned Action (TRA)as one of the originating points. The theory of reasoned action, a social psychologicalconstruct put forth by Fishbein and Azjen, tries to explain how attitudes and behaviorsproduce human action [48]. The theory of planned behavior (TPB) continued the line ofinquiry and extends the TRA to improve the prediction ofwhether someonewould engagein a behavior and includes more determining factors than TRA [49].
The line of scientific inquiry then continued with Azjen’s fellow researcher Davis andlater Venkatesh to modify the TPB to attempt to predict whether a person would adopt oraccept a technology. The resulting model was called The Technology Acceptance Model(TAM). TAM is a model that, similar to the TRA and TPB, uses factors like "perceived use-fulness," "ease of use," and "external variables" to attempt to predict whether a personwill adopt a technology [50]. Davis expanded upon many of the factors over time [51].This eventually resulted in what is commonly referred to as TAM2 and TAM3, which in-cludemodels that have extended factors [52, 53]. Eventually, the researchers tried to takea unified view that became the Unified Theory of Acceptance and Use of Technology [54].
Each of the theories spawned their own following and advocates and resulted in manypapers analyzing the differences between them [55, 56] or using them for analysis in spe-cific applications [57, 58]. Reviews of the multiple acceptance theories have also beenwritten [59, 60, 61]. However, these theories are used the least in this thesis. They pri-
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marily inform the thesis as to potential key factors in user acceptance and adoption oftechnology at the individual level.
4.1.2 Change Management
Digital transformations are complicated in that they have to counteract much of the sameresistance in the organization that is detailed in the change management literature on alarger scale that affects even theway the organization or institution is organized. Themostreferenced and discussed theories come from Lewin and Kotter [15, 62, 31, 32] and focuson the ways in which an organization needs to work together at multiple levels and havethe people at multiple levels engaged in making the change. These models vary in thenumber of stages, with Lewin’s original theory detailing three [32] and Kotter’s detailingeight separate steps [62]. However, many of the included implied and explicitly detailedprocesses follow similar guidelines in different languagewith a slightly different focus [31].Change management can occur at many levels, from changing a network switch in a cam-pus’s local area network to adopting software that completely shifts how the organizationconducts business operations, like implementing a customer relationshipmanagement orenterprise resource planning system.
4.1.3 Organizational and Institutional Theories
Institutional and organizational theory can elucidate some critical factors that impact theability to capture public value concerning new technologies. Economist Erik Brynjolfssonhas studied this in terms of the overall economic value created in terms of economic gainsprovided by private firms during periods of rapid change that follow releases of general-purpose technologies [63]. The findings indicate that economic value creation does notoccur immediately after the release of general-purpose technologies. Instead, there is anS-shaped curve with rapid increases in value creation after a time and then leveling off.The explanation that Brynjolfsson [64] has landed on is the concept that it takes time tocombine with secondary and tertiary innovations that allow for firms to gain the abilityto use the technology to an actual economic benefit. Although this discusses the conceptfrom the view of economic analysis of various metrics related primarily to the privatesector or economy as a whole, other innovations may be necessary to ensure that valuecan be created. This could have to do with the diffusion of the technological innovation[24] as well as with other innovations that create the ability for the technology to be ap-plied. One example of this that Brynjolfsson points to is the idea that when electricitywas created, there were many significant investments required to ensure that electricityreached homes and was generally available across the world [63, 33]. A recent example ofthis could be the creation of chatGPT, making one of the most significant Large LanguageModels (LLM) trained available through a chat interface that people outside the data sci-ence and artificial intelligence research professions could use. ChatGPT saw a large uptakein consumer use when it became available to everyone.

Somewhere between the abstractions of the organizational level and the macroeco-nomic level, institutional theory seeks to understand not only how radical change occurs atthe organizational level but also at the field level andwhat drivers and barriers are presentto aid in the shifting of the means of production associated with these radical changes.Unlike some of the more micro-focused economic theories and organizational theories,such asMendelssohn’s conception of the organization as an information processing set ofbusiness processes [65], which is determinate of their success or failure in the informationtechnologymarket, the institutional theory takes into account the social considerations insociotechnical systems [23]. The outcome of this is that it gives one possible explanation
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of the five to 10-year lag in value creation detailed in [63] and explains it rather than asymptom of there needing to be further peripheral technological innovations; it is insteadseen as the gathering of institutional norms at a field level, whichmay explain some of thediffusion of this technology [22]. It is, of course, also possible that these theories explainprocesses that co-occur in the overall diffusion of technology discussed in [24].Thiswork, however, seeks to analyze the process throughwhich anorganization adoptsartificial intelligence for a digital public service andwhat technical organizational architec-tural decisions are made. Institutional theory aids in explaining this at the organizationallevel because it acknowledges that there is an existing history of institutional and organi-zational norms [37] that govern not only the field but individual organizations and, overtime, can be affected because of the mimetic phenomenon wherein organizations andinstitutions in the same field tend to view what others do that is successful and copy it.This also explains digital transformation at a more meta level than it is described in [15]and [14], which both view the phenomenon from the perspective of a single organizationand its recursive feedback as it pertains to a digital transformation, whereas institutionaltheory refers to look not only at the social phenomena and norms that are detailed in-side an organization but also across the field. Because of this, digital transformation isviewed from a multi-organizational perspective that shows the interactions with govern-ment stakeholders and other firms in the field attempting to institute a digital transfor-mation rather than looking at digital transformation purely from the perspective of theinternals in an organization.The topic of digital transformation resonates because it is both a theoretical discus-sion of a practical and complex subject, including how organizations adopt technologies.Within digital transformation, organizations have to reckon implicitly or explicitly withconcepts discussed in the sciences of organization and institutional theory, change man-agement, as well as the individual technological and organizational challenges relevant tothe specific technology they are adopting.
4.2 State of the Art
In addition to the theoretical basis used to analyze the topic included in this thesis, moreapplication-related aspects of technologies and academic disciplines are detailed in theincluded publications and relevant to the research results. A brief overview of the stateof the art is included below.
4.2.1 E-Governance and the Digital State
The topic of digital transformation in the public sector is closely tied to e-governance. E-Governance means "the use of Information and Communication Technology (ICT) in gov-ernment in ways that lead to genuinely different structures or processes, a consequenceof which may be the greater effectuation of or changes in norms and public values [66]."When a public sector organization is going to adopt technology to provide better servicesto their citizens and residents, there are changes that require addressing organizationaland technological challenges. This means that a public sector organization attempting toadopt a form of e-governance will usually have to complete some digital transformationif the end state varies considerably compared with the beginning state.E-governance as an academic discipline sits at the crossroads of the public adminis-tration and information sciences disciplines [67]. By its nature, this is an interdisciplinarybranch of knowledge that focuses not only on the technology itself [68] but also on theability of governments to adopt, implement, andmanage these technologies [27]. In addi-tion, research on citizen uptake of individual technologies explains the necessity of trust
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as a factor for citizen adoption [29, 69, 70]. Other research discusses specific methodsthat may have an impact on creating trust or confidence in e-governance systems [71].This type of research also investigates frameworks that can be applied at various levelsof government to aid in the successful adoption of e-governance technologies [27] or thebuilding blocks of what can allow a government to move from e-governance and the digi-tal state to a "postdigital" data-driven personalized government for citizens [72, 73]. Someresearch also indicates that the diffusion of e-governance technologies in terms of adop-tion by citizens follows a more linear distribution rather than the exponential curve thatis typically seen among venture-backed hyper-scale [74] digital technologies [75].
As the body of knowledge has increased in e-governance, many research niches havebeen investigated, and the standard language used in the field has evolved [76]. Recently,rather than using the term e-government or e-governance, the standard terms are "digi-tal public services" and "digital state." As stated above, some recent visions in Estonia arereferred to as "postdigital" when referring to a new level of digital maturity in a society inwhich digital public services are the standard and the advanced technologies supportingthem have become invisible [72]. Though the terms "digital state" and "digital public ser-vices" are used throughout this thesis, they have their roots in the e-governance field, theaccompanying interdisciplinarity reflected above, and sociotechnical systems in general.In the spirit of [77] these interchangeable terms are not be defined in this thesis, as thedefinitions are not germane to a productive discussion on the use of AI to enable digitalpublic services and the author could find no already complete work like [14] which clearlydefines the differences between termswhich are usually used in place of each other basedon a large number of expert feedback.

4.2.2 AI in the Public Sector
Since 2019, artificial intelligence as an area of study within public administration and e-governance has drastically increased [35]. However, not all of the research on AI literatureon AI in the public sector directly relates to the field of AI in public services.

The literature in the public administration concerns itself with significant questions,like governance of AI in general and how it will comply with legal and ethical guidelinesin different domains [17]. The issues that bias can have in the public sector when bias isnot accounted for and solved, or the scope of the system changed to shift the risk is welldocumented [20]. Bias can be related to many factors, and it is not always possible tocorrect it via weighting of more than one factor simultaneously [78].
A body of work covers the governance of AI and how it will affect the functioning ofsociety in general [26, 79, 80]. This goes as far as attempting to predict the potentialramifications of AI in the public sector from an employment perspective, such as howgovernments respond to preempt large-scale AI-driven unemployment. Some researchersinvestigate how certain legal developments in Europe may affect the rest of the world,essentially arguing that similar to the general data protection law (GDPR), the "BrusselsEffect" will likely mean that the EU AI Act will become the de facto standard or guidepostfor governments around the world to regulate AI [81].
In addition, there is the challenge of ensuring that the developments of AI and theiradoption in the public sector lead to additions in public value [82, 83]. This adds to pre-vious research about co-creation and is an AI perspective on the creation of public valueand the attempt to ensure that the adoption of AI benefits the populace.
Building on the idea of public value and the amelioration of the potential adverse ef-fects of AI on the populace, another significant set of research papers is on the topic ofcreating “good” AI. This is not a scientific term. This is meant to give a meta-definition of
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many different approaches that have similarities. The authors are attempting to create AIin someway that is not a dangerous or malevolent force in human affairs. The broad issueat hand is the "alignment problem" discussed in the eponymous book [84], which seeks tofind a way to create artificial intelligence that improves life for humans rather than havinga detrimental effect. Acknowledging that these are all different in their perspective andconsist of varying key points and levels of abstraction, this includes but is not limited toTrustworthy AI [85], Safe AI, Human Centered AI (HCAI)[86], Explainable AI (XAI)[87], anda Human-Centered Design (HCD)[88] approach to AI. These terms and their associatedframework are instructive and necessary but outside the scope of the research coveredin this thesis.
Estonia was one of the early movers in terms of national strategies [89]. The results ofthe working group and the development of a national strategy toward AI at an early pointallowed for the creation of the vision papers which kicked off the Bürokratt program.

4.2.3 AI Use in Public Services
With the field being divided between heavily computer science-influenced applications ofAI and the more social science or public administration literature concentrated on gover-nance and bias, the author sought to understand the field from a public service perspec-tive. Because of the inclination to separate the public services uses of AI from those thatwould impact the sphere of bias, the author sought to look for only articles related to theuse of AI in e-government services. Again, the thesis aims to understand how AI could beused to create digital public services.

Part of the difficulty of a digital transformation related to the use of AI in public servicesspeaks to challenges in many organizations with many technologies.
Public sector organizations facemany challenges in competence and skills. These chal-lenges range from the micro level, dealing with hiring and retaining competent personnelwith technological competence, to the more macro digital transformation-related organi-zational competence. Even among some tech sector layoffs in the labor market, peoplewith the technical capabilities to function in cross-functional teams developing, manag-ing, maintaining, implementing, or adopting technology are in high demand. This is ex-emplified as it pertains to AI competence in the findings of [90] when they state that itis nearly impossible to find one person who fits all the suitable and necessary skills fora data scientist in the public sector. They suggest hiring teams of people who can meetall the requirements for public sector data science competence. The necessity for mul-tiple disparate skill sets is brought into further relief in [12], where the results underlinethat human and social skills are essential in an environment governed by the law andcomplex human social dynamics. Organizational agility is a crucial factor in instantiatingany change or transformation [91]. In the public sector, this can be called administrativeagility [15, 92]. Organizational agility is tied to how organizations gain value from newtechnologies because the ability to create value from new technologies comes from theability of organizations to be agile. This can be thought of as how an organization canadapt business processes and procedures due to feedback from within and without theorganization. For example, in the case of Brynjolfsson et al. [33], the organization had tobe able to adopt the new technology and integrate the technology in a co-pilot manner tohelp increase the productivity of customer service agents. It is entirely feasible that thetechnology could have been in a state where it was ready for adoption without actuallybeing used in a manner that increased value. The simple existence of a technology doesnot mean that it will be used. This is why there is a body of literature that seeks to under-stand the diffusion of technology [24, 93] and the factors that determine and attempt to
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predict or understand the adoption of technology as mentioned above [29, 49, 51].At the same time, when it comes to adopting technologies inside organizations, theorganization needs to expend time and effort to be able to alter business processes andhuman resource strategy to not only change the way things are done in the organizationto implement the technology better, but to hire individuals who have competences tobring that value to fruition. A consistent challenge for public sector organizations seekingto adopt artificial intelligence is the hiring and retention of people who are competent inthe many skills necessary to do so. Even when a strategy of an organization is to procuremost of the AI they will use, it is imperative to have enough internal competence in theorganization to ensure that the promises of external providers are based on fact and com-pleted in a way commensurate with the ethics, laws, and regulations of the organizationimplementing the AI [12].
4.2.4 Artificial Intelligence Organizational Readiness and MaturityWhen it comes to the readiness of organizations to adopt artificial intelligence, the pri-mary academically defensible method is through academic maturity models. This distinc-tion must be made because there is a significant amount of grey literature on AI adop-tion in government [9]. However, much of this comes from the management consultingfield. Readiness assessments and feasibility studies are helpful tools in the medical field.However, although these could be found in consultants’ grey literature and various mar-ketplaces for technological service organizations, the academic literature primarily hadmaturity models.Maturitymodels have been used in the academic literature in the information systemsand e-governance research to show thematurity of organizations to adopt a technology ormeet specific criteria detailing howwell the organization’s systems and processes function[94, 95, 45].Regarding the research questions posed in this thesis, the AI maturity model wouldbe the artifact of choice. Artificial intelligence maturity models (AIMM) seek to place andunderstand organizations on a maturity matrix based on many factors. One consistentfactor across many maturity models has to do with the organizational maturity for adopt-ing AI and the competencies in the organization [43]. Many academic maturity modelshave been written in the information systems research field based on the design sciencein information systems guidelines in [44]. In [45] describes a system of repurposing matu-rity models to suit a new use. Although there are many AI-related maturity models in theliterature, no holistic AIMM for public sector use has been based on the design sciencemethodology detailed in [44, 45].
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5 Results
The following section lists the results which are derived from a the publications whichcomprise this thesis. The results contained here are selections that aid in answering theresearch questions of the thesis. These answers are part of the contributions of the pub-lications but not the entirety. Research questions are placed in the relevant section.

Table 2: Correlation of the research publications to the research questions

AI-Enablement of Digital Public Services
RQ No I II III IV V VIMRQ X X X XRQ 1 X X XRQ 2 XRQ 2.1 XRQ 2.2 XRQ 3 XRQ 3.1 XRQ 3.2 X X X X

5.1 Leveraging Digital Transformation For AI-Enabled Services
• MRQ: How can public sector organizations leverage digital transformation to facili-tate the adoption of AI-enabled services?

The papers chosen to comprise this thesis all have elements that relate to the main re-search question of this thesis. Publication I illustrates the technical challenges of devel-oping, adopting, and implementing the first chatbot-based AI-enabled services buildingto virtual assistant-based services. Publication II explains some of the concerns related tothe social, legal, and technical challenges governments face adopting AI-enabled servicesfrom an exploratory perspective. Publication IV is a systematic literature review analyz-ing the disciplines that comprise the academic literature on e-government services usingAI. Publication V indicates the ways and choices for public entities to design their orga-nizational and technical architectures. Publication III explains the ways the public admin-istrations seeking to adopt AI can measure their maturity and gain an understanding ofthe road map to higher maturity and more effectiveness in AI endeavors. The main re-search question is answered in the following sections when considering the entirety ofthe results.
5.2 Potential for AI-Enablement in Public Services[ I]

• RQ.1: What is the current state of digital transformation in public sector organiza-tions, and how does it affect the potential for AI enablement in public services?
The awareness of the concepts of digital transformation cannot be generalized. Still, inthe case of the Bürokratt initiative, it seems like the leaders who initiated the programand are currently developing it understand the reflexive feedback nature in digital trans-formations [ I, II, III, V]. Estonia has an advantage in pursuing AI-enabled public servicesbecause they have an existing digital public service infrastructure [ I]. The development,implementation, and adoption of an AI-enabled public service can certainly be donewith-out this preexisting infrastructure. However, developing this from nothing takes more
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Figure 3: Bürokratt Technical integrations.

[ I]
effort than integrating preexisting elements and adding additional parts. In the case ofBürokratt, the decision was made not only to use reusable building blocks of AI acrossthe government but to integrate some already existing pieces that comprise the servicearchitecture [ I]. One of the most significant development pieces is the service module [ I,V]. The concept of the service module is to make the 3000 e-services available in Estoniaaccessible through an AI-enabled channel with Bürokratt. This concept of prioritization iscrucial in understanding the digital transformation of the Estonian government concern-ing AI-enabled services. Other countries that want to adopt AI-enabled digital serviceswill have a different path to the result [ V].Another essential part of the Estonian case of AI-enablement adoption is the presenceof leadership who understand the experimental nature of the programs [ I]. From theproof of concept when the program was still called KrattAI to the current development,adoption, and implementation of the second version of Bürokratt, the experimental spiritof the strategy to functioning product and services process has been maintained. Sup-pose there is a problem that the current implementation does not do adequately. In thatcase, the team at the state information authority (RIA) has the bureaucratic agility andagile development and feedback mechanisms in place to requisition a new backlog itemthrough their Github-based open procurement and development processes to addressthe challenge and solve the problem [ I].
5.3 AI-Enablement Adoption for Existing Public Services[ I]

• RQ.2: How would an existing public service adopt AI enablement?
The AI enablement for public services will vary greatly based on the existing services avail-
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able in a geography [ I]. The first thing is to have digital services available. For example, itwould be challenging to take a service that is only available via paper forms and face-to-face interaction and make it available with AI-based tools. For the Estonian case, as men-tioned above, there are over 3000 services available with X-road as the data exchangeintermediary. X-road uses the Representational State Transfer Application ProgrammingInterface (REST API) architecture with payload encryption over the public internet to ex-change data between entities consisting of government organizations and private orga-nizations [10]. This REST API architecture is one of the paradigms the Bürokratt programchose to implement in their development methods. The idea is that all of the Bürokrattfunctionalities are made possible through REST API calls. The first and most importantthing is the business logic for the service. Then, it is put into a series of Yet AnotherMarkup Language (YAML) files, which the Natural Language Processing (NLP) functionsof Bürokratt can instantiate.Additional requirements apply in any government implementation of services. When-ever an entity considers implementing AI enablement of public services, it is essentialto ensure the privacy and safety of citizens and establish trust. Considering the secu-rity requirements of the AI-enablement platform [7] and the service provision element isnecessary. This occurs in the Estonian ecosystem because the ministry offering servicesthat adopt Bürokratt, and eventually the servicemodule, signs an additional contract withthe state authentication service (TARA). This allows residents and citizens to use the au-thentication infrastructure that includesmultiple electronic identifications (eID) based au-thentication methods like the ID card, Smart-ID, andMobile ID to authorize digital servicetransactions.Legal requirements also play a role. When the service module is implemented, theministries will sign up to allow citizens and residents to conduct services through theBürokratt-enabled chat and voice channels. Additionally, the ministries will have to sign acontract with X-road. In Estonia, contracts are signed between service providers, serviceconsumers, and other stakeholders. This contract fulfills a legal requirement to access theability to use X-Road.Interoperability and amethod of authentication are also necessary for AI-enabled ser-vices if data is potentially exchanged between different service providers and consumers.The interoperability challenge has been solved by years of practice of having X-Road in usein Estonia, and another entity choosing to follow this path of development for AI-enabledservices may find this an unexpected area that could be an issue.
5.4 Key Steps and Challenges[ I]

• RQ 2.1: What are the key steps and challenges involved in this process?
The steps and processes in the Estonian journey from the KrattAI vision to Bürokratt’simplementation did not go without challenges. Publication I primarily looks at this. Figure4 shows the Estonian government’s process in its strategically informed experimental pathforward.It is noticeable that there are multiple iterations of procurement throughout the pro-cess. This is because the top-down planning initiatives across many countries related toAI do not always correctly understand the capabilities of technical tools that may be inte-grated into the vision and strategy concepts. For example, when the KrattAI vision for theNext Generation Digital State was conceived, the thought was that the virtual assistantson phones were much more capable than, in fact, they were. Because of this, multipleiterations of looking at what is available on the market and how it would integrate into
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Figure 4: Planning process for technological development of strategic visions [ I]

the architecture was necessary [ I].The previous section discussed the competitive advantage of the Estonian ecosystemin adopting AI-enablement because it has somany preexisting tools that can be integratedinto anAI-enablement project. However, despite this, therewere and continue to bemanychallenges that the RIA and the Ministry of Economic Affairs and Communication (MKM)teams have had to address throughout the process [ I]. According to the program’s ar-chitect, the ultimate goal is for Bürokratt to have a series of interchangeable elements,like protocol. In this way, if one piece does not function as well as expected, it can bereplaced. In the soon-to-be-released version of Bürokratt, to help alleviate the challengeof correctly answering questions based on the knowledge base of a specific ministry, theteam has chosen to implement an external LLM in addition to the Rasa intent recognitionand GUI-based internal training tools [ I]. The hope is that the NLP functionality will be-come more responsive to end-user requests. Another strategy will be used if this doesnot achieve the level the team or citizens want.This is to say that even though there are many challenges going from a strategic vi-sion to a deployed system, the ongoing developments and feedback continue to ensurethat the system functions in a way that citizens and residents will want to use. The con-tinuous improvement is never completed until the product becomes end-of-life and is nolonger supported [ I]. The diagram in Figure 4 represents the process as understood byinterviewswith decision-makers and personnel related to the Bürokratt program. In Publi-cation I, this process flow is identified as a way for public administrations seeking to intro-duce an AI-enabled service to follow should they already have related compatible piecesof technology that they can integrate with the AI-enablement solution. The process flowimplicitly contains the planning results of the stakeholders’ challenges along the journeyfrom a vision to a usable product or service. This process flow is meant to be a guidelineas to history and cannot be assumed to be generalizable, although the experimental ap-proach and paths determining whether to integrate existing tools or develop one’s own
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are potentially useful to public administrations following the top-down technology pushAI-enablement from strategy.
5.5 A technical andorganizational architecture basedon social, legal, and

strategic considerations[ V]
• RQ 2.2: What social, legal, and strategic considerations influence the technical andorganizational architecture of public sector organizations implementing AI-enablede-services?
The organizational architecture of a government is not a start-up. The government hasa more machine-like structure [38]. The government organizational architecture is basedon history and legal precedent that result from the social development of the region overtime [37]. The history of a governmental organization cannot be removed from the historyof the area completely. In Estonia, this results in a sort of decentralized dynamic inside ofa centralized national government in the area of organizational architecture as well as thetechnical architecture in X-Road and Bürokratt. [ V] largely deals with this question.The goal of a large government organization cannot be purely to innovate or adoptAI-enabled services by the nature of it having already defined objectives that are part ofits legal and historical position as a part of the government. At the same time, a gov-ernment organization cannot have the sole goal of existing as an information processingunit or spin-off startup to bring to fruition projects that do not fit the primary functionsof a business as proposed by[36]. Because the more flexible organizational architecturesdefine private sector principles in the information economy but still want to capture thespark of innovation, the idea has to blend the old organizational paradigm with the bestpractices of the new [ V].The technical and organizational design results from the government’s strategic goals.TheMKMand RIA teams creating the Bürokratt program face the challenge of building the“new” while maintaining the services for which they are already responsible. To this end,the choice was made to create a special team responsible for Bürokratt within RIA. Addi-tional teams within MKM handle certain functions, like the service module and the nat-ural language processing (NLP) elements. However, the primary team members includethe architect and product manager, who are organizationally inside of RIA. As a part of theorganizational challenge to ensure that there is communication across various groups inthe government who are working on AI-related topics, a project manager for AI was cre-ated as an overlay position who reports directly to the Chief Data Officer (CDO) of Estonia.This is not only to help ensure that there is no duplication of development effort but alsoto help ensure knowledge sharing across the government about ongoing efforts to adoptAI and AI-enabled services [ V].Similar to organizational architecture, some technical architectural decisions can alsobe connected to the historical achievements in the relevant geography. For example, Pub-lication V cites how the architecture of Bürokratt takes heavily from X-Road. Not only doesBürokratt integratewith X-Road for the purposes of executing digital public service and us-ing a RESTAPI-based architecture, but the development process of having a “decentralizedmonolith” [10] is followed. The technical architecture is developed with the principles ofX-Road in that it has some centralized components that provide services to distributedsystems. The development is conducted through public-private partnerships with the re-sponsibility for the objectives and key results (OKRs) [96] being primarily placed on oneteam.This technical and organizational architecture is similar to X-Road in that it is also nec-
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essary to evangelize and get otherministries to adopt the technology. During the develop-ment of X-Road, they had personnel who specialized in the cross-government entity salesprocess [10]. Similarly, part of the OKRs of the Bürokratt team included getting other min-istries to adopt the functionality [ V]. The objective is to fulfill the strategic goals, and theorganizations participating have to work within the legal and social parameters posed bythe mode of operation of the government body responsible for executing the strategy.
5.6 Organizational Maturity to adopt AI-enabled digital services[ III]

• RQ.3: How would one analyze the readiness of organizations to adopt AI enable-ment for e-services?
3.1: What existing frameworks exist for readiness evaluations of AI projects,and how can they be adapted to the public sector e-service application?

During the thesis process, it became apparent that few or no public entities conduct areadiness assessment ormaturity evaluation before embarking on the process of adoptingAI-related projects. In the AI Watch project, it became apparent that in some cases, pilotsfailed due to a lack of prerequisites, namely data, that could have been understood at thebeginning.During the investigation phase of the research that became publication III, the authorinvestigated existing frameworks and their adaptation to the e-service application. Unfor-tunately, the main frameworks to measure readiness and maturity for AI adoption in thepublic sector not only did not have a specific e-service component but also did not haveany design science method-based framework for adopting AI in the public sector. Manyreadiness assessments andmaturity models were from consulting organizations [ III]. Theproblem is that they are not based on academic literature, even if they are based on the-oretical or practical experience. Another challenge with these is the published white pa-pers that publicize the consultancy’s perspective on the topic; the information containedin these documents is meant as a lead generation tool for governments to acquire theirservices, which is a different aim than the academic literature. Because of this, the grayliterature was only used to inform the author what areas of concern are potentially im-portant in the case of the adoption maturity of government entities toward AI.In addition, from interviews that provide the basis of the “transformation” of the ex-isting maturity models to the new use of adoption of AI in the public sector, it becameapparent that it is rare for anyone to consider the maturity of the organization beforechoosing to adopt an AI project. One interview explained that when it is done, it is usuallycompleted by the data science group only and reflects their opinion of their own capa-bilities. The benefit of conducting a maturity evaluation is partially to get an assemblyof cross-functional stakeholders to have a frank discussion about the organization’s ma-turity. It would take leadership to achieve any significant change, and this aids in gainingleadership approval and engagement [8]. The AIMM, detailed in publication III, explainsthe large categories that public sector entities ought to take into account prior to imple-menting an AI project. The categories are broad enough to include AI projects, not onlyAI-enabled public services. Part of this is due to the theoretical nature of maturity mod-els. Unlike many of the academic maturity models included in [43] and investigated in thetheoretical part of publication III, thismodel attempts tomore concretely define the levelsof maturity than just the titles of the boxes included in the maturity model itself. The ma-turity model levels are derived from the Capability Maturity Model Integration Institute(CMMI) maturity levels, similar to those in the [34]. The maturity model and the levelswere iterated upon four times. The majority of the respondents to the final questionnaire
31



Figure 5: Artificial Intelligence Maturity Model for the Public Sector

[ III]
on the model agreed that it fit the criteria for fulfilling its purpose as a maturity model forAI adoption in the public sector.
5.7 Ensuring ethical and responsible AI implementation for Digital public

services[ II, III, VI]
• RQ 3.2: How can public sector organizations ensure ethical and responsible AI im-plementation in e-services?
Ethical and responsible AI are prevalent topics in the public administration literature,e-governance, and information systems research. Bias comes in many different forms inthe field of AI research. The decisionwasmade early in the research to focus this thesis onenabling digital public services through AI. The current way this is done is through the useof chatbots or virtual assistants to open a new digital channel through which the citizenor resident can conduct digital public service transactions. This inherently limits the waysthat bias can affect people because of the limiting of the scope. In this case, the primarypotential challenge is non-native speaker bias. In Estonia, this has some ramifications.The Bürokratt program primarily uses Estonian. Interviews late in the thesis research in-dicate that English and Russian capabilities are further backlog items in the road map. Asdetailed in Publication V, the Estonian first development is because the Estonian languageis currently underrepresented in the technologies provided by large tech providers. Thisincludes the iPhone. One interview mentioned specifically that they use their iPhone setto German or English because there is no Estonian language capability. The governmentwants to provide the native language option for Estonians to access services from theirown government and ensure a lasting digital footprint for the Estonian language. To thisend, the government created various initiatives to place a large emphasis on labeling lan-guage data. At the same time, there is not much non-native bias research in languagesother than English. The majority of the research questions in this thesis are focused onNLP enablement of the digital service processes. Because of the lack of decision supportsystems or other AI systems that would likely fall under the purview of high-risk systemsin the EU AI Act, there is not much direct contribution in the research that comprises thisthesis in the area of risk and bias.
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However, [ III] addresses the topic of risk and bias in a more openmanner on the topicof applications of bias and risk. The reason for this is that the lack of an AIMM that isdirectly applicable to the public sector gave the author reason to create an AIMM for thepublic sector adoption of AI and not an AIMM for the adoption of digital public serviceenablement. To this end, the AIMM included in the publication and validated through thequestionnaire-based feedback as well as interviewswhere the respondent waswilling andavailable has two relevant categories that implicitly and explicitly discuss topics related tobias and ethics. The author and the resulting AIMM do not ascribe to a particular labeledversion of an approach to the topic. The AIMM is written with the decomposition of theseelementswritten into the categories of “Law, Ethics, and Trust” and “Privacy and Security.”In the Publication III AIMM levels, there are measures of the organizational requirementsthat would be made organization-wide and standardized as maturity increases.
Sometimes, technology-based decisions can increase the ability to be legally and eth-ically compliant and increase trust. As explained in Publication II, the early part of theKrattAI pilot, to adhere to the Estonian Personal Data Protection Act (PDPA), the govern-ment chose to make a network of chatbots rather than a single chatbot attached to adata lake [ II]. This makes developing and training multiple chatbots much more complexdue to the multiple knowledge bases and training data sets that must be developed andmaintained for each relevant chatbot associated with a ministry database [ II]. This doesnot even include the mechanism to pass the user to the relevant chatbot and move themduring the middle of a conversation or a change of topic [ I]. However, this decision wasmade explicitly to ensure an ethical implementation. Publication I explains that in therecent version of Bürokratt, which has not yet gone into production due to ongoing se-curity testing, the team made the determination that it is necessary to add some sort ofLLM-based functionality at least to potentially increase the responsiveness and capabilityof the chatbot. In the technical functioning, the team made the decision to take away allpersonally identifiable information and metadata before sending a query to the externalLLM due to privacy concerns [ I]. This solves one of the challenges of implementing GenAIchatbots in government covered in [ VI]. This is done to ensure that citizen privacy anddata protection are not compromised in the case of a data leak by the external provider.This is similar to the quantitative risk analysis conducted in [7], but the paper gave an ex-ample of an external virtual assistant provider. In the actual Bürokratt implementation forversion 2, the external system in question is an external LLM. Quantitative risk analysisprograms may also help ameliorate security challenges by allowing organizations to focuson their most costly or likely potential attack avenues. Another example of a technologicaldecision meant to enhance trust is that the original pilot version of Bürokratt did not haveX-Road integration. To ensure legal compliance, any sort of tool in the Estonian ecosys-tem that will eventually be able to instantiate government services transactions must useX-Road [ I]. The original KrattAI pilot did not use this because of a challenge related to thesynchronous message traffic required by X-Road detailed in the Next Generation DigitalState Architecture vision paper [97]. During the pilot’s time, the necessary decision wasmade to use Apache Kafka as detailed in Publication II [ II]. By the time the productionversion of Bürokratt was created, the creation and integration of distributed messagingrooms as detailed in Publication I was able to solve this problem [ I].
Sometimes, when using AI to develop or contribute to digital public services, decisionsneed to bemade regarding how to optimize a service. In Fourth Publication, there is an ex-ample of a situation detailed in the literature [98] [ IV]stating how the government couldhave made a service more profitable through optimization. However, this change wouldhave affected a vulnerable population, so the decision was made not to change the ser-
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vice. This type of consideration is in line with the ethical application of these technologiesThe examples mentioned do not aim to predict every way that AI will develop tech-nologically. Instead, they try to offer a set of practical actions for entities to take whiledeveloping, implementing, and continuously improving their AI systems. These actionsshould guide the entities in ensuring the government’s role in protecting those whoselives it is responsible for improving.
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6 Limitations and Future Work
The rapid advancement of technology and the internal and external pressures for digitaltransformation were key elements explored in this thesis. It is worth noting that duringthe research period, ChatGPT became generally available (GA). The paid version featuredaccess to Generative Pre-training Transformer (GPT) 4, while the free version utilized GPT3.5 as its underlying model. The Bürokratt program currently uses a system called Rasa todo the intent analysis paired with a Graphical User Interface (GUI) based tool to limit thecompetencies necessary for ministries to adopt the technology. One challenge related tothe intersection of the fast-moving technology set and the changing demands, both inter-nal and external to the organization, is that the citizenry’s expectations are likely to haveshifted. There is no data on this authoritatively. However, there is an indication that astechnology progresses the amount of time people will give websites less of a chance toload prior to abandoning the site and, most times, not coming back. Similarly, it could behypothesized that the changing expectations toward the responsiveness and perceivedintelligence of virtual agents are likely to cause pressure for further digital transforma-tions oriented at any chatbot or virtual assistant to ensure that their perceived level ofusefulness is commensurate with that of the commercially available products. This wouldbe a useful potential area of future work.

The GA of ChatGPT and, more importantly, the rapid adoption of the tool among theworldwide user base made this work more relevant to the discussion because it put thetopic at the forefront of public administration’s mind. However, at the same time, theprimary use case is a chatbot that was planned and developed prior to this phenomenonand is attempting to add to the capabilities with LLM integration rather than completelyredesigning and refactoring the tool. This goes hand in hand with the architectural con-ception of Bürokratt by its architect, which aims to become a set of protocols that peoplecan use. This thesis deals primarily with traditionally developed chatbots in the majorityof the included publications, with the exception of [ VI]. This is a limitation because of theseeming ubiquity of GenAI and LLM systems.
The use of a single case is a difficult choice. This is primarily because it was the onlycase that had the expressed inclination of not just creating a chatbot through which cit-izens and residents can get answers to queries but ultimately using this to be able to in-stantiate government services.
The keywords used in the systematic literature review [ IV] represented the author’sbest knowledge at the time. However, with hindsight, it would potentially yield more de-tailed results with the addition of keywords that acknowledge the shift in terminologyfrom "e-government" and "e-governance" to the newer "digital state" and "digital publicservices." The literature review used the term "public service," butmore articlesmay haveappeared. The proliferation of articles about AI in the years since the SLR was conductedwould also garner different results if conducted nowwith the same exact keywords. How-ever, since the primary goal of conducting the SLR was to understand how the topic wasinvestigated at the time, the paper is sufficient for the task.
The process of writing this thesis also demonstrated that a paper purely investigat-ing the differences in the definitions of the keywords in the previous paragraph might beuseful for someone.
The AIMM itself is not without its limitations. One of the respondents, who is froma very high position in government and an international digital government consultancy,thought that the best form would be a readiness assessment that had simple yes and noboxes to be filled in by the relevant authorities. The author agrees. Initially, the goalwas toensure a relatively lightweight assessment tool to gauge readiness among the public enti-
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ties seeking to adopt AI. However, when this intentionwasmetwith academic literature, itbecame clear that the only academically justifiableway to create a tool to help this processwas through the design science methodology in the form of a maturity model. This matu-rity model is quite complex. A work followed Publication III’s AIMM that validated a formof self-assessment for a public authority received feedback as such [99]. Ultimately, dueto the limited response to the validation mechanisms the author considers this a matterfor consultancies to work with public authorities. Once engaged the public administrationpays them money and will then have “skin in the game” [100] and increase the likelihoodthat the group participating would take the exercise seriously and engagewith the subjectmatter.One significant limitation to studying an ongoing digital transformation in a programlike Bürokratt is that the digital transformation process is not complete. Many parts thatwill be important to the overall success or failure of the program are still in motion andhave not been released. For example, it is unclear if the GUI-based training systemmeantto decrease the necessary technical competencies of adoptingministries by replacing twofull-time data scientists with customer service representatives will be successful. It will bea challenge to take a traditionally developed chatbot and have it implemented in multipleministries and have the agents able to answer difficult questions necessary to create theeffectiveness and efficiency gains public administrations expect.Thus, there is much left to be learned and studied in the ongoing Bürokratt devel-opment implementation, including but not limited to how they are able to handle thetraining in ministries to create chatbots that help citizens and how the expectations andawareness of AI have shifted among the Estonian populace with multiple LLMs reachinggeneral availability.Finally, it’s important to note the underlying normative judgment in this work, whichis a bias. It asserts that a government service utilizing AI to enhance the efficiency andeffectiveness of providing services to citizens and residents is beneficial. While in the pastthis might have been obvious, in today’s era, it seems necessary to explicitly state thisviewpoint as a normative bias.
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7 Conclusion
The topic of this thesis is somewhat difficult to organize coherently because it involves aphenomenon that is not only a newer technologywith fast-moving developments but alsohas technical, social, legal, and practical implications. However, even with this complexity,several themes arose in the course of the research.Because of the complexity of the digital transformation process when it includes AIadoption, it is necessary to include the clients and, if possible, the end users as earlyin the process as possible, given the constraint that many of the implementations of AIin public services are of a technology push market dynamic by nature. This is why it isimportant to have some assurance that the populace of the country in question will beable to use the technology and choose to do so. The Estonian government attempted todo this by commissioning a consultancy to understand the willingness of Estonian citizensto use services that were enabled with AI [101]. The feedback mechanisms that are in theprocess diagram from publication I tied to the feedbackmechanism in [14] in that it showsfrom a processThe results also underscore the importance of competencies within the organizationalhuman resources. This is per the discussions by [12]. The AIMMreflects this importance bygiving people andprocesses an entire category, which includes a discussion of thematurityof human resources strategy.In addition, comparing a traditionally developed chatbot like Bürokratt to an LLM-based chat function, which would nominally be considered the next iteration of NLP tech-nology, provides additional challenges to tailoring the technology to citizens’ and resi-dents’ user experience desires.Digital transformations are complex and have a history of a lot of academic literaturethat reaches back from attempts to understand the modern definition in public admin-istration literature [14] antecedents and dynamics of digital transformations [15] to thediffusion of recent general purpose technologies from the perspective of macroeconomicanalysis, [64] all the way back to organizational and institutional theory on digital trans-formation and radical change [22]. Some researchers [102, 16] believe that any digitaltransformation that involves AI has added complexity due to the technology. This thesisattempts to understand the planning, development, and implementation of an AI-enabledservice in a specific case and extract potentially generalizable knowledge to relevant sit-uations. In addition, to learn to cohere to scientifically and practically relevant maturitymodels that can potentially help guide public administrations seeking to adopt AI.
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Abstract
Digital Transformation: Artificial Intelligence Enablement in 
Public Services
This Ph.D. thesis researches the complex topic of sociotechnical systems involving the digital transformation process of adopting artificial intelligence enabled digital public ser-vices. The research aims to understand and synthesize the technical, institutional, orga-nizational, and social qualitative data from researching the Estonian Bürokratt program.The research comprises of six publications which represent four primary phases of research. In the first phase, "defining the research problem" the author conducted ex-ploratory qualitative case study research about the KrattAI pilot and the social, legal, and technical considerations when choosing to adopt artificial intelligence and machine learning in the public sector. In this phase the researcher conducted an interdisciplinary systematic literature review to understand the academic literature relating to the use of artificial intelligence in e-government services. This yielded an understanding of the field and knowledge gaps.The second phase of the research in the thesis called, "data collection and analysis" the researcher conducted two descriptive qualitative case studies with different aims. One of the publications that contains these results is focused on the technical integrations and planning processes required to go from a strategic vision of AI-enabled services to a usable product for citizens and residents. The second focused on the organizational and institutional factors that inform the technical and organizational architecture.Phase three is called "practical application," and the end result of this phase is an artificial intelligence maturity model for use in the public sector, which uses the knowl-edge gained in the research up to this point as well as the design science methodology to create an artifact which may be of use to public sector organizations adopting artificial intelligence projects.The final phase of the research is forward-looking and an integrative review of the challenges facing public entities that would like to adopt GenAI chatbots.This thesis’ primary contribution is an in-depth research on the complex and difficult topic of AI-enabled digital public service adoption using one of the only existing govern-ment programs attempting to build this. The thesis uses interdisciplinarity to create as-pects that may be helpful to researchers from many fields and public administrations looking for practical work based on multidisciplinary theory to aid in implementation of AI digital public services.
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Kokkuvõte
Digisiire ja tehisintellekti rakenduseeldused avalikes teenustes
Käesolev doktoritöö uurib sotsiaaltehniliste süsteemide keerulist teemat, mis hõlmab te-hisintellekti toega digitaalsete avalike teenuste kasutuselevõtu digitaalset transformat-siooni. Töö eesmärk on mõista ja sünteesida Eesti Bürokratt programmi uurimisel saadud tehnilisi, institutsionaalseid, organisatsioonilisi ja sotsiaalseid kvalitatiivseid andmeid.Doktoritöö koosneb kuuest publikatsioonist, mis esindavad uurimistöö nelja peamist etappi. Esimeses etapis, üurimisprobleemi määratlemine", viis autor läbi kvalitatiivse juh-tumiuuringu KrattAI pilootprojekti kohta ning analüüsis tehisintellekti ja masinõppe kasu-tuselevõtu sotsiaalseid, juriidilisi ja tehnilisi kaalutlusi avalikus sektoris. Selles faasis viis autor läbi interdistsiplinaarse süstemaatilise kirjanduse ülevaate, et mõista tehisintellekti kasutamist digitaalsed avalikud teenused käsitlevat akadeemilist kirjandust, mis võimal-das mõista valdkonda ja tuvastada teadmiste lüngad.Teises etapis, mida nimetatakse ändmete kogumiseks ja analüüsiks", viis autor läbi kaks, erinevate eesmärkidega, kirjeldavat kvalitatiivset juhtumiuuringut. Üks neid tulemu-si sisaldavatest väljaannetest keskendus tehnilistele integratsioonidele ja planeerimisprot-sessidele, mis on vajalikud tehisintellekti toega teenuste strateegilisest visioonist kasutata-va tooteni jõudmiseks kodanike ja elanike jaoks. Teine keskendus organisatsioonilistele ja institutsionaalsetele teguritele, mis mõjutavad tehnilist ja organisatsioonilist arhitektuuri.Kolmandat etappi nimetatakse "praktiliseks rakendamiseks"ja selle faasi lõpptulemu-seks on tehisintellekti küpsuse mudel, mis kasutab seni uurimistöö käigus omandatud teadmisi ning disainiteaduse (design science) metoodikat, et luua artefakt, mis võib ol-la kasulik tehisintellekti projekte rakendavatele avaliku sektori organisatsioonidele.Uurimise viimane etapp on tulevikku suunatud ja integreeriv ülevaade väljakutsetest, millega seisavad silmitsi avalik-õiguslikud üksused, kes soovivad kasutusele võtta GenAI vestlusroboteid.Käesoleva doktoritöö peamine panus on põhjalik uurimus tehisintellekti toega digitaal-sete avalike teenuste kasutuselevõtu keerulisel teemal, kasutades ühte vähestest olemas-olevatest valitsusprogrammidest, mis seda üritavad luua. Doktoritöös kasutatakse inter-distsiplinaarsust, et, olla abiks teadlastele ja riigiasutustele paljudest valdkondadest, kes otsivad multidistsiplinaarsel teoorial põhinevat praktilist tööd tehisintellekti digitaalsete avalike teenuste rakendamisel.
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possible, it may be helpful to have organizational flexibility 
in digital transformations [5].

AI has a challenge of complexity that comes embedded 
in the technology’s nature [6]. Organizations considering AI 
adoption must consider numerous factors that can affect the 
readiness of the organization to adopt AI projects and pilots 
as well as the importance and ramifications of the project for 
public value [6, 7].

In Estonia the Bürokratt program is being developed and 
implemented as a response to the government AI strategy 
and the vision for what the digital state will look like when 
citizens are able to access digital state services through AI-
enabled channels like virtual assistants and chatbots. The 
current program is a chatbot that is being implemented by 
government ministries to answer questions from citizens but 
is developing the capability to execute services.

This paper attempts to contribute to the literature by giv-
ing a study of a government entity whose job is to develop, 
evangelize, and implement an AI enabled technology that is 
derived from a vision, describes the planning process and 
technical requirements that the relevant entity uses to imple-
ment the proposed AI-enabled e-service. The research-
ers also present a suggestion for a process through which 
similar organizations can develop their own AI-enabled 

Introduction

As governments continue to keep up with changes in tech-
nologies, they are increasingly forced to consider adopting 
new and less proven technology sets. Sometimes the tech-
nology on the bleeding edge, like artificial intelligence, can 
have an issue of the solution in search of a problem resulting 
from beginning with a top-down vision and then attempt-
ing to translate that vision to a usable service [1]. Within 
government, technology push can cause agencies to focus 
on digital transformation projects that do not have a proven 
source of public value [2].

One way to decrease this risk is to follow a planning 
process when going from vision to developed system and 
implementation that includes stakeholders, especially users, 
in the design phase of a new technology to ensure that there 
is the need for the end product [3] and that it is designed 
to fit the specific purposes of users [4]. When this is not 
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The Estonian program Bürokratt is meant to implement AI-enabled digital public services, beginning as a chatbot and 
moving toward virtual assistant-based transformation of access to services. This study is meant to explore the planning 
process and technical integrations required for implementing AI-enabled services for this program. The paper is a qualita-
tive case study based on the triangulation of academic literature, secondary document reviews and semi-structured qualita-
tive interviews. The research findings include the importance of including stakeholders in the design phase, the challenges 
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public service projects distilled from the challenges and 
opportunities which the Estonian authorities have been and 
are managing while going from vision to a usable system. 
This study endeavours to do this by answering the research 
questions, “How would an existing public service adopt AI 
enablement, and what are the key steps involved in this pro-
cess when going from vision to usable system?” and “What 
technical developments or integrations would AI enable-
ment require?” The methodology employed is a qualitative 
case study in which the researchers triangulate the academic 
literature, secondary document review, and semi-structured 
qualitative interviews.

Case Description

Estonia, as a small country, has continually according to for-
mer Google CEO Eric Schmidt “punched above its weight” 
[8] in the area of the use of technology in public service pro-
vision. Estonia has been one of the early countries to create 
a national Artificial Intelligence strategy. The UN E-gov-
ernment Survey in addition to academic publications have 
expressed similar sentiments discussing the maturity of the 
Estonian data exchange platform “X-Road” which has even 
been implemented in other countries [9–11]. The country 
has piloted and is currently developing and implementing 
an application called Bürokratt, which at its core is a part of 
a visionary new way to access government services through 
the use of virtual assistants. The government seeks to cre-
ate a personalized virtual assistant for every citizen. The 
organization within the government of Estonia responsible 
for making “reusable building blocks” for AI use in govern-
ment is the Ministry of Economic Affairs and Communi-
cation (MKM). As a part of MKM, the State Information 
Authority (RIA) has a team tasked with the development 
and implementation of Bürokratt. In accordance with the 
Estonian AI strategy, other departments and ministries are 
also able to make or procure their own AI systems, but the 
chatbot and virtual assistant functions are primarily found in 
the Bürokratt development.

The Estonian Government has participated in the forma-
tion of EU policy regarding Artificial Intelligence and has 
a stake in following the guidelines through which the EU 
attempts to protect residents and citizens. The Estonian 
national artificial intelligence strategy was originally imple-
mented in 2019–2021. Since the beginning of that period, 
Estonia has greatly increased the number of implementa-
tions of AI in the government context. The current Esto-
nian ecosystem for AI uses open-source components to 
build an “interoperable network of AI applications” [12]. 
Even though they can be developed by different organiza-
tions within the government with various public-private 

partnerships, the main goal in the end is to create many AI 
enabled services [13]. There will be the open-source reus-
able components for government entities to use in order to 
build their own AI enabled projects and any service that is 
currently using the Estonian data exchange platform X-Road 
will be able to be accessed via AI-enabled digital channels.

In accordance with the legal framework in Estonia at 
the current moment there are no purely machine decisions. 
It follows that any system that would be deployed in the 
country would have to adhere to principles for trustworthy 
and human centered AI. One of the chief goals of the AI 
strategy is to aid accessibility and usability of e-Governance 
services. Architecturally speaking, the changes defined as 
necessary in Estonian CTO Kristo Vaher’s vision paper [14] 
for the next generation of digital government would still 
need to be made. For example, when the Bürokratt chatbot 
POC was conducted, the developers used Apache Kafka to 
avoid the need to have an architectural change to the data 
exchange platform X-Road.

Bürokratt represents the future version of e-Governance 
services that will eventually be accessible from virtual assis-
tants. In the aforementioned step toward this goal, the Esto-
nian government piloted Bürokratt as a proof-of-concept 
system in 2020 and 2021 that was designed as a network of 
chatbots. It did this to comply with the Estonian Personal 
Data Protection Act (PDPA) which, in combination with the 
guidance of the “once only principle” adhered to by the gov-
ernment, requires that data must reside where it is collected. 
Prior to a chatbot system, this would result in a log file being 
left on the Estonian Government’s data exchange platform 
X-Tee or X-road. This allows for citizens to see all of the 
queries against their personal data. For the chatbot proof of 
concept, when a query given to the chatbot is not answer-
able by a chatbot which is associated with a particular gov-
ernment authority and its databases, the query is passed to 
other chatbots until the intent is understood and the query 
is able to be answered. This would be done on the back end 
and the person asking the question would not have seen the 
shuffling of responding back-end database associated chat 
interfaces.

In 2021, the Estonian government was able to fund the 
Bürokratt initiative which intends to take the proof of con-
cept from the pilot chatbot and bring it to fruition. However, 
there are challenges as it pertains to building the system in a 
way that complies with all the appropriate laws and is able 
to deliver a product in addition to the challenges posed by 
the lack of off the shelf components able to be used to fulfill 
certain required functions.

The currently available components to the architecture of 
Bürokratt include a translation engine that supports seven 
languages, a text analytics tool, a Speech synthesis tool that 
uses neural networks, a speech recognition tool, and the 
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chatbot [12]. Development and release of improvements 
and implementation of Bürokratt is ongoing. The Estonian 
government’s approach to envisioning and planning for a 
digital state with virtual assistant-enabled services may 
offer valuable insights to public administrations seeking to 
do the same. Their process of evaluating capabilities, creat-
ing a strategic roadmap, and addressing challenges while 
adhering to their own technical infrastructure and history 
presents a useful model for researchers and policymakers 
to consider when implementing AI-enabled digital public 
services.

Background

Digital Transformation

Digital transformation is a complex topic and action that 
in practice requires stakeholders from many siloes to col-
laborate to solve a problem related to the sociotechnical 
system of the organization [15]. The practical definition of 
DT as digitalization of a process [2] is informative and the 
phenomenon of multistakeholder engagement also applies 
to those digital transformations in which organizations are 
attempting to adopt artificial intelligence to digitalize a pro-
cess or service inside of an organization. It is important to 
also consider that Mergel goes further and defines a digital 
transformation as something that is a technological imple-
mentation that has ramifications across the organization 
which cause feedback between parts of the organization 
and even the customer base, in this case that of the citizenry 
[16]. Although the current case under examination is a chat-
bot and some evidence indicates that a chatbot in itself does 
not cause large amounts of feedback across the organiza-
tion [17] none of the chatbots which were analysed for the 
study were part of a larger program that is meant to create 
a method for citizens to access digital public services with 
AI powered tools.

There exists in the adoption of AI what Jöhnk referred 
to as inherent complexity [6]. If a routine digital transfor-
mation requires internal competence, it is reasonable to 
assume that it is at least as important in AI related projects 
to adhere to Luciano’s recommendations of IT and business 
alignment and competence [2]. There are many academi-
cally published maturity models that look at various aspects 
of maturity evaluate the organization in many categories 
[7]. The factors identified as frequently appearing factors 
in the studied list of AI maturity models by Sadiq et al., are 
“Data, Analytics, Technology and Tools, Intelligent Auto-
mation, Governance, People, and Organization” [2021]. 
The successful implementation and public value creation 
from digital transformation initiatives can be dependent on 

the existence of certain skills inside an organization among 
other factors [2]. One of the challenges of hiring profession-
als for AI and data science purposes into public adminis-
trations is that there are many parts of the required skills 
that are found in disparate areas of competences [18]. A 
person who is excellent at the technical parts of AI may not 
have certain business and management skills required to be 
able to complete all the necessary tasks of a public sector 
AI functional specialist [19]. It is important to have people 
inside the organization who have enough competence in the 
technology to be able to understand if potential private sec-
tor partners are overpromising or have goals and aims that 
are at odds with the public administration adopting the tech-
nology [20].

Instantiating change in any organization comes across 
resistance [21, 22]. Digital transformations have at their 
heart a more complex change due to the feedback in the 
organization [16] from a technical and organizational per-
spective. And the changes discussed in this paper have an 
even more challenging type of technology associated with 
them [6]. When facing something this complex and these 
many factors of complexity adding to one another, it may 
be useful to know how a specific organization approached 
such a task.

Technology Push and a Solution in Search of a 
Problem

Two primary strategies are currently considered to be most 
in favour when it comes to digital products among pri-
vate sector companies. These are the technology push and 
demand-pull perspectives [1]. The concept of demand pull 
is fairly clear. This entails finding a problem in the mar-
ket that has not been met but has a significant source of 
acknowledgement of the need and then a company produces 
a product that fills the need [1]. Technology push on the 
other hand is when there is not a significant awareness of 
the demand, the firm is tasked with pushing the technology 
in the market to drive adoption and ensure that the diffusion 
of technology gets to a point that “crosses the chasm” [23].

The concept of a solution in search of a problem is men-
tioned frequently in the technology sector when engineer-
ing heavy teams develop something without validating it 
first with consumers. This can sometime lead to a product 
with an unknown market. In the academic literature, from 
an economic perspective, a solution in search of a problem 
can also considered to exist when “there is no evidence of 
a significant market failure that needs fixing” in the case of 
government interventions [24].

Empirical evidence shows that although the demand mar-
ket pull paradigm of innovation in the market works better 
for digital start-ups, it is also possible for technology push to 
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to this bias is possible when local residents whose native 
language is not Estonian begin to use the technology.

Trustworthiness and AI in Digital Public Services

Even with the complexity, adoption of AI in government 
continues. The EU has been one of the governmental 
organisations which has sought to get ahead of the chal-
lenges posed by AI and ameliorate some of them through 
regulation. There have been an increasing number of Arti-
ficial Intelligence adoption cases in the EU. The EU is also 
a leader in attempting to ensure that the use of AI is con-
ducted in a trustworthy manner. As of 2021 there were 143 
AI use cases in the public sector available to be investigated 
on the AI Watch Github [35]. This does not mean that these 
are public services, but it demonstrates a large adoption rate 
nonetheless.

The use of AI-enabled public services through chatbots 
expands upon the maturity of e-government services in the 
country. Layne and Lee [36] discuss stages of development 
of these services. This model was expanded and the use of a 
successful program for the implementing these AI-enabled 
public services would fight the highest level of integration 
according to [37].

Trustworthiness is an important factor in the adoption 
of e-government services [38]. This effect also likely to 
transfer to the adoption and acceptance of AI technologies. 
Avoiding black box reasoning and ensuring that the sys-
tem has a high degree of transparency and causability are 
important for increasing acceptance among users through 
increasing trust [39]. The transparency of decision-making 
increases trust among the users and those who work with the 
AI system. In addition, the increased trust will aid optimiza-
tion with the human operators of the system because they 
will know better when they should defer to the machine or 
when the decision could be faulty or biased.

Methodology

This piece of research is an explorative qualitative case 
study and part of research aimed at investigating the digital 
transformation process surrounding the Bürokratt program 
and its development and adoption by various government 
entities. The qualitative case study is considered an appro-
priate methodology when the research questions begin 
with “what” and “how” and the goal is to explore a topic 
of research in its environment [40]. This research focuses 
on the process through which the team chose to address the 
vision and bring it to fruition as well as how they did this.

The primary data collection techniques are semi-
structured interviews, workshops, and document review. 

achieve success. Some evidence points to the combination 
for the paradigms to potentially lead to less optimal results 
[25]. Although governments may not have the same success 
metrics, it is reasonable to believe that if they are going to 
create a technological innovation the ideal result would be 
that the citizenry chose to uptake the technology and use it.

By the nature of an innovation starting in R&D centres or 
a national strategy and vision for the public sector to adopt 
AI enabled public services the resulting product is in a posi-
tion of technology push. This necessarily means that the 
technology has facets that have not been put into the market 
in the same context. This has ramifications for the process of 
finding relevant technology sets to integrate because no off 
the shelf solution is likely to exist. The process for select-
ing technologies to integrate and develop becomes slightly 
more complicated than it would be were there a set of exist-
ing technologies the government could easily adopt. Multi-
ple processes become a part of the larger strategy-to-product 
planning processes whether in government or business [26].

The use of AI in the Public Sector

The public sector across the world has been trying to reckon 
with the adoption of AI in recent times. The amount of aca-
demic literature about the topic of the use of AI in public ser-
vices and the public sector has expanded greatly since 2019 
[27, 28]. The focus of the literature can vary in many cases 
but there tends to be a focus on different aspects depend-
ing upon the disciplines of the authors. Governance is a key 
aspect of the challenges faced by the public sector when 
addressing AI [29]. This field of inquiry concerns more than 
the uses of AI in the public sector alone, for example gov-
ernments must reckon with the potential for AI to affect the 
labour market among other difficult choices that will have to 
be made by governments.

Bias can be of concern when discussing use of decision 
support systems (DSS) which have an effect on the lives of 
citizens [30]. However, when looking at AI-enabled pub-
lic services, when the primary part of the system that is AI 
enabled is purely the channel through which citizens and 
residents can access services, then the main bias type which 
is germane to the discussion is the native speaker bias [31]. 
Machine language systems have been found to have diffi-
culty when detecting speakers who are non -native speakers 
of the language [32]. In addition, there has been research 
related to the mitigating the biases of non-native English 
speakers [33, 34]. The case in this research is a system 
designed to, in the opening phases work for Estonian speak-
ers due partially to the lack of Estonian language inclusion 
in mobile phones and virtual assistant providers. Although 
the literature primarily discusses these biases as they pertain 
to the English language the potential for challenges related 
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7, 35]. The research team agreed that the deductive coding 
schema would be appropriate to ensure that the literature 
frameworks were represented in the analysis of this explor-
atory study. These themes cover the generalized topic mat-
ter of digital transformation, AI maturity, and the use of AI 
in the public sector. This allows for the derivation of global 
themes that ensure the analysis is relevant to these lenses, 
which the research team thought would inform the meta-
analysis of the data to help establish global themes. After 
the initial deductive coding process, inductive coding was 
used. When this was complete, the team conducted a quali-
tative analysis and extracted quotations which elucidated 
the points that answered the research questions.

Results

Adopting AI Enablement for Existing Services

When considering introducing AI enabled digital public 
services there are several options that face public admin-
istrators. There are three options that these boil down to. 
The first, is to develop the entire system and mechanisms 
for completing digital services from nothing. The second 
is to create AI enabled digital services by integrating sys-
tems that may not have a direct role in current digital state 
services. The third is to integrate systems which already 
conduct services to an AI-enabled component or set of com-
ponents which allow for an AI-enabled channel to instanti-
ate the digital public services.

The level of effort, organization and technical transfor-
mation required varies based partly upon which of these 
three paths are available to the decision makers deciding 
strategy. One of the first challenges of a digital public ser-
vice is that the service itself has to already be digitalized to 
adopt an AI enablement option. If this infrastructure is not 
in place, the organization will have to create some sort of 
mechanism and the prerequisite items to be able to securely 
conduct services. Developing and implementing all of this 
from no existing systems is logically more resource inten-
sive than integrating existing systems to achieve the same 
outcome. However, with this method there the potential that 
there is no or less reckoning with technical debt that may 
exist in the organizational IT and software infrastructure.

Another option is to potentially take systems that have 
no direct role in public services but are operational and use-
ful in their context and integrate them to a digital channel. 
Another paper [42] explored the potential for integrating a 
decision support system used in the Estonian Unemploy-
ment Insurance Fund (EUIF) [42] with Bürokratt to create 
a new AI-enabled digital public service that would allow 
for residents and citizens to be able to access the decision 

Semi-structured interviews are a good way to have the 
benefits of flexibility in the interview, avoiding the pitfalls 
of structured interviews while still following a interview 
schedule [41].

The research team conducted workshops and interviews 
with ten experts from academia, the private sector as well 
as the MKM and RIA personnel related to the envision-
ing, development and implementation of Bürokratt as well 
as some employees from stakeholder organizations. This 
sample was selected using the snowball method and ask-
ing interviewees for recommendations who to talk to next. 
Interview sampling stopped when it was deemed that little 
increased knowledge would be gained from further inter-
views. The interviews and workshops were an average time 
of an hour and fifteen minutes. The interviews occurred 
from 2020 when the pilot was being planned and conducted 
until 2024 during the development and implementation of 
the Bürokratt was well under way with the majority of the 
interviews having taken place in 2023. Interviews were 
recorded via a device or when interviews occurred over a 
video conference software, through the software itself.

Interviewee Title Participation
Interviewee 1 Former CIO of Estonia, Managing 

partner of Consulting firm
Interview

Interviewee 2 Project Manager for AI Two 
Interviews, 
Workshop

Interviewee 3 Product Manager for Bürokratt Two 
Interviews, 
Workshop

Interviewee 4 Bürokratt Architect Three 
Interviews

Interviewee 5 Project Manager for Bürokratt 
Services

Interview, 
Workshop

Interviewee 6 AI Researcher and Consultant Interview
Interviewee 7 Head of Machine Learning and 

NLP
Interview

Interviewee 8 Team Lead – Client Organization Interview
Interviewee 9 Chief Data Officer - Estonia Interview
Interviewee 10 Chief Technology Officer – Nordic 

Institute for Interoperability 
Solutions

Interview

The team then transcribed the interview audio files using 
the machine learning speech to text programs Otter.ai and 
Microsoft Teams where applicable. After this was complete 
the team listened to the interviews and corrected the machine 
transcriptions then qualitatively coded the files with Atlas.
ti computer aided qualitative data analysis (CAQDAS) tool 
to extract the relevant themes and global themes to inform 
the results. The coding technique used was a combination of 
inductive and deductive coding. The deductive codes were 
derived from influential papers on digital transformation, 
and AI maturity models, and the use of AI in government [6, 
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services when a potential citizen or resident is using a chat-
bot or virtual assistant to access the service.

Key Steps and Challenges to Overcome in the 
Process

The Estonian case is instructive in the manner in which 
they approached the problem of AI enablement. This sec-
tion addresses the process with which the government 
approached and thought about the processes as extracted 
from the qualitative steps. The Estonian Ministry of Eco-
nomic Affairs and Communication (MKM) and State Infor-
mation Authority (RIA) began with the national AI strategy. 
This led indirectly to the vision put forth by the former CIO 
of Estonia [13] of e-governance and digital state services in 
a world in which virtual assistants are ubiquitous. From this, 
the Chief Technology Officer (CTO) of Estonia described 
the technical changes which he could foresee being neces-
sary to make an AI enabled public service possible given 
the current state of the existing technical infrastructure [14]. 
Interviewee 1 states, “The white paper [13] was really basi-
cally put the flesh to the bone saying hey, ‘So what it’s going 
to be like.’ And secondly, the Vision Paper [14] was also to 
kick delivery in motion.”

One challenge faced with adopting public services as hap-
pens often when discussing digital technologies, the antici-
pated changes were not yet fully anticipated. Interviewee 
1 states, “But clearly the implementation goes with differ-
ently than we thought. When we put the vision paper out, 
we sketched out some initial steps. We knew it was going to 
take work, but this was always been meant to be, not like an 
actual road map of delivery, but more or less saying, these 
are some of the streams of work.” In actuality, after the idea 
of the future product that would enable services was com-
pleted, the evaluation of currently available tools did go as 
expected. “We assumed when we were writing the paper for 
example, ‘linking up to Siri is going to be like quite an easy 
thing, right?’ What came out in the work is that actually the 
way that the Siris, the Google Assistant, the others are built 
up, they were nowhere near ready to what Bürokratt was 
meant to offer.” This outcome was expected in the way that 
the government viewed the initial steps of this process as an 
experiment. This became the pilot and this mentality contin-
ued into the development process.

As a part of the overall process, the government identi-
fied gaps in what was necessary to build the vision into a 
usable product. Then they identified the integration points 
where they could use existing tools and technologies to help 
build the end product as well as evaluating what the current 
systems could and could not do. This happened during and 
after the pilot experimentation phase.

support system’s output through a chatbot. The DSS pre-
dicts the odds of the person being unemployed after 180 
days. This idea did not achieve any traction though because 
of three separate issues. Prioritization is the first reason; the 
existing digital services are planned to be accessible via 
Bürokratt before any other integrations are planned. In addi-
tion, the Estonian government’s policy of human in the loop, 
human centric-AI dictates that the decision on whether to 
use the predictive output lies with the unemployment coun-
sellor at their sole discretion. There is also the issue of form 
factor, in which some services do not have ideal formats 
to accomplish via virtual assistant or chatbot, including for 
example the signing of long contracts that are better read on 
a browser or pdf than through a chatbot output. Although 
the example above proposed to stakeholders was immedi-
ately set aside, the concept of integrating existing systems 
is possible. However, it also comes with certain caveats and 
considerations which make it a somewhat complex option 
even if the level of effort for development and implementa-
tion is theoretically less than a greenfield process would be.

In the case of the Bürokratt vision, this means that the 
AI enablement would be a digital public service accessible 
through a digital channel that has an AI component through 
which the citizen or resident can access the service, like a 
chatbot or a virtual assistant. One significant competitive 
advantage that Estonia has in this line of inquiry is that they 
already have existing public services available through digi-
tal channels with all of the legally mandated requirements 
standardized. This includes the national data exchange plat-
form X-road which can exchange data between individu-
als, the public sector, and private sector entities. In addition, 
the security infrastructure and eID are in place for residents 
and citizens to be able to authorize and sign transactions 
digitally. The existing infrastructure allows for time stamp-
ing and hashing of documents to be able to legally verify 
when a digital transaction was signed, and what version of a 
document was signed. The Bürokratt architect illustrates the 
heart of this idea when he states:

“I always say that the goal is to make sure it doesn’t 
matter if we have one, ten, 3,000, or any number of 
the combination of these e-services. But these can be 
done. And in a way that we don’t create any of the 
e-services in-house, we provide a technical solution 
and very good graphical user interface to make sure 
that anybody can create e-services in a really simple 
way” (Interviewee 4).

This speaks to the manner in which the Bürokratt team is 
able to approach building the AI-enablement from the exist-
ing service base and legally compliant technical infrastruc-
ture to create a module that will be able to complete the 
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define the requirements that the developers who will be cre-
ating new services with DSLs have to be junior developers. 
Because we have a problem that developers, when they on 
board, they say oh my god, it’s just writing (text) files. I 
don’t want to do it. It’s too boring. And they I get this. I get 
this, but it’s a happy problem for me. ” This mindful simpli-
fying of the code came from the interaction of the require-
ments with the procurement strategy and helps to prevent 
vendor lock-in because more developers are able to partici-
pate because the level of sophistication is less.

The next steps occur in a cycle which will be familiar 
to many who ascribe to the agile methodologies or cyclical 
processes in general. The cyclical process from the techni-
cal architecture is shown in Fig. 1. The team plans a ten-
tative roadmap including backlog. Then the team procures 
and develops the product. The team then implements the 
technology while continuing evangelizing the technology to 
create more implementation opportunities. Then the product 
becomes generally available to clients and end users. The 
feedback derived from these people then contributes to the 

The next step was to determine the procurement strat-
egy. This took place after the pilot but before the develop-
ment began in earnest. In the case of MKM, the decision 
was made to centralize development leadership in RIA. 
However, due to consistent challenges in the Estonian gov-
ernment related to the number of available developers, the 
decision was made to use public private partnerships and to 
have external developers execute on the technical architec-
ture the architect designed. “But we have a really small team 
which procures. And we can do it in a way that we have can 
have any number of developers from any number of part-
ners. We have no developers in house” (Interviewee 4). In 
this case due to considerations beyond technical ones, this 
decision was made. In addition, the MKM and RIA teams 
chose to conduct all of the procurements in public on the 
Bürokratt GitHub.

After this the next step was to determine the technical 
architecture. Consideration to the importance of keeping 
competence requirements as low as possible clearly shows 
when Interviewee 4 states, “In a new procurement, we 

Fig. 1 Planning Process Flow 
Followed by the Estonian Gov-
ernment in the Vision to Product 
for Bürokratt
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queries sent to the LLM provider are stripped of identifying 
information prior to being sent to the provider. The team ties 
to solve for security and privacy concerns. Figure 2shows a 
list of the integrations currently used for the version two of 
the software. The section labelled “Bürokratt’s Functional-
ities” are the elements the user will have access to and see. 
The technical functionalities are divided. Bükstack compo-
nents, with the exception of the Distributed Message Rooms 
(DMR) are open-source reusable components developed for 
general use. The only tool developed purely for Bürokratt 
is the chat widget. Third-party components consist of the 
software developed by third parties that is deployed locally.

Discussion

Planning processes have many challenges and even differ-
ent methodologies of approaching technological develop-
ments, integrations, and running IT infrastructure. When 
considering a topic as complex as going from a national 
strategy and vision to AI-enabled digital public services, 
there are many potential ways to go about it. This paper’s 
goal is to extract and analyse how the Estonian govern-
ment did this with the Bürokratt program. One of the key 
challenges is that by nature of beginning with a top-down 
vision and strategy the resulting product can be a solution 
in search of a problem. This means that the product is sub-
ject to the technology push dynamic when considering how 
people will adopt the technology. In addition, the products 
that initially inspired the vision may not be able to complete 
the designated function in a practical product. This can be 
seen in the inspiration of the Bürokratt vision coming from 
mobile based virtual assistants that neither had the capa-
bility to use the Estonian language nor to fulfil the similar 
function for the purposes of the government. Procurement 
can also vary based on the capabilities, human resources 
and legal guidelines of the organization which is developing 
and implementing the technology.

In the case of the Estonian government, the plan was to 
take off-the-shelf products when it was possible. Although 
it was not possible to integrate with the virtual assistant pro-
grams on many mobile phones, they were able to use some 
component parts that had been developed by outside enti-
ties. When the government had to develop components espe-
cially in AI related developments, they chose to make them 
functional building blocks that would be able to be used by 
any of the government entities who with similar require-
ments. Even in the case of Bürokratt, the majority of the 
components which are labelled as Bükstack by the architect 
are actually developed as these building blocks. Some were 
even developed prior to the official start of the Bürokratt 
implementation. Part of this is the goal to make Bürokratt 

roadmap and backlog. Feedback also occurs in the form of 
user data which can also be useful for continuous improve-
ment. And so on until the relevant authorities choose to 
make the product and associated digital channels end of life 
or retired.

This series of steps is best described by Interviewee 4, 
“But right now we have this practice of, we have this full 
backlog on epic levels. And the business side knows what 
to do. And we have this technical grooming with techni-
cal partners, and everybody is on the same page, understand 
that you want it, why you want it and set these requirements 
as user stories. It’s not just that I want it. It’s you have to 
know why you want it. And then it makes sense.” In this 
way, the RIA team managing the development and imple-
mentation of Bürokratt follows agile best practices for this 
cycle of developments.

What to Develop or Integrate

The difficult answer is that the technical developments and 
integrations depend on the situation for each public entity 
that is interested in enabling public services with AI. The 
Bürokratt case had different perceptions of what the devel-
opments and integrations would be. Because of their plan-
ning process and the part in which they considered high-level 
technical integrations, they had the knowledge that they 
would most likely have to integrate third party systems into 
the solution for Bürokratt. The quote above stated as much. 
However, this section focuses on the solutions with which 
Bürokratt in the second version uses for integrations, after 
the initial experimentation phase.

With Bürokratt, the goal is to have an Estonian lan-
guage capable chatbot, a language not supported by any of 
the large virtual assistant providers, which will allow for 
eligible individuals to complete government services. The 
method of accomplishing this is to develop open-source 
reusable components, combined with some off-the-shelf 
solutions to be used in combination with a service module 
that allows for the use of Bürokratt to execute government 
services using X-Road REST APIs. In the roadmap, the plan 
is to develop the speech to text capability for voice function-
ality, among other things. To complete this, the RIA team 
procured development for Ruuter, Distributed Messaging 
Rooms, and a Service Module.

The tools and integrations are also illustrative as to the 
options a public entity may have at their disposal. When it 
comes to the components, in some cases it is possible to use 
off the shelf solutions. In the case of Bürokratt, the database 
solutions are off the shelf, at the current moment PostgreSQL 
and OpenSearch by default. Rasa gives some chat and intent 
detection functionality. For complex queries there is in ver-
sion two, an integration with an external LLM provider. All 
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each government entity. In accordance with the security and 
privacy concerns related to use of data for AI with external 
providers [29] the Bürokratt system is set up to strip all of 
the personal information from the query as it goes to the 
external providers including the current LLM integration, 
future LLMs or external intent recognition providers.

The multiple changes in the integrations in the initiative 
exemplify organizational and technical agility discussed in 
[5]. In this case, it is not just the flexibility of the organi-
zation itself to adopt to new technologies, but the ability 
to change vendors and even procurement styles when the 
results and deliverables are not meeting expectations or 
the service can be improved. From a planning perspective 
though, the technical development was planned in a way 
that would give the lowest possible necessary competence 
requirements following the understanding of the challenges 
which are presented by [19]. Through allowing GUI based 
training, simplified code, and a government cloud imple-
mentation of the IT infrastructure, the team lowers the 

into a type of protocol over the long term, with interchange-
able parts that fulfil functions. One of the examples of this 
is that the NoSQL database that was used for Bürokratt was 
ElasticSearch [43] Since that time, OpenSearch has been 
chosen as a replacement [44]. In addition, although Rasa 
has until this point been used as the primary intent detection 
tool, the government is investigating and has implemented 
in the upcoming new version, an additional function is to be 
added that will allow intents and more complex questions 
to be handled by an external LLM integration [45]. The 
LLM integration is a way to handle the challenges posed by 
changing expectations in the population by the large-scale 
adoption in general availability of LLMs that occurred after 
the initial development of Bürokratt. This is a form of exter-
nal pressure detailed in [5]. The flexibility of the architec-
ture should allow for the LLM integration to help ameliorate 
the challenges posed by traditional chatbot development 
and the difficulty of getting appropriate responses without 
heavily involved data scientists in the training process for 

Fig. 2 Bürokratt Business 
Functionalities and Integrations. 
(Source: Bürokratt Architect)
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Conclusion

The complexity of AI projects and their adoption inside 
of governmental organizations is a relatively new field of 
study. This paper explains the design of an example of a 
product that is explicitly derived from a vision which means 
it is implicitly a “technology push” innovation in the mar-
ket. Especially in an emerging area like artificial intelli-
gence, such an example is worthwhile and pertinent to the 
academic community and public administration because it 
shows a topic that not many administrations have done but 
are considering or are currently planning or developing. The 
insights from the planning, development and implementa-
tion process investigated for this research paper indicate the 
necessity to consider in a holistic way the technical archi-
tecture, potential integrations and procurement approaches 
to achieving AI-enabled services.

From a practical perspective, ensuring that a system 
has a function and design that would add utility to people, 
especially in the public sector, has its own utility. In private 
companies, these control mechanisms reflect the constancy 
of the omnipresent profit and loss statement and other quan-
titative value measures that directly pertain to the adoption 
and development or scrapping of an idea. As discussed 
above, with the public sector, sometimes newer technology 
projects are adopted because a government wants to show 
that they can do new things and without a real conception 
of whether the project has the ability to come to fruition 
through thoughtful and considered planning, development, 
implementation and adoption processes it is hoped that the 
resulting product can add to public value.
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Abstract: Expansion of technology has led to governments increasingly reconciling with advanced technologies like 
machine learning and artificial intelligence. Research has covered the ethical considerations of AI as well as 
legal and technical aspects of the operation of these systems within the framework of government. This 
research is an introduction to the topic in the Estonian context which uses a multidisciplinary inquiry based 
in the theoretical framework of technology adoption and getting citizens to use these services for their benefit. 
(Suggest that there are first results as well)  

1 INTRODUCTION 

The twenty-first century has brought with it the 
expansion of digital transformation in the public and 
private sectors. Information and communications 
technologies have been used by the public and private 
sectors to enhance efficiency and service delivery. 
Since the introduction of the microchip in 1971, the 
technological revolution has changed the way 
businesses conduct affairs as well as the ways in 
which governments handle governance tasks (Perez, 
2002, 2010). The advent of the internet and the 
information technology boom has changed not only 
the ways that bureaucrats can govern, but also the 
items which must be governed. Expansion of 
technology provides new ways for businesses and 
citizens to push against laws in ways that 
governments could not have imagined at the advent 
of the microchip.  

Governments have adopted E-government 
methodologies and platforms to be able to use 
information and communications technologies to 
streamline the business processes of government and 
deliver services to citizens in a more efficient manner. 
One country that has developed a reputation for the 
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use of ICTs in service provision is Estonia. The small 
Baltic country has put a lot of effort into digitizing 
many government services. They offer many services 
online with the ability for citizens to accomplish the 
majority of their interactions with the government 
through authentication through various forms of 
electronic ID. The country has worked to minimize its 
digital divide, ranked as the twelfth most inclusive 
country in the world in a recent index (Economist 
Intelligence Unit, 2020). The combination of a tech 
savvy populace that also trusts its government has 
helped these efforts be successful. Since the 2000’s 
Estonia has offered increasing government service 
offerings online with electronic identification (eID) 
and data exchange between government entities in a 
secure and tracked manner. They have even been 
successful in bringing e-Government to local 
municipalities and attracting people to virtual 
residency through their e-Residency program (Pappel 
et. al., 2015) (Kimmo et. al., 2018). 

 The expansion of computing power since the 
early 2010s, driven by graphics processing units has 
allowed for the expansion of artificial intelligence and 
machine learning research. Governments across the 
world have begun to use AI and ML in the conduct of 



government business and governance to try to better 
deliver services to citizens and in some cases control 
them. 

However, Estonia would like to go further in 
using technology to help make life better for its 
citizens. In March of 2020, the Chief Technology 
Officer of Estonia launched a Next Generation Digital 
State Architecture Vision Paper. In this document the 
CTO discusses the concept of AI enabled virtual 
assistants to help achieve easier access to government 
services (Vaher, 2020). In Estonia, the public sector 
has a history of cooperating with academia in the 
country to ensure that the public officials were 
following the best available science at the time. 
Because of this cooperation, the research began after 
the release of the paper to investigate and support the 
topics laid out by the CTO through academic 
research.  

This introductory research seeks to find the 
answer to the main research question that asks, “How 
can virtual assistant systems affect eGovernance 
services in Estonia?” This multidisciplinary paper 
will address the ways in which virtual assistant 
systems can enable government services in Estonia, 
what particular challenges are inherent to the general 
practice of using AI and machine learning in 
government and the specific case. This paper seeks to 
introduce this research topic as well as formalize the 
research gaps involved and lay out a roadmap and 
preliminary results regarding automation of 
government services and enablement through Next 
Generation Digital Government Architecture 
(NGDA) initiative. This paper will be an overview of 
the challenges that AI and ML enabled programs in 
government face from a legal, technical, and social 
perspective and how stakeholders in current active 
pilot programs in Estonia intend to contend with these 
challenges. 

2 STATE OF THE ART 

2.1 Introduction to Estonian E-
Government Systems 

The Estonian government has used technology as a 
way to ameliorate the issues caused by having a small 
population from which they can hire government 
employees. The Estonian government now has almost 
all services able to be completed by eID validated 
transactions online. The key building blocks 
necessary for this infrastructure from a technological 
perspective are the electronic ID and the Estonian 
implementation of a data exchange layer they call “X-
Tee” or “X-Road” in English. All the official 
identification cards have a cryptographic chip capable 

of electronic authentication and giving signatures to 
documents. This enables use of a public key 
infrastructure (PKI) that enables encryption and 
digital signing of documents and transactions that are 
secure and legally binding. The X-Road acts as a data 
exchange layer. Developed in the early 2000’s. X-
Road uses security servers to authorize service clients 
and service providers. Any transaction, to include 
making changes to data or accessing data, registers 
with the time-stamping server and leaves a trace. 
Through this architecture, they ensure authentication, 
authorization, and accounting (Vaher, 2020). The 
time stamping server leaves a time hack on any 
transaction, which must be accompanied by an eID 
signature. Estonia ensured at the time that these 
innovations came into use that they included the 
social aspects, legal framework, and technical aspects 
of the solution all were primed in order to encourage 
use of the solution. The state subsidized the purchase 
of the ID cards containing the eID signing ability, as 
well as partnered with banks to make the IDs useful 
for logging into internet banking and completing 
transactions. The country also chose the best 
technical solution for eID, and has continued to 
handle any technical or security issues that have 
arisen from the non-compliance to best practices by 
contractors (Lips et. al., 2018). This enhances trust 
among the citizenry which is a likely factor in the 
strong adoption of the Estonian population of e-
services.  

Similar to other contexts, when a country is an 
early adopter of new technologies, technical debt and 
other phenomena can make further innovation a 
difficult task. The vision paper released by the Chief 
Technology Officer (CTO) of Estonia proposes 
methods to continue the path of innovation in the area 
of public sector service implementation. Some of 
these initiatives primarily focus on updating the 
technology currently in use in the Estonian 
eGovernance architecture. These include moving 
from monolithic applications toward an event driven 
microservices architecture. More than simply 
discussing some architectural changes, this paper 
outlines a vision that would have Estonians 
conducting government services through virtual 
assistants.  

As outlined in the NGDA paper the uses for 
artificial intelligence and machine learning in 
government are called “Kratt.” This name is based on 
an entity from Estonian mythology (Scholl & 
Velsberg, 2020). KrattAI “is first a vision of how 
public services should digitally work in the age of 
artificial intelligence” (Sikkut et. al., 2020).  When 
the Estonian Government refers to a “Kratt” this 
specifies a use of AI or ML, whereas the specific 



signifier “KrattAI” is the initiative that focuses on the 
aforementioned provision of government services 
that use the human computer interaction method of 
virtual assistants or chatbots (Scholl & Velsberg, 
2020).  

2.2 Technology Adoption Theories 

One area of research has tried to codify the factors 
which can help to predict whether a citizen or 
employee will adopt a piece of technology. The area 
of technology adoption models began with the Theory 
of Reasoned Action (TRA) in 1975, which focused 
primarily on a social psychological explanation of 
people’s perceptions and norms (Fishbein and Ajzen, 
1975). Fishbein and Ajzen then expanded TRA into 
the Theory of Planned Behavior (TPB). From these, 
the research expanded into many different theories 
related to the adoption of technology in different 
contexts. Some of these include the Technology 
Acceptance Model (TAM), the expansions of TAM, 
including TAM2 and TAM3, as well as The Unified 
Theory of Acceptance and Use of Technology 
(UTAUT), and (UTAUT2). Each of these have 
various identified ontologies of factors which the 
researchers believed would affect technology 
adoption. Some of these theories have similarities that 
help to show the importance of factors that would 
encourage successful execution of projects 
containing machine learning and artificial 
intelligence. For example, in the Technology 
Acceptance Model’s third version (TAM3) some of 
the determinants include the perceived ease of use of 
a piece of technology. These factors are “computer 
anxiety,” “perceived enjoyment,” “objective 
usability,” as well as “perceived usefulness” from 
earlier TAM models (Venkatesh and Bala). In the 
Unified Theory of Acceptance and Use of 
Technology (UTAUT) the determinants of “effort 
expectancy,” and “performance expectancy” are 
relevant to the specific challenges of AI and ML 
based systems in government, even though this model 
originally considered the corporate sphere 
(Venkatesh et al., 2003). These factors from a 
theoretical perspective can be considered proxies for 
the general concepts of effectiveness, usefulness, and 
usability. These concepts show the reasons that 
practitioners in the government would want to ensure 
that a tool that uses AI and ML are useful, effective, 
and usable by everyday citizens. In further research 
conducted on technology adoption shows trust to be 
an important factor in the use of e-government 
services (Grimsley & Meehan, 2007), (Colesca 2005, 
pp.39), (Carter & Bélanger, 2005). In addition, 

further research stated that trust is one of the most 
important factors related to “behaviour intention” 
(Alharbi et. al., 2016, pp. 1). For the solution to be 
successfully adopted in the populace, trust could be a 
key factor. The theories regarding technology 
adoption also apply to adoption of artificial 
intelligence and machine learning in government. 
Specific factors in the areas social, technical, and 
legal concerns will have an effect on the success of 
the Estonian Next Generation Digital Government 
Architecture (NGDGA) and its artificial intelligence 
related proposals 

2.3 Social Perspective 

Specific social challenges exist related to the 
effectiveness, usefulness, and usability of machine 
learning and artificial intelligence initiatives in 
government. One of the main challenges to AI and 
ML initiatives is that these will end up enhancing 
current disparities through the digital divide, and bias. 

One issue that causes concerning social factors is 
research related to bias in AI and ML. A report called 
Government by Algorithm suggests that three 
findings became apparent in their investigation of the 
literature. They found that “the potential for machine 
learning to encode bias is significant” (Freeman 
Engstrom, et al., 2020). The researchers used the 
example of criminal risk assessment scores in the 
United States that have different rates of false 
positives for those of different ethnic groups 
(Freeman Engstrom, et al., 2020). The reasons for this 
are that AI can become biased due to programming or 
training, based on the data inputted to train the model, 
which can have the effect of making bias integral to 
the decision making of the AI (Mehr 2017)(Center for 
Public Impact, 2017). In addition, proposed methods 
of keeping machine learning fair can potentially not 
co-exist if these methods must have more than one 
definition of “fairness” (Freeman Engstrom, et al., 
2020). If considering multiple groups of people who 
have multiple differences in race or gender it is 
impossible to ensure that all possible key 
performance metrics are equal across the groups 
(Freeman Engstrom, et al., 2020). The report also 
pointed out the necessity to consider how human and 
AI-assisted decisions correlate with one another 
because the bias in the AI and ML decisions comes 
from the human decision making (Freeman 
Engstrom, et al., 2020). 

The context of the above review of the literature 
was the United States. However, the European 
Parliamentary Research Service has also considered 
bias in these issues. They explain a resolution adopted 



by the European Parliament in 2019. The report 
states, “'any AI model deployed should have ethics by 
design'. The resolution specifically mentions four sets 
of issues in relation to the ethical discussion: 1) 
human-centric technology; 2) embedded values in 
technology – ethical-by-design; 3) decision-making – 
limits to the autonomy of artificial intelligence and 
robotics and 4) transparency, bias and explainability 
of algorithms (pp. 9). The European Parliament 
guidance on these systems recommends that any AI 
or ML based system does not perpetuate bias by 
ensuring ethical behavior integration in systems. 
When taken into account this in a practical sense puts 
the responsibility of making sure that bias and lack of 
ethics do not perpetuate current disparities. 

2.4 Legal Considerations 

Any Estonian implementation using AI for 
government purposes should comply with Estonian 
and European Law with regard to automated decision 
making and data protection. In the European Union at 
the moment there are competing existing frameworks 
for adopting AI. One assessment suggested that, “a 
common EU framework on ethics has the potential to 
bring the European Union €294.9 billion in 
additional GDP and 4.6 million additional jobs by 
2030” (Evas, 2020 pp. 1). Beyond the general 
approach to data protection brought by the GDPR, 
Europe does not have specific legislation dictating 
how member states can implement AI in their 
countries. However, Estonia has a law that may 
impact the ability for AI to achieve what could be 
considered its full potential.  

The Personal Data Protection act passed in 
2018 has provisions that give specific purposes and 
criteria that need to be met for data processing which 
could mean that organizations other than the one 
which collected the data are unable to use AI or ML 
applications to provide services (Personal Data 
Protection Act, 2018). This law also provides specific 
criteria that must be met for automated decision 
making. According to some legal experts, one of 
these criteria means that the only two state registers 
which would qualify are the land register and 
company register because they are “considered 
having legal effect” (Kerikmäe & Pärn-Lee, 2020 pp. 
6). In practice this means leads to the hypothesis that 
that any automated capability would be used more as 
a decision support system for a human decision 
maker. This law also has ramifications for technical 
best practices that will be discussed in the following 
section. In addition, the cross-border aspect of the 
data sovereignty requirements put in place by GDPR, 

the US CLOUD Act and the Estonian PDPA may 
make integration with the large virtual assistant 
providers complicated (Varughese, 2020).  

2.4 Technical Concerns 

The vision for a next generation digital government 
architecture must overcome technical challenges to 
ensure success. Although chatbots originated in 
private sector use cases, researchers have studied 
chatbots as a method of allowing consumers to 
directly speak through an AI mediated platform to 
government entities to assist in completing tasks 
(Akkaya & Krcmar, 2019) (Freeman Engstrom & Ho, 
2020) (Androutsopoulou et. al., 2018) (Mehr, 2017). 
A chatbot is a system that has to accomplish several 
tasks. The chatbot must use natural language 
processing be able to interpret intent of a customer or 
citizen. After understanding intent, the bot should be 
able to complete the required tasks or connect the 
citizen with the relevant stakeholders to help assist 
them in completing the task. A chatbot may use 
supervised learning and when properly trained will 
improve its ability to operate the more it is used.  

Data is a key factor in the accuracy of machine 
learning and artificial intelligence systems. Estonia 
has had over twenty years of e-government service 
experience. Because of this, they have accumulated 
massive amounts of data and have done a better job 
than some other countries of ensuring this data is 
machine readable (Scholl & Velsberg, 2020). The 
way the Estonian PDPA has been put into practice 
makes one legal challenge into a technical challenge. 
Estonia follows the “once only principle,” which 
means that data is stored where it is collected and the 
citizen should not have to provide it to other 
government authorities. For example, if the police 
would like to know a person’s address, they should 
query the population registry database. This leaves a 
signature through X-Road, the data exchange layer. 
When discussing an AI system though, even though 
the Estonian government may have more data 
available it is in various databases around the country. 
Researchers have attempted to ameliorate some of the 
organizational issues related to data, quality, and 
formatting in Estonia (Tepandi et. al., 2017). Because 
of this, there is no massive data pool from which the 
chatbots could be trained. This theoretically would 
make it difficult for the chatbot and virtual assistant 
programs to be able to gain the accuracy necessary to 
achieve instant citizen uptake. Although, they could 
get better as time continues if the proper training and 
feedback mechanisms were implemented into the 
workflows of the system. 



The NGDGA document elaborates on a vision in 
which chatbots would move beyond a single instance 
on a website toward a virtual assistant model. One of 
the options could be to integrate the Estonian 
government’s hypothetical chatbot with the large 
virtual assistant providers to provide a more robust 
experience for the citizen (Vaher, 2020). This poses 
an issue because the Estonian language does not have 
support in the large virtual assistant providers or the 
existing translation APIs are not sufficient in quality. 
The language issue and the method of integration 
with virtual assistant providers are issues that must be 
solved. 

A report regarding the United States Federal 
Government’s adoption of AI and ML mentions the 
concept of internal and external competencies 
(Freeman Engstrom, et al., 2020). They found that 
some of the most successful implementations were 
created by employees of the government who were 
hired in a capacity such as lawyers and then 
developed their own machine learning and artificial 
intelligence capacity on their own time. They 
recommended to government procurement personnel 
in the US context to not simply outsource the 
development of AI and ML projects to private sector 
contractors. They found that the in-house developed 
solutions solved some of the issues with data access 
and source code access that outsourced projects 
experienced. In the United States the private sector 
has the advantage when it comes to AI and ML 
experience. However, Estonia has shown in recent 
years a propensity to use public private partnerships 
(PPP) to procure technological expertise that leads to 
successful projects when the need arises (Paide et. 
Al., 2018).  

Harvard researchers identified five potential use 
cases for chatbots in the public sector which included, 
“(i) answering citizens' questions, com- plaints and 
inquiries through automated AI-based customer 
support systems, (ii) searching in documents 
(including legal ones) and providing guidelines to 
citizens on filling forms, (iii) getting citizens' input 
and routing them to the responsible public 
administration office, (iv) translating governmental 
information, and (v) drafting documents with answers 
to citizens' questions” (Mehr, 2017) 
(Androutsopoulou et. al., 2018). The vision put forth 
by the Estonian government goes further than this and 
calls for the virtual assistant technology to be able to 
help the citizen complete tasks (Vaher, 2020). The 
Mehr report quotes, CEO of Synthesis Corp. Ari 
Wallach, “’Imagine having direct and constant access 
to a high-level government concierge that is 
constantly learning and improving” (2017, pp. 10). 

This entails having a system that can constantly learn 
through supervised learning across data sets and 
stepping into territory which governments have not 
tread before at scale.  

3 METHODOLOGY 

To better investigate the current and future states of 
eGovernance with AI and ML enabled virtual 
assistants, qualitative methods were used. A review 
of recent literature served to get preliminary 
information. In addition, two workshops were 
conducted to elicit feedback from groups of experts 
who are stakeholders in the Estonian eGovernance 
context. Qualitative research has the inherent issue of 
bias. However, the workshop format and its semi-
structured nature gives the participants the ability to 
express themselves freely and to communicate the 
way they perceive the issues at hand (Yin, 2014). Due 
to the early investigatory nature of the research at 
hand, the qualitative methods have the largest amount 
of flexibility to gather information to determine the 
future path of research. This methodology allows for 
the researcher to get the maximum amount of 
information from the experts in the field rather than 
have them conform to already existing theories and 
phenomena (Gioia et. al., 2012). This represents the 
best way to ensure that the researchers would not ask 
leading questions that bias responses when discussing 
the topics with experts and stakeholders in 
workshops. The workshops included stakeholders 
from the Nordic Institute for Interoperability 
Solutions (NIIS), stakeholders from the Ministry of 
Economic and Social Affairs of Estonia (MKM) as 
well as the software development company that is 
developing the KrattAI chatbot proof of concept 
(POC). 

4 DISCUSSION AND RESULTS 

Artificial Intelligence use can be considered to be 
controversial. Apart from the popular culture 
depictions of artificial intelligence as an antagonist 
force toward humanity, there exists a lot of literature 
on the topic. In section two, a review of some of the 
social, legal and technical concerns explored some of 
the issues that a government implementation of AI 
and ML would have to avoid.  

The workshop led to a discussion of these topics 
and how the Estonian government plans to ameliorate 
some of the issues presented in section two. The 



Estonian vision of may be considered one of the more 
recent developments in government services due to 
the initiation of the chatbot proof of concept to 
eventually directly provide services to citizens. 
Estonia is working right now to traverse the 
challenges and barriers which have been pointed out 
above. From the workshops with stakeholders the 
researcher gained insights into how the social. legal, 
and technical challenges have shaped the pilot 
programs in Estonia. Many of these are interrelated 
and will be presented in a manner which 
acknowledges this factor. These methods can inform 
the ways that other governments may shape their 
programs to help ameliorate some of the difficult 
points concerning AI and ML based initiatives.  

From a social perspective, getting feedback from 
users both inside and outside of the government is 
important for the stakeholders in the various AI and 
ML programs. This concerns the theoretical 
grounding of technology adoption in a practical 
manner. One thing that a stakeholder observed was 
that though the team tried their best to make the 
instructions and all relevant materials in as clear 
language as possible, they got the feedback that some 
of the directions were too complex for those not 
already embedded in the IT world. This allowed them 
to ensure that by the time the services roll out to 
citizens and ordinary government workers, the 
likelihood of adoption will increase because they can 
iterate until usability has increased. They look at 
usability not only of the end user but of all the 
stakeholders in the chain who will be using  

During the discussions, stakeholders 
acknowledged the potential for machine learning and 
artificial intelligence derived bias. However, they 
pointed out that the Estonian government has signed 
onto and helped shape the European Parliament’s 
suggestions relating to ethical AI and controls against 
bias. And in the areas in which there are no standards 
that are universally accepted, the people in the 
Estonian government who manage AI suggest them 
to governing bodies. This helped to shape the way the 
Estonian government set up the chatbot POC that is 
the initial step toward the KrattAI vision as well as 
other Kratts. They decided from the beginning that 
whenever an AI or ML enabled decision support 
system would have a decision point that directly 
affects a citizen’s service provision, in accordance 
with the Estonian law on automation, that a human 
decisionmaker would be there to make the final 
decision in some cases. Kerikmäe & Pärn-Lee 
summarized the guidelines dictating the law in 
practice as follows, “Human interaction should take 
place only if the algorithm result turns out negative or 

if the subject of the administrative decision disputes” 
(2020 pp. 6). This still does not completely solve the 
issue of bias due to human decisionmakers over time 
causing the bias, but it does take steps toward 
preventing hardcoded bias. Deference of human 
decisionmakers to automated decision systems is 
another potential source of problems in this area 
(Freeman Engstrom, et al., 2020). The stakeholders in 
this situation use the predictive, prioritization, and 
optimization abilities from AI to help in areas that the 
citizen and the government benefit from, not as a 
punitive function like using AI imagery analysis to 
determine subsidy compliance based on whether 
farmers have mowed their land or not. Instead of 
fining a farmer based on the results, the government 
would contact the farmer to ask the situation. 
Sometimes the farmer would have mowed the farm 
earlier in the year or be ready to do it. This saves 
government resources from doing on the spot 
investigation of each farm and farmers appreciate the 
ability to discuss with officials (Scholl & Velsberg, 
2020).  

In addition, there are some useful capabilities 
inside the government which can use AI and automate 
items that have no decision impact on the citizen but 
increase the ability for government responsiveness to 
the citizen. An example of this is internal email 
forwarding. The Estonian government had a massive 
problem with citizens emailing officials, employees, 
or department email addresses requesting information 
on where to direct their inquiries. One stakeholder 
mentioned specifically that in addition to normal 
government duties, some employees had to handle 
over 1500 emails a day. Some departments have been 
able to institute decision engines that look for similar 
inquiries and send responses automatically. This is an 
example of a situation where the laws as currently 
written allow for automated decision making. The 
government also gets feedback from the citizen to see 
if this forwarding solved their issue. However, it must 
be mentioned that this process is done on a 
department-by-department basis and has not been 
implemented across the entire government.  

The method of handling the chatbot inquiries 
in the absence of a united data pool is novel and also 
helps solve the issue of referring citizens to the right 
authorities. The design of the KrattAI chatbot POC is 
to have networks of many chatbots with their own 
knowledge which can speak to each other. They do 
not store the data from the transaction. This way, 
when a citizen contacts the chatbot and asks a 
question, the chatbots can refer the citizen to the 
chatbot with the proper knowledge base. The KrattAI 
chatbot POC is not yet to the point of executing 



government transactions but the POC has proven that 
a network of chatbots can allow for the proper 
functioning to find the proper chatbot for a 
transaction. This method maintains the legal 
boundaries put into place by Estonia while effectively 
handling the technical concerns from not having large 
data pools with which they can train the NLP engines 
of the chatbots.  

According to the workshop attendees, in 
agreement with the NGDA vision paper, there are 
changes in the current E-governance architecture are 
necessary to enable the vision of virtual assistant 
enabled services. One change that still must be made 
is moving X-Road from a synchronous 
communication mode to an asynchronous version of 
communication. This could include publish, 
subscribe messaging patterns. The CTO has called 
this change introducing X-Rooms. X-Rooms would 
allow more than one verified entity to be party to the 
communication being passed and not require that both 
entities be connected at the exact same time. This is 
key for the vision to be achieved with virtual assistant 
driven services. 

With a PPP the Estonian authorities have 
managed design, code, and test a system that uses AI 
and ML for the benefit of the citizen while attempting 
manage the difficulty points of these types of projects. 
Limitations of the research are that the number of 
interactions with stakeholders were few. The projects 
are also not that far along. The specific partnership 
potential with public virtual assistant providers is not 
able to be discussed and legally very complex. 
Because of these legal complexities, the options for 
integration to make the chatbot POC able to use 
virtual assistant capabilities would be conjecture. 

Future work will take a specific case for which 
the virtual assistant capability could be used, and 
follow the business processes as well as specific 
technical processes through to the end of the 
transaction. If possible, an artefact will be designed to 
help solve a technical issue pertinent to initiatives of 
similar purpose. 
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Abstract:  This paper presents the development of an Artificial Intelligence Maturity Model 

(AIMM) specifically tailored for public sector organizations to assess their readiness for AI 

adoption. Using design science methodology, the research synthesizes insights from academic 

literature and expert consultations to propose a comprehensive AIMM. Through iterative 

development and expert feedback, the study refines a model that categorizes AI maturity across 

eight dimensions. The model’s validity is assessed through expert evaluations and 

questionnaires, confirming its relevance and utility in guiding public organizations toward 

effective AI adoption. This research contributes to the theoretical and practical understanding of 

AI implementation in the public sector, addressing unique challenges such as procurement 

models, legal compliance, and organizational capabilities. 
 

1. Introduction  

In recent years, there are many governments and public administrations attempting to introduce 

Artificial intelligence (AI) projects to find efficiency and effectiveness, but AI projects are 

notoriously difficult to implement and take a high level of various elements within the 

organization to be able to find success (Van Noordt and Misuraca, 2022; Dreyling, et al., 2021). 

Many public administrations are implementing projects but they come to varying levels of 

success. The difficulty is that AI is an inherently complex technology (Jöhnk, et al., 2021) that 

requires among other things, organizational support, leadership buy in, strong technical and data 

science competence (Fukas, et al., 2021). Artificial Intelligence maturity models (AIMM) are 

meant to give organizations a tool through which they can evaluate the organization’s maturity 

when it comes to AI technologies (Sadiq, et al., 2021). With such an instrument, or one to assess 

the maturity level of a public sector organization to adopt, implement and run a particular AI 

project. AI expansion is relatively new, even if it cannot be said that the technology itself is new. 

The nature of the technology presents many potential problems in society (Wirtz, et al., 2020). 

Challenges in adoption of AI in the public sector include not only the success or failure of 

projects but broad concepts like data and privacy, and AI bias, which governments must reckon 

with if they choose to adopt AI technologies to make better government services (Zuiderwijk, et 

al., 2021; Wirtz, et al., 2019; Dreyling, et al., 2023). 

This research originates from discussion with practitioners in the field of AI who have 

experience consulting with government entities and it identified an anecdotal problem. In the 



private sector there are many consultancies who go into a customer site and ensure that relevant 

and necessary pre-requirements for an AI project are present. In addition, private sector 

organizations have the ultimate way of measuring the potential success or failure of a project in 

an institutionally relevant way – they conduct a cost benefit analysis projection. On the other 

hand, in the public sector not only is this measure not a holistic or appropriate one, but many 

organizations procure pilots (Van Noordt and Misuraca, 2022a) without knowing whether any of 

the factors necessary to succeed are present in the organization. In the academic literature search 

for thorough AI maturity models (AIMM) reveals no thoroughly investigated and validated 

AIMM for use in the public sector which acknowledges the differences in goals and procurement 

models between the public sector and private sector.  

To this end, this paper investigates the following research question: How would public sector 

organizations analyze the maturity of their organization to adopt AI enablement for digital public 

services? 

To answer this question, researchers use the design science methodology to propose and 

validate an artifact that serves as an AI maturity model for the public sector.  

Initial research is conducted by collecting and analyzing academic and gray literature on the 

topic of AI maturity models. Initial requirements from this are gathered from literature and 

interviews with and the public sector which leads to the creation of the artifact. The researchers 

create an initial version of the AI maturity model and then iterate three times on and validate it 

with experts in the field until the artifact is validated.  

The AI maturity model for the public sector and this paper contribute to the academic 

literature and to the field by offering a maturity model for public sector organizations seeking to 

adopt AI by giving them a way to consider their organization and see where they can improve 

capabilities to have a better potential for a successful AI implementation that adheres to legal, 

ethical, and security guidelines.  

2. Theory  
2.1 AI Adoption in the Public sector 

From the introduction of e-government and digitalization governments have been trying to 

use ICTs to improve services and digital governance (Tskhadadze, 2024). An increasing body of 

work discusses the use of AI in the public sector. This body has elements of looking at 

implementations of AI in government across the EU (Van Noordt and Misuraca, 2022a) and the 



US federal government (Engstrom and Ho, 2021). The Studies across the EU have been 

associated with AI Watch, which surveys hundreds of public authorities who have at least begun 

AI related projects. Many potential uses for AI in the public sector are currently being conceived 

from public administrations optimizing bus routes (Hong et al., 2018), to researchers proposing 

machine learning systems to make legal language easier to read by citizens (Üveges, 2022). 

Public authorities are seeking to adopt AI technologies to be able to claim efficiency and 

effectiveness gains that the technology can enable by furthering the state of capability within 

digital solutions to solve longstanding problems (Troitiño, 2022). Growing technological 

competence can have the potential to increase overall economic well-being (Stavytskyy et al., 

2019). At the same time, digital public services are not something that has improved at the same 

rate of other measurable factors according to the Digital Economy and Society Index (DESI) 

(Masoura & Malefaki, 2024).  

When implementing AI in the context of a public organization there are many potential 

challenges including social, legal, and technical challenges (Dreyling et. al., 2021; Holmstrom, 

2022). The majority of the projects implemented are chatbots or other ways of communicating 

with the government (Van Noordt and Misuraca, 2022b). There are questions about data 

protection and efficacy of legislation like GDPR (Kesa & Kerikmäe, 2020). It is debatable if the 

technology truly contributes to efficiency and effectiveness gains or simply alter the distribution 

of the channels through which humans contact the government. Other types of implementations 

include AI uses in back-office processes (Mehr, 2017). In the US it was noted that one group in a 

legal group which handles disability claims, the staff created machine learning (ML) tools to be 

able to group like sets of cases. In this way, the judge deciding the cases would be able to study 

fewer relevant legal codes in a day and was also able to avoid task switching between types of 

cases (Engstrom and Ho, 2021). The increase in research on the topic and practical number of 

uses cases indicate that AI use is on the uptake in government. 

2.2 Digital Transformation 

Digital transformations (DT) are shifts in the organization due to the adoption of a technology 

that causes iterative and self-impacting changes (Mergel, 2018). This means that once a 

technology is adopted it may impact the structure or communication of the organization. The 

adoption of AI does not in and of itself mean that there will be a large-scale digital 

transformation in the organization.  



During a digital transformation, it is important for an organization to adapt to external and 

internal pressures (Vial, 2021). This can also be the cause of DT. One important factor to 

consider in this process is the idea that the technology and organization can have mutual and 

reinforcing impacts. The organizational structure and competencies within the organization have 

an impact on how the technology is adopted within the organization. And once the technology is 

integrated, it further impacts the organizational operations and structure of the organization itself. 

Organizations and institutions have a large amount of stakeholders and phenomena that they 

must reconcile in order to accomplish a digital transformation and derive productivity value from 

the technology adopted (Hinings, et al., 2018; Brynjolfsson and Hitt, 2000). The strategy and 

systems adopted should reflect the opinions of the stakeholders in the organization. AI 

technologies, because of the potential for an intelligent system to learn in an exponential way, 

make it worth considering the impacts upon the organization as well as what secondary and 

tertiary processes will have to be put into place to maximize the utility of the technology 

(Brynjolfsson and McAfee, 2014). Especially when considering modifying the channels through 

which humans are able to access government services, many social, legal, and technical 

questions must be considered.   

Digital transformations are known to often be a response to external and internal forces (Vial, 

2021; Mergel, 2019). It is reasonable to believe that recent developments with Large Language 

Models (LLMs) and the proliferation of their use in general availability may be currently be 

pushing the level of awareness to the populace in a way that previous iterations of technology 

diffusion caused firms and governments to initiate the digital transformation process.  

The digital transformation process can be informative in considering the elements of what 

can make a successful AI adoption because it is organizationally a digital transformation with 

additional complexity added. 

For example, the trends in how these transformations take place and have a feedback effect 

across the organization are valid in AI related transformations. One of the key points in the 

literature shows the importance of competences, strategy, and culture (Mergel, 2019; Vial, 2021). 

In the AI adoption process these play an outsized role because the outcome of the project 

depends so much on the technical talent. Even in an organization that plans to adopt the 

technology provided by a for profit company through public private partnership, the public 

personnel need to be able to understand enough from a technical perspective to ensure that the 



product will do what is promised by the sales team (Labanava, et al. 2022). In addition, because 

the public sector has laws, norms, and expectations of trust, security, privacy, and data protection 

the public entity would typically be expected to ensure all of these criteria are met to a 

reasonable level of public expectation and legal compliance. This is a key to ensuring that the AI 

is developed and implemented in accordance with public value perspective (PVP) detailed by 

Moore (1995) and expanded upon by Benington, (2011), Williams & Shearer (2011) and Pang et 

al., (2014) to show the need for public authorities to use their skills to explore “new opportunities 

in public value creation” (Lemmik, 2024).  

The complexity of digital transformations combined with the difficulty of managing, 

implementing, and maintaining AI systems has led to a variety of maturity models based around 

various facets of AI (Sadiq, 2021; Fukas, et al., 2021). These maturity models are designed for 

sector specific applications like auditing and industry 4.0. None of them directly address the 

needs of the public sector as it pertains to the way unique position of stewardship that 

governments have with relation to their populace affects the motivations for and execution of AI 

adoption (Van Noordt and Misuraca, 2022b; Dreyling et al., 2021).  

3. Methodology 

Design science methodology in information systems research is a way of informing one of the 

main sides of information systems research which is the creation and evaluation of new artifacts 

that can be used by both business and technical practitioners in the field.  

According to Hevner et al. (2004) there are 7 design science guidelines. These are design an 

artifact, problem relevance, design evaluation, research contributions, research rigor, design as a 

search process, and communication of research (pp. 83).  

Becker et al. (2009) built upon the design science in information systems guidance created by 

Hevner et al. (2004) to create a framework that is meant for the creation of maturity models in 

research. This work suggests a framework for adapting existing maturity models for a new 

application, while following Hevner’s principles.  



 
Figure 1: Design Science Steps (Hevner et al, 2004), (Becker et al 2009) and (Alsheiabni et al 2019) 

To assemble the design, researchers conducted the search of academic and grey literature. In 

the building of the artifact for this contribution, it was important to the authors to ensure that 

previous work in the academic and the private sector were considered and integrated into the 

initial research that would build the instrument from which expert user feedback would be 

garnered. The team conducted a survey of the academic and grey literature. The thematic 

analysis of the papers informed the search process.  The grey and academic literature were 

assembled into a CAQDAS. Researchers then coded the documents according to the elements 

that might be relevant to the AI Maturity model Framework that answers the research questions 

in this paper. The coding schema was inductive and focused on elements and the atomic parts 

which comprised these elements.  

 This aided in steps one, two, and three. Then during user requirements elicitation, the sample 

selection was chosen for people who have expertise participating in AI related project. During 

research on AI related to DT in government, the researchers asked interviewees about the ways 

that public sector entities evaluate AI maturity. These interviews, 10 over the course of 2023, 

with 7 interviewees, provide the empirical basis for understanding public administration 

requirements for an AIMM. The interviewees confirmed the lack of processes of engaging cross-

functional teams to measure the ability of the organization to adopt the AI technology or the 

presence of prerequisites for the technology like data or existing tools (Dreyling et al., 2024). 

Understanding how to adapt the MM for a new purpose is key to Becker’s work (2009). The 

interviews, through qualitative analysis, yielded the importance of expanding the current AIMMs 

to fit the public sector’s application of an AIMM. The snowball sampling method was used. This 



follows the sampling recommendations (Cresswell, 2017) for when specific skills are important 

or there is a narrow target group for sampling. After the interviews and literature informed the 

broad requirements for categories and levels, the researchers began step four.  

3.1 Build, results 

The artifact is constructed in the format of maturity models that have gone before, (Fukas, et al., 

2022; Sadiq 2021) following the guidelines of Becker et al., (2009) for repurposing existing 

maturity models for new applications. The team established the relevant categories that must be 

addressed for the use in question. Then the levels are determined through considering the 

relevant literature and iterating with expert feedback. Similar to the Fukas et al. (2022) 

contribution, the authors made the decision to follow the level structure followed by the 

Capability Maturity Model Integration (CMMI) because it is a standard practice for those in the 

field, and one seen in academic maturity models as well (Sadiq 2021; Warsinske, et al., 2019). In 

the search process, the categories that the research team, interviewees and literature agreed were 

relevant to the maturity model were collected and collated into a list of categories and elements.  

After developing the concepts that needed to be added to make the AIMM relevant for the public 

sector, the team commenced step five and conceived of the transfer and evaluation metrics. Step 

six is to implement the transfer. 

3.2 Artifact meta-attributes and validation 

The artifact is assembled with the categories and appropriate levels based on a combination of 

the literature review and expert feedback. The AIMM has eight categories that consist of 

“technology and tools,” “data,” “people and competences,” “organization and processes,” 

“leadership and strategy,” “financial,” “law, ethics, and trust,” and “security and privacy.” The 

levels are based on CMMI (Warsinske, et al. 2019) and go rom level one to five, initial, 

assessing, determined, managed, and optimized. 

The validation continues until the primary metric is satisfied in Step eight. This particular 

maturity model’s primary metric is whether it suits the purposes of an AI maturity model for the 

public sector. The question is posed to experts, “does this AI maturity model for the public sector 

adequately function for its proposed purpose of helping public sector entities evaluate their 

maturity for developing, implementing, and managing artificial intelligence?” Step seven is to 

validate the artifact. Because of the transfer concept, the team did three rounds of iteration on the 

AIMM and levels associated with it. The first iteration involved interviews with two experts who 



had experience with AI implementation and the public sector to gather feedback on the first 

version of the AIMM. Then the second iteration consisted of a further validation with four 

experts from the public sector. Ultimately, the team decided to do another iteration to improve 

the level definitions for the AIMM. For this a questionnaire with the final iteration of the AIMM 

and levels was sent to twelve experts with experience in the public sector and AI implementation. 

4. Artifact
4.1 Artifact Creation 

Because AI is a technology that is not as simple as a set it and forget it system, but instead 

operates in a system which requires that data be processed and have potential bias related effects, 

the adoption merits consideration of the effects across many areas that may take place. This 

means that public entities adopting AI have the obligation to consider the adoption in a manner 

that is more deliberate than private sector offerings of the same technology. 

To this end the researchers conducted a search for previous academic work on “readiness 

assessments,” “feasibility studies,” and “maturity models” related to AI implementation in 

organizations. Then the AI maturity model search was expanded to understand the first principles 

of AI maturity models. The largest AI Maturity model systematic literature review was produced 

by Sadiq et al. (2021). Furthermore, because the expertise from the private sector would also be 

considered to be useful because much of the consultancy work is driven by private companies 

rather than academic works on the same topic. Due to this relevance, the search for gray 

literature on the topic of AI readiness assessments narrowed to the public sector clients to get an 

indication of what specific issues and focuses the large consultancies saw when public sector 

entities attempt to adopt AI.  



 
Figure 2: Artificial Intelligence Maturity Model for the Public Sector 

Each category has levels associated with it. The schema for levels of maturity and the 

associated definitions of these levels is derived from CMMI institute’s maturity levels. This 

schema has been used in many maturity models and more importantly, provides a practical and 

understandable roadmap for organizations seeking to improve their maturity (Sadiq et al, 2021; 

Becker; 2009, Fukas, et al., 2021). Fukas et al., (2021) is used to determine some of the 

categories and the use of the CMMI level structure. However, the AIMM in Fukas et al. (2021) 

was originally intended for use with private sector auditing organizations. Because of this, the 

team decided to take inspiration, but change many of the metrics and determine which additional 

categories would be beneficial. In addition, the levels in Fukas et al., (2021) are very brief and it 

was deemed that it would useful to have more practically descriptive items for the use of officials 

in the public sector. For example, the budget category and concept of return on investment was 

removed and replaced with concepts that are closer to the public sector. In addition, products and 

services was removed in favor of an added security and privacy category to bring in some of the 

concepts in Das et al. (2023). 

Below, tables indicate the categories and definitions of their levels. Each level was 

determined from a combination of the interviewees and the academic literature applied to the 

guidelines provided by Warsinske et al., (2019) as they pertain to the levels of organizational 

maturity in the CMMI framework. 



Table 1: Maturity Levels - Technology 

 
Table 2: Maturity Levels - Data

 

Table 3: Maturity Levels - People and competencies

 

Table 4: Maturity Levels - Organisation and Processes

 

 



Table 5: Maturity Levels - Leadership and strategy 

Table 6: Maturity Levels - Financing 

Table 7: Maturity Levels - Law, ethics, and trust

Table 8: Maturity Levels - Security and privacy

4.2 Artifact Evaluation 

For the initial evaluation, as defined in the methodology feedback was garnered from four 

experts with experience in the public sector, with two of them also having academic and 

consulting experience. The final artifact was presented via a questionnaire to confirm the levels 

and maturity model. The answer was in the affirmative to the step eight heuristic of whether the 

experts believe the maturity model functions for its intended purpose with four respondents. 

However, two of the experts thought that it did not suit the use. One believed that it was too 

complicated and weighty for an organization to be able to implement. Another believed that it 



had language in the levels that led them to believe that it was geared toward the private sector. 

More clearly defined levels are a benefit in that not many of the maturity models have them. 

Fukas et al. (2021) created a contribution that actually defined the levels. Many in Sadiq et al. 

(2021) which is a systematic literature review and represents the body of work for academic 

maturity models until that year, did not define levels in any explicit way. However, it also creates 

a challenge; the comments from the two experts who did not think the AIMM was ideal revolved 

around the specific language and the cumbersome nature of evaluating the levels. The AIMM 

does what it purports to do. But this does not mean that it will work for every situation. The 

necessity to have multiple versions, possibly one that is a lightweight checklist for public 

authorities and another that is the expanded version contained in this paper would be an option to 

relieve this challenge. This would be a way to popularize the results according to step six in 

Hevner (2004) and would go beyond the primary methods through which the AIMMs discussed 

in Sadiq (2021) and found in the literature have historically done.  

5. Summary and outlook 

The AIMM in this paper is holistic in that it includes many categories that are relevant to the AI 

maturity of entities of the public sector. However, this becomes a challenge in that many of the 

potential respondents the questionnaire to validate the final artifact had a response rate of around 

50%. In addition, although the team garnered feedback from personnel from seven different 

countries across the validation process, it is still feasible to get a different result given a different 

group of experts participating in the validation process. Future work would be conducting an 

evaluation of an organization and then getting feedback on both the maturity model and the 

process. In Lemmik (2024) conducted design science research of a self-evaluation method to 

operationalize this maturity model with a government authority. However, one challenge is that it 

was not possible to conduct research that provided value to the organization through a live 

process that engages cross-functional teams to ensure that all the relevant functions and 

personnel were able to contribute to the knowledge base to give a proper evaluation and be 

educated on the areas in which the administration can improved. Other future work would be the 

potential for the AIMM and accompanying documentation to be published in a web application 

that is available to aid other public administrations in conducting these sessions and give 

feedback to the researchers. 



The concepts and levels of these categories can be discussed among the entire cross-

functional team and ensure that maturity levels are satisfactory prior to the procurement or 

beginning of the project and more importantly that everyone in the organization has cohesion of 

goals and expectations of the project. Ultimately the results of this maturity model and its 

evaluation show that it is a difficult task to please all stakeholders when it comes to the idea of 

implementing AI in the public sector. From discussions with the interviewees in the validation of 

the maturity model it became apparent that the majority of public institutions are on level one or 

two across the categories of the maturity model. This paper contributes to the knowledge in the 

field by suggesting an academic maturity model for use in the public sector adoption of AI. This 

will hopefully raise the awareness of public authorities as to what organizational maturity in 

relation to AI adoption can be and give them a method to build a road map for their public 

administration and thereby improve the potential for successful AI implementation that adds to 

public value. 
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Abstract. The objective of this paper is to conduct an interdisciplinary systematic
literature review of the current state of the art related to the use of Artificial Intel-
ligence in the field of e-Government services that includes technical applications.
The study uses the systematic literature review methodology prescribed for soft-
ware science. Of over 500 resulting articles, the final relevant number of articles
is 29. The results include a large cross-section of disciplinary approaches. One
surprise result is that even technical articles considered the ramifications of the use
of AI in government services on underserved populations. The field of use of AI in
government services for service provision is still a new area of investigation and
more literature is being published constantly. Because of this, a recommendation
for potential areas of future research include readiness assessment frameworks
and security.

Keywords: Artificial intelligence · Government services · Literature review

1 Introduction

Governments have begun to use AI in various ways to increase effectiveness and effi-
ciency [1]Different governments and organizations have foundAI useful in the provision
of government services, or in providing governance.

Artificial intelligence has the potential to be a transformative technology but it also
comes with potential drawbacks. As governments insist on learning how to use AI, the
potential for it to have a negative effect on citizens’ lives must be considered. Issues like
bias that can be the result of historical data or hard coded into the algorithms can have
a larger impact on those sections of societies least able to defend themselves. This can
include bias in policing, or even credit decisions [2].

The systematic literature reviews previously conducted research to answer some
of the important questions about AI and its uses in government, public governance,
sustainable development and business models [1, 3, 4]. However, the unique situation
in which the social effects of AI can depend on less obvious technological aspects it is
necessary to conduct a holistic literature review that combines all of the interdisciplinary
parts of the research to understand how the use of AI in government services can be
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achieved without causing harm to the populace through bias, legal issues, or breaches
of privacy [2].

An understanding of technical topics as they apply to the problem of the application
of AI to the provision of government services is largely absent in the literature. The
literature review of AI use in public governance conducted by Zuiderwijk et al. [2019]
gives a thorough format to approach the research questions [1]. However, this literature
review disqualified all technical literature and the inclusion of the technological element
has the potential to provide interesting insights in the area of using AI for government
services.

The objective of this literature review is to conduct an interdisciplinary systematic
literature review to understand the field as it concerns technologies involved as well as
the uses of AI in public governance as it applies to e-government services. As presented
in Burgers et al. [2019] an interdisciplinary approach will be followed to bring together
disparate perspectives on the same problem to help better understand the application at
hand [5].

Themethodologyof this researchmodeledKitchenham’s [2009] systematic literature
methodology [6]. The primary purpose of this research is to answer the research questions
to understand the literature as it stands currently in the field across many disciplines.

Research questions:

1. How has the use of AI in public services been researched?
What disciplines and approaches are prevalent in the literature?

Main contribution:
This paper gives results as to research items specifically relevant to the topic of the

use of AI in public services.

2 Methodology

The methodology of this research modeled Kitchenham’s [2009] systematic literature
methodology [6]. The primary purpose of this research is to answer the research questions
to understand the literature as it stands currently in the field across many disciplines. As
such, quite broad research questions were selected to give an indication of the existing
literature.

2.1 Keywords and Search Process

The search process included the databases Web of Science and Scopus. These were
chosen because they have a large number of disciplines and are known as general research
databases that give an accurate picture of the literature that is currently available. The
general databases were in this case chosen to limit the amount of bias and conduct the
review in as systematic a manner as possible. Initially, a search which included all of
the potential keywords separated by “OR” returned results of over 10,000 between the
two databases. After this initial search adjustments were made using the top results as
feedback to try to hone the results to be more relevant to the research questions. The
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final selection of keywords was placed for the Scopus query as follows: “( TITLE-ABS-
KEY ( "Artificial Intelligence" OR "AI") AND TITLE-ABS-KEY ( “Public Sector" OR
"Government") AND TITLE-ABS-KEY ( "Public Service" OR "Government Service"
OR "EGovernance" OR "E-Governance" OR "E-Government” OR “Egovernment”)).”
A search for a similar keyword string and Boolean values was placed inWeb of Science.
However, the search criteria in Web of Science were “All Fields” as the “TITLE-ABS-
KEY” which search titles, abstracts and keywords were not available. These keywords
were chosen because they would accurately narrow the specific items that would apply
to the research questions through the boolean requirements. The “ORs” selected in the
keyword search were designed to cover all potential analogous terms. With the terms,
“AI” and “Artificial Intelligence” the ideawas that the keywordswould cue on the general
terminology even if the article discussed a more specific component technology of AI,
such asmachine learning (ML) or natural language processing (NLP). The Scopus search
yielded 566 results. The Web of Science search returned 321 records.

2.2 Inclusion and Exclusion Criteria

The inclusion and exclusion criteria were chosen to be able to get an idea of multiple
disciplines as they apply to the research questions. Because of the interdisciplinary
nature of the topic, the discipline of the article was not used as a refining technique, to
avoid unintentionally disqualifying articles pertinent to the topic. All languages were
considered, as well as unpublished materials to attempt to ameliorate English language
and publication bias. However, the majority of the articles returned were in the English
language.

Inclusion Criteria

• All disciplines.
• Topic relevant to research questions.
• AI used for e-government or public services.
• AI use or application in Public Services as a part of the purpose of the research.
• Consideration of the application of AI in public services discussed.

Exclusion Criteria

• Editorials, letters, book chapters, presentations are not included.
• AI is only part of research methodology not the subject being researched.
• Pure technical article without explicit application to a government or e-service.
• AI is not directly part of providing an e-service or government service.
• AI mention is incidental.
• Early non-AI chatbots.
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Duplicates were removed. 384 records were present after duplicate removal. Then
the researcher conducted an initial review of titles and abstracts to determine which of
these were relevant to the topic. All of the search results were given values of yes, no,
and maybe.

2.3 Quality Evaluation

After the initial review of abstracts and titles, all relevant and possibly relevant articles
were read to determine a final judgment of relevance and quality. For each of the articles,
a quality evaluation was conducted based on the table format given in [7]. Table two
gives metrics for rating empirical studies based on the type of data collection. And Table
one takes into account table two’s score as well as the relevant categories for the quality
assessment. These tables give an indication of how complete a piece of research could
be based upon metrics like the amount of data collected depending upon the method
of collection. For example, different numbers are required when doing face to face
qualitative interviews than when considering questionnaires. From these table based
metrics, the author derived a percentage quality score by evaluating each point. Due
to not all studies having scores in all of the categories, only relevant ones, the quality
scores varied to a large degree. The table used for statistical collation and analysis of the
quality numbers primarily used the percentage to try to judge articles on as level a basis
as possible. This percentage was derived by the following equation: (Score / Potential
Relevant Score * 100). The number of articles for consideration in the data extraction
portion of the review-was 29, specific numbers at each stage will be discussed in section
three. The author read the literature that was accepted for the study. Coding took place
within the documents looking for connections and congruities from the broad research.

The search conductedyielded29 articleswhichwere found froma total of 386 records
after the initial application of the deduplication. After the title and abstract review n =
66. Upon further review and quality check, the number of articles selected for study was
29.

2.4 Data Collection and Analysis

The author read the literature that was accepted for the study and coded the documents
looking for connections and congruities from the research. Once coding was complete,
the author analyzed the codes and data for similarities and through lines in the research
while paying special attention to the methodology and discipline of the research.

3 Results

The preliminary answers are stated in this chapter.

3.1 Search Results

As stated above, the search conducted yielded 29 articles which were found from a
total of 386 records after the initial application of the timeliness criteria and removal of
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duplication. After the title and abstract review n = 66. Upon further review and quality
check, the number was 29.

These items can be seen in alphabetical order in Table 1. The Systematic Identifier
“S” with a number is used for clarity so the reader knows which items were selected for
the study and which were referenced in other areas. Where applicable, the overall ACM
citation number will be used at the end of the sentences as prescribed by citation rules.

3.2 Answers to Research Questions

As previously stated, the research questions are as follows:

1. How has the use of AI in public services been researched?
2. What disciplines and approaches are prevalent in the literature?

Contrary to expectation, the contributions made by the items included in the study
were primarily dealing with practical applications of AI in public services. Because the
research area is so new, the hypothesized trend was to see a variety of theories which
would explain how the use of AI in public services would work. However, even the
overviews of the state of the art had the goal primarily of stating the ways in which AI
was used in public services currently and could be in the future. This could be because
of the particular angle through which the author is finding the gap in research. Several
articles [13, 14, 23, 31] analyzed the phenomenon from theoretical perspectives like
the Technology adoption model [23], public value theory, problematization, and digital
inclusion. One also suggested a maturity model for e-invoicing to build toward. AI
capabilities in automated public services [29].

Due to the nature of the inquiry as well as the field itself, it is expected that the
relevant items would be multidisciplinary in many ways. The fields which investigate
the use of AI in public services are varied. Below, the discipline through which the items
were approached are shown. Information research and public administration comprised
the largest portion of the accepted papers. Research focusing on the data science and
computational intelligence of AI in public services were the other approach that was
apparent. The other disciplines had a single item each, including one article that was
pure data science (Fig. 1).

This literature review resulted in an interesting categorical distribution of the types
of contributions that were made in the field. Because of the interdisciplinary basis of
the inquiry many different types of contributions were made, but many of them may
be organized into categories based on the ending contribution. For example, there are
multiple overviews of howAI can be implemented in government services including [8–
10, 17, 20, 36]. In addition, there are multiple different overviews of AI implementations
that have specific geographical regions as a component of the research. These are [22, 23,
25, 28]. These two categories, comprise the majority of the articles in related categories
in the study. Not all of these articles are from the same discipline. In addition, some other
articles gave an overview of an implementation of a technology or technologies that use
AI in public services in the context of a specific region or geography [11, 22, 30, 31,
33]. Only one article [16] specifically measured citizen opinion about using AI systems
in public services, which means that only one directly related to user experience or user
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Table 1. Texts selected for study

Identifier Authors Title

[8] Ahn M.J., Chen Y.-C Artificial intelligence in government:
Potentials, challenges, and the future

[9] Akkaya, C; Krcmar, H Potential Use of Digital Assistants by
Governments for Citizen Services: The
Case of Germany

[10] Al-Mushayt O.S Automating E-Government Services
with Artificial Intelligence

[11] Anwer, MA; Shareef, SA; Ali, AM Smart Traffic Incident Reporting System
in e-Government

[12] Balta D., Kuhn P., Sellami M., Kulus D.,
Lieven C., Krcmar H

How to Streamline AI Application in
Government? A Case Study on Citizen
Participation in Germany

[13] Chatterjee S., Khorana S., Kizgin H Harnessing the Potential of Artificial
Intelligence to Foster Citizens’
Satisfaction: An empirical study on India

[14] Chen, T; Ran, LY; Gao, X AI innovation for advancing public
service: The case of China’s first
Administrative Approval Bureau

[15] Dreyling R., Iii, Jackson E., Pappel I Cyber security risk analysis for a virtual
assistant G2C digital service using FAIR
model

[16] Drobotowicz K., Kauppinen M., Kujala
S

Trustworthy AI Services in the Public
Sector: What Are Citizens Saying About
It?

[17] Engin Z., Treleaven P Algorithmic Government: Automating
Public Services and Supporting Civil
Servants in using Data Science
Technologies

[18] Fatima S., Desouza K.C., Buck C., Fielt
E

Business model canvas to create and
capture AI-enabled public value

[19] Gunaratne H., Pappel I Enhancement of the e-Invoicing Systems
by Increasing the Efficiency of
Workflows via Disruptive Technologies

[20] Henman P Improving public services using artificial
intelligence: possibilities, pitfalls,
governance

[21] Hong, S; Kim, Y; Park, J Big data and smat (sic.) city planning:
The case of Owl Bus in Seoul

(continued)
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Table 1. (continued)

Identifier Authors Title

[22] Kuziemski M., Misuraca G AI governance in the public sector:
Three tales from the frontiers of
automated decision-making in
democratic settings

[23] Marri A.A., Albloosh F., Moussa S.,
Elmessiry H

Study on the Impact of Artificial
Intelligence on Government E-service in
Dubai

[24] Medhane D.V., Sangaiah A.K PCCA: Position Confidentiality
Conserving Algorithm for
Content-Protection in e-Governance
Services and Applications

[25] Misuraca G., Van Noordt C., Boukli A The use of AI in public services: Results
from a preliminary mapping across the
EU

[26] Mittal P A multi-criterion decision analysis based
on PCA for analyzing the digital
technology skills in the effectiveness of
government services

[27] Montoya L., Rivas P Government AI Readiness
Meta-Analysis for Latin America and
the Caribbean

[28] Nam T How did Korea use technologies to
manage the COVID-19 crisis? A country
report

[29] Pappel I., Gelashvili T., Pappel I Maturity Model for Automatization of
Service Provision and Decision-Making
Processes in Municipalities

[30] Park S., Humphry J Exclusion by design: intersections of
social, digital and data exclusion

[31] Petersen A.C.M., Cohn M.L.,
Hildebrandt T.T., Møller N.H

‘Thinking problematically’ as a resource
for AI design in politicised contexts

[32] Rafail P., Efthimios T Knowledge Graphs for Public Service
Description: The Case of Getting a
Passport in Greece

[33] Snowdon J.L., Robinson B., Staats C.,
Wolsey K., Sands-Lincoln M., Strasheim
T., Brotman D., Keating K., Schnitter E.,
Jackson G., Kassler W

Empowering Caseworkers to Better
Serve the Most Vulnerable with a
Cloud-Based Care Management Solution

(continued)
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Table 1. (continued)

Identifier Authors Title

[34] van Noordt C., Misuraca G New Wine in Old Bottles: Chatbots in
Government: Exploring the
Transformative Impact of Chatbots in
Public Service Delivery

[35] Van Noordt C., Misuraca G., Evaluating the impact of artificial
intelligence technologies in public
services: Towards an assessment
framework

[36] Wirtz, BW; Weyerer, JC; Geyer, C Artificial Intelligence and the Public
Sector-Applications and Challenges

Fig. 1. Discipline of items accepted for the study

interactions and how the public felt. Design of AI techniques and Systems which would
implement AI in public services were another large category, with four articles [11, 19,
24, 32]. Theoretical analyses comprised a smaller number of articles in this study, only
three articles analyzed AI in public services specifically from a theoretical perspective,
or proposed a new theoretical way to look at the phenomenon. One article [18] designed
an approach which was essentially a method of completing a business model canvas as
a way to aid in the creation of AI enabled government services. [26, 27, 29] proposed
discussed readiness levels. [27] specifically explained readiness in a geography. And
[29] proposed a maturity model in the context of readiness as a specific geography
builds toward the ability to implement a higher level of AI enabled government services
(Fig. 2).
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Fig. 2. Methodologies of items accepted for study

The methodologies used in the articles were disparate. The largest percentage of
them came in the form of case studies and overviews of the topic. These categories
together represented 44.8% of the articles. Only one paper [15] specifically focused on
security at all in the area of the use of AI in public services.

4 Discussion and Limitations

This study takes into account the best of the researcher’s knowledge at the time of this
writing but the process is iterative. The keywords are indicative of the current state of
the art as it pertains to the use of artificial intelligence in the provisioning of government
services, but with such a new area of study new research will constantly be published.
The focus of this paper is a novel area of research even though it is well known that
researchers have been publishing research in artificial intelligence for a very long time.
This can be considered a limitation of this study. Because it is such a new area of
research, the total number of studies that meet the criteria of this piece of research is
likely drastically lower because the focus on the use of AI in public services is low. Even
though many governments have vision documents referring to how they would like to
deploy AI in their governments, in reality very few have gone to the production phase
of operation [37]. This logically means that of the case studies that are included in this
research many of them are, even if not explicitly stated, primarily derived from cases
which have not had real implementation and citizen interaction to gain user feedback or
understanding how the technical solution can affect the social environment.. As of the
writing of this paper, few projects have been implemented in a production environment
that has run long enough to see differences in the before and after state or what the
projects have achieved [38].
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One theme that came through in the analysis of all the documents is the concept of
“can” versus “should.” Many of the overviews [2, 35] and previous literature reviews [1]
approach the topic from a primarily non-technical disciplinary perspective. In these sub-
jects, one would expect discussions of ethereal topics such as the conceptual, “Given the
ability to use a technology to increase efficiency and effectiveness of a public service,
should society do this?” This is especially considering the potential and documented
exponential downsides for those populations in societies who have historically been
underserved. This makes sense to question the ethical ramifications and was in accor-
dance with the hypotheses of the author prior to beginning the study. However, what was
not expected was that some of the more technical articles also considered these issues.
For example, in the article discussing optimizing the bus lines in South Korea for the
late night hours, the authors state:

“The most profitable late night bus routes generally connect downtown and high
income neighborhoods. From an equity point of view, however, the government
could not implement the service only in those areas. If the government did imple-
ment such a service, low income neighborhoodswould be furthermarginalized and
the already unequal regional distribution of public infrastructure would have been
exacerbated. This is why governments sometimes make decisions that conflict
with evidence guided by the analysis of big data” [21]

This quotation shows that the researchers involved believed that they could optimize
the use of the public service of late-night buses.However, they also had the understanding
of how this technological improvement would affect the social environment in this area.

In addition, the author did not expect that particular case studies would compare the
programs of multiple parts of a specific country, similar at least in the national law, if not
the state, and give both the benefits and drawbacks of these programs considering the
intent of the programswhen theywere implemented [30]. These case studies gave insight
into the lives of citizens affected by these programs. This understanding is important
if politicians and policy makers are going to implement these programs, they should
understand in depth the way these programs will affect citizens.

Several areas that lacked a strong breadth of work became apparent during this study.
Given that data protection and privacy is an often-mentioned topic in the introduction
section of many papers on AI use in public services, it is unexpected that only one of
the papers in the study dealt with security [15]. This paper discussed cybersecurity risk.
However, there would seem to be a large gap for researchers wanting to research security
in this area because an evaluation of risk is only an introductory amount of work that
could be done.

Some studied proposed maturity models related to the topic [14, 29]. Only one
study [29] suggested the necessity for preambular requirements to build to a successful
implementation of AI, in the form of a maturity model for EDRMS systems that would
be, at the highest level, able to integrate into an AI system in a public service. Because of
the lack of production implementations of AI in public services from which researchers
can derive insights, and the pilot-first approach to the use of AI in the public sector, the
next step for research would be to establish a framework for AI readiness assessments
in the public sector including feasibility studies for pilots. This is common practice in
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the private sector and could have the effect of more successful AI related public service
projects and less waste and loss from projects that currently go to the pilot phase but do
not have prerequisite elements for a successful pilot. It would be useful to have more
projects that have been completed which use AI in order to discuss with the departments
and creators of the projects the outcomes of them and the effect on public services.

5 Conclusion

The many overviews even in the past five years suggest that the science in the area
of artificial intelligence implementation in the specific area of public services is not
yet established. The future direction of research in this area should do a better job of
melding the technical with the social in an interdisciplinary manner and also include the
way these technologies will affect the lives of citizens. It is one thing to give specific
economic indicators of time saved in measures of efficiency and effectiveness, but the
impact on citizens should also be measured. Only one of the studies accepted into
this systematic literature review looked at the ramifications of an example of an AI
enabled public service and that study [15] did this from an almost theoretically vanilla
IT implementation. Perhaps another person can write a maturity model of the literature
research into the use ofAI in public services. Ideally, public policymakers and politicians
should have academically cogent research that goes as far as quantitatively discussing
the impact of the issues that arise whenAI is implemented in the public sector. This could
be accomplished through analyzing the ramifications of things like black box decision-
making in AI determination of credit worthiness and other items that should be but are
not often regulated. If it can be shown that an AI system will cause a percentage of the
population to lose a certain amount of economic potential in currency, then politicians
will have a better understanding of how regulation or implementation will impact the
citizenry. If systems currently do not have the ability to explain the methods through
which they decide who should and should not have access to benefits or services, the
considerations of accountability of decision makers and systematic decision making are
very important.
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Abstract

This study delves into the complexities of adopting Artificial Intelligence (AI) in public services, with a focused case
analysis of Estonia’s pioneering Bürokratt initiative. As governments worldwide grapple with the integration of AI
into public sector service delivery, Estonia’s experience offers critical insights. This qualitative case study, grounded
in the Technology-Organizational-Environmental (TOE) Framework and AI governance principles, investigates two
primary research questions: What factors influence the technical and organizational architecture for implementing AI-
enabled e-services in public sector organizations? And how can these organizations leverage digital transformation to
facilitate the adoption of AI-enabled digital public services and enhance service delivery? This explanatory case study
uses semi-structured interviews, document analysis, and thematic analysis. A significant finding is the pivotal role
of organizational flexibility, open collaboration, and citizen-centric approaches in navigating the AI implementation
landscape. The study contributes to the field of digital transformation by highlighting the recursive relationship
between technology adoption and organizational structure, especially in the context of AI-enabled public services.
Our findings underscore the potential of small nations like Estonia in setting global benchmarks for AI in digital
public services.
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1. Introduction

Artificial intelligence is everywhere, from behind the scenes of the most used search engines in the world to the
recommendation engines used by social media companies that claim over half the world as users. Even with recent
headlines being grabbed by the quick adoption of generative AI tools, the direction of the use of AI in the area of
public services does not have an answer (van Noordt and Misuraca, 2022). Implementing AI is by its nature more
complex than the types of digital transformations that comprise the majority of projects (Jöhnk et al., 2021). Due to
the difficulty of digital transformations, public administrations should strive to understand the best practices of the DT
process as it relates to the organizational and technical transformations required for adopting AI for external services.

Digital Transformations are a relatively new field of study, and although there are conceptual frameworks in
place (Vial, 2019; Zaoui and Souissi, 2020; Mergel et al., 2019) the literature continues to expand as researchers add
individual contributions. A specific type of Digital Transformation literature tends to focus on the factors that can lead
to success or failure in the process of adopting a new technology within organizations (Breaugh et al., 2023). One
reason for organizations to move toward digital transformations in the context of the public sector is to react to the
contextual change in their environment(Mergel et al., 2019; Vial, 2019).

Adopting artificial intelligence in the context of any organization adds a level of complexity due to the nature of
the technology (Jöhnk et al., 2021). When adopting a new technology for an enterprise a team would need to consider
an already complex array of factors including but not limited to: organizational structure, and the internal and external
capabilities of the people for the technology, processes, IT infrastructure, current technological implementations,
development plans, implementation, support, maintenance. Now teams and management must consider all of the
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above items along with the social, legal, and technical challenges posed by AI (Dreyling et al., 2021). AI maturity
models attempt to measure how prepared an organization may be able to reckon with these challenges based on certain
factors (Sadiq et al., 2021).

Regardless of these challenges, many public administrations are investigating, testing, and beginning the adoption
of AI because of its vast potential for increasing effectiveness and efficiency both in internal business processes as
well external facing services (van Noordt and Misuraca, 2022). Competence in what could be called traditional digital
transformations or a high ranking on AI maturity models do not predict success in AI transformations but it could
potentially aid in certain aspects like the existence of data.

This qualitative case study research seeks to find the answer to following research questions:

RQ1: What factors influence the technical and organizational architecture of public sector organizations implementing
AI enabled e-services?”

RQ2: How can public sector organizations targeting a digital transformation facilitate the adoption of AI-enabled
services?

This paper seeks to add to the academic literature on the topic of AI use in public services by analyzing the devel-
opment and implementation of the Estonian Bürokratt initiative as well as the organizational structure and dynamics
of the teams involved through the lenses of Digital Transformation, Artificial Intelligence Maturity Models, and AI
governance.

Section 2 describes the state of the art and theoretical background. Section 3 states the research methodology.
Section 4 decribes the case. Section 5 presents and the results. Section 6 .... Section 8 .... The paper finishes with a
conclusion in Section 9.

2. Background

Across time organizations have struggled to introduce the latest technologies to their organizations. This has
remained true across the technoeconomic paradigms that comprise the recent history of the world. Digital transfor-
mation is a research topic that tries to reckon with this difficult topic and is particularly important to consider when
looking at the public service adoption of AI technologies.

2.1. Digital transformation

One concept of Digital Transformation that leads to its name is an acknowledgement that implementing a new
technology tends to have an effect on not only the technological systems of the organization but also on the structure
of the organization itself. This can be thought of as a feedback loop.

The literature on digital transformation seems to be trying to understand the many ways in which the organization
is affected by the initiatives that require wholesales changes in the organization as well as what factors can lead to
success in these endeavors. Although there are differences in the type of the organization including sizes, motives,
and sectors a failed digital transformation project means the disappointment of stakeholders and clients (Randall &
Alter, 2019). If one takes on assumption that is external disruptions like macroeconomic changes lor expectations of
consumers (Vial, 2019) that cause the need for a digital transformation project then the failure of a project like this
could mean being left behind in the marketplace or angry citizens.

Digital transformation goes further than digitalization and digitization of services (Mergel et al., 2019) which is
a narrower focused shift in an organization. The digitization process implicitly means there will be changes in the
organization’s business processes, not taking an analog process with analog procedures and putting it to a digital for-
mat. Digital transformation goes further and includes changes to the way the organization’s structure and operations.
This distinction may seem simplistic but is important to consider. Having to print, sign and email a form back is
much different than being able to as a part of the workflow, digitally sign in a secure way to complete a process. If
one were to consider the back end processes even as a thought process, it is clear that the nature of the interaction
between the person receiving the service and the entity providing the service would greatly change based on whether
the organization digitalized or truly digitized a service.
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According to (Vial, 2019) once there is a disruption in the environment, it triggers strategic responses which
include digital business and digital transformation strategies. These rely on the use of digital technologies. This
further fuels disruptions and enables changes in value creation paths. Organizational barriers and structural changes
affect the value creation path changes. And this then creates negative impacts to things like security and privacy
and potential positive impacts in a variety of areas as well. Understanding the continuous feedback loop model
of digital transformation of (Mergel et al., 2019) is key to understanding how digital transformations can have a
recursive effect on the organization. Although it has not been studied, one hypotheses is that AI has the opportunity to
have an exponential effect on organizations and society because of the self learning nature of most machine learning
algorithms.

2.2. Technology adoption and acceptance within organizations and institutions
An entire area of information systems research studies how technologies spread and how to predict the odds

that a potential user of a technology will choose to actively use it. This field of study has its roots in the social
psychological sphere of research beginning with the theory of planned behavior expanding on the theory of reasoned
action (Ajzen, 1991). An entire series of theories that follow attempt to explain whether and why someone will use
a technology. These include the technology acceptance model (TAM), its multiple extensions, as well as the unified
theory of acceptance and use of technology (UTAUT). Even the more advanced versions of these are not particularly
excellent compared to a coin flip at predicting the use of technology by individuals (Venkatesh et al., 2003) but they
can help understand what factors may influence the reasons that people may decide to adopt a technology.

Because AI is still a relatively new technology to be offered to individual users without the superuser abilities
necessary until this point to use it the average user is still reckoning with the understanding and trust of AI systems.
Recent releases of large language models and other generative AIs are having the effect of spreading awareness.
However, outside what one might consider entertainment or experimental purposes of these models and software
systems, it is not clear the comfort level of average consumers to adopt a system that uses AI.

There are multiple reasons that people could choose to use a new technology. Often they include things like the
perceived usefulness, and ease of use (Davis, 1989). One other key point is trust. This level of trust, a key antecedent
in the literature regarding technology adoption in e-government services (Carter and Bélanger, 2005) may inhibit AI
enabled e-government services from making the leap from the early adopters to the early majority. This is commonly
considered a key decision point in the success of disruptive technologies (Moore, 2014). Carter and Bélanger (2005)
divided trust into a two separate factors including trust of the internet and trust of government.

Although many factors contribute to the adoption of technology, as can be seen in the variety of frameworks which
have attempted to study this phenomenon because this paper discusses the specific use of AI for government services,
it is necessary to note that trust is a key factor. Trust is a key factor for e-government use and adoption of these
services by ministries and people. And AI adds a layer of complexity to this when compared to other technologies.
By association with the self-learning definition of AI implementations, many people feel slightly differently about
trusting AI as they do about technologies in general. This can be seen in the application of attachment style specifically
related to AI and trust by humans (Gillath et al., 2021). Based on their attachment styles and priming toward a specific
attachment style, people will have varying trust in AI. The problem of lack of transparency within AI algorithms and
how they make decisions can cause people to not trust AI (von Eschenbach, 2021). In addition, it should be considered
that when it comes to AI there are many factors in which an AI revolution has the potential to affect modern societies
(Wirtz et al., 2022). It may complicate people’s willingness to trust machines to conduct services or other transactions
when the same technology may have a negative impact in another sphere in one’s life.

The technology adoption and acceptance theories are meant to predict the adoption of a technology, and for a
digital transformation there is a necessity for feedback loops, i.e. adoption. Then, it is reasonable as a first step
to attempt to understand adoption antecedents through this lens. The organizational and institutional architectures
within governments are set in many cases by law (Draheim et al., 2021) and have complicating factors outside of
those covered in technology adoption and acceptance models when it comes to digital transformations and large scale
changes (Mintzberg, 1989) (Hinings et al., 2018).

2.3. AI use in government and public services
As adoption of AI technologies across the citizenry continues in the spheres of life outside of their governmental

relations and obligations, there seems to be a top-down pressure to adopt AI in anticipation of the external demand
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that will come. This can be seen in the many national AI strategies being adopted, and in Europe in particular, in the
striving to pass regulatory measures to set the environment (Schiff, 2022). Although different countries write their
strategies based on different assumptions and views of the future (Bareis and Katzenbach, 2022) much of the effects
of AI adoption in the area government services is at this point comes from a similar ethereal theoretical place (van
Noordt and Misuraca, 2022) rather than measurements that show tangible metrics in most cases.

The many different narrow AIs that comprise the current types of popular algorithms have a huge number of
potential uses. Governments see an opportunity to make internal processes and in some cases external citizen facing
functions more efficient and effective. The intent seems to be to save money on the cost of provisioning these functions.
An example of making a process more efficient is that in the United States, some government departments have used
text analysis techniques to organize judicial dockets to increase efficiency by saving judges from context switching
(Engstrom et al., 2020). This is a case that should bring about less ethical concerns than some uses.

Across Europe governments have created over 250 use cases of AI (van Noordt and Misuraca, 2022). The typology
of these uses cases ranges from AI-Empowered knowledge management to Security analytics and threat intelligence
(van Noordt and Misuraca, 2022). Of these 115 of the 250 applications the authors categorized as “Public Service
Delivery” related governance functions. Many uses for AI that help streamline what would be called “back-office”
processes in the business world indicate the potential for AI to help build efficiency and effectiveness in the public
sector without directly being involved in the customer-facing element of services. The customer facing element is
also germane to the discussion of trying to automate or create proactive virtual assistant enabled services which the
Estonian state has outlined in the vision papers. The typology with the greatest number of public service delivery
cases and the highest ratio within the category was “Chatbots, Intelligent Digital Assistants, Virtual Agents and
recommendation systems.” This means that these citizen-facing systems, which represent roughly one-fifth of the
AI uses cases of the total cases studied across Europe are a popular approach compared to the other classification
categories; “policy making” and “internal management functions” (van Noordt and Misuraca, 2022).

The future of use of AI in the provisioning of public services is not yet fully explored. Predictions include proactive
services that are fully automated (Kuziemski and Misuraca, 2020). The canvas conducted by van Noordt and Misuraca
(2022) did not find specific instances of public services being fully automated or proactive.

2.4. Readiness, prerequisites, and capacities

When considering a digital transformation, or any type of change in an organization, one must ensure that the
right prerequisites are present to give a better chance of success. One of these prerequisites is leadership. Previous
research by Breaugh et al. (2023), shows the need for leadership. Not only must there be support in the organization
from leaders at a high level, but there must be specific types of leadership. Having a leader who can provide a vision
at the beginning of project – what would fall under the “strategic responses” portion of the Vial model (Vial, 2019)
– as well as the ability to change gears and provide more flexible leadership that was easily able to navigate across
functional groups and teams later in the project – would give an increased chance of success.

In many ways digital transformation processes and projects by their nature cross functional groups and organiza-
tional siloes. In many cases the projects may even include stakeholders from completely different organizations or
even sectors. The more people added to a project, the more complexity comes with it. This is due to the way that
groups and human beings function. When given different incentives it can be difficult for members of different groups
to understand each other and function in a cohesive manner (Solheim-Kile and Wald, 2019). To illustrate this consider
the different incentive structures of a private sector company implementing an IT project for a public sector organiza-
tion. The private sector company’s primary objective is to maximize profit. Rather than being a static process from
which leaders can set a strategy and allow it to be followed, a digital transformation has inherent feedback loops. For
example in the previous example, the “institutional arrangements” including “motivation and pressure” and have an
effect on the organizational forms (Gong et al., 2020). Such a complex and fast moving situation demands flexibility
in the overall structure of the enterprise in question (Gong et al., 2020).

Some of the issues faced by organizations attempting a digital transformation have not only to do with organiza-
tional structure and composition but other factors such as having the right people with the required competencies in
the organization (Blanka et al., 2022). A digital transformation, as it is the logical extension of the process of digi-
talization, and digitization brought to the point of having massive changes across the organization and modifications
in the “boundaries” of the organization to take advantage of new technologies (Vial, 2019; Holmström, 2022). As
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with such a large change in any organization it is important to have competence in the relevant areas to give a higher
probability of success.

In the case of an AI related technology, the digital transformation made even more difficult because of the nature
of AI systems. Adopting a new technology that requires the adjustment of one thing like an ERP system has its own
complexities in changing the way those in the organization use the technology, ensure that they know how to use the
technology, and the communication patters around the use of that technology. The ERP system has to be implemented
and to have integrations made with the existing technologies in the organization. In some cases, databases and other
existing components necessary to the function must be migrated. But when one decides to implement an AI system
in a public sector organization, a whole host of complexities come along with it. Instead of having to focus only on
the the factors above and how the technology works inside the organization, the implementation team must consider
factors relating to the citizen perception of use of algorithms and data for the conduct of government services.

2.5. Bias and ethics

There are plenty of challenges that come from the need to maintain effective yet non-biased use of AI in the
public sector. It goes without saying that governments use of AI should not be biased. But bias is of growing concern
among researchers (Engstrom and Ho, 2021; Wirtz et al., 2022). Bias can be a result of the algorithm (Engstrom
and Ho, 2020) or potentially result from the use of historical data (Engstrom et al., 2020). This means that in the
implementation phase of an AI project, both of these should be considered and controlled for. Some in the EU even
advocate for continual auditing of adopted systems to ensure that the system is not biased and behaving in the way
that it was created to (van Noordt and Misuraca, 2022).

One way to accomplish this, recommended by Das et al. (2023) is to ensure a robust auditing process through the
development, implementation, and production phases of AI use. Ethics in the case of the use of AI in public services
is important. However, the methods in which AI is typically used currently in the access of public services is simply
another avenue through which a person can complete or gain information about the service. Given that the nature of
the service is subject to the ability of humans living in a country, state, or municipality to successfully complete a
given task in their interactions with the government the ideal is that the all eligible citizens or residents should be able
to complete a task. In the situation in which a country, state, or municipality has implemented artificial intelligence
to make a service more efficient or effective, the ideal is that the service will be accessible and useable by the same
eligible population through a different vector of engagement. This has the large given factor of the ability of the person
in question to be able to speak or write in the language in question. This is a form of bias but cannot be reasonably
attributed to the Ai system but to the mechanisms within a society.

Although bias in AI and the marginally related topics of ethics and governance are very popular in the literature
related to AI use in the public sector (Ballester, 2021), when focusing on the use of AI to enable public services
purely through weak AI means like natural language processing (NLP) to interpret intents, the bias that would be more
appropriate to investigate would be that of non-native speaker NLP interpretive issues. Automatic speech detection
systems in the Netherlands have been shown to recognize the speech of non-native speakers of Dutch at a much less
accurate rate than native speakers across all gender and age groups (Feng et al., 2021). Similar other challenges arise
in the case of written language in various areas, such as the pretrained neural language models Anoop et al., sentiment
analysis of non-native speakers (Blodgett et al., 2020) as well as GPT detection against non-native speakers (Liang
et al., 2023).

3. Methodology

The methodology in this piece of research is a qualitative explanatory case study. The case study is the recom-
mended methodology for analysis of a real-world phenomenon with the ability to investigate in-depth in the envi-
ronment in which the subject of the case is occurring (Yin, 2017). This allows the researchers to engage with the
organization conducting the project and learn without affecting the organization or project implementation.

The research questions start with “what” and “how” which support the use of an explanatory case study (Yin,
2017). Both questions seek to understand the mechanisms and causal relationships in a specific context. This does
not describe a situation or explore a new phenomenon, it seeks to understand how and why certain outcomes are
happening in the context of the case. The nature of this inquire examines the feedback loops between technology and
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Interviewee Participation
#1 Former CIO of Estonia, Managing partner of consulting firm Interview
#2 Project Manager for AI Two Interviews, Workshop
#3 Product Manager for Bürokratt Two Interviews, Workshop
#4 Bürokratt Architect Two Interviews
#5 Project Manager for Bürokratt Services Interview, Workshop
#6 AI Researcher and Consultant Interview
#7 Head of Machine Learning and NLP Interview
#8 Team Lead – Client Organization Interview

Table 1: List of Interviewees

organization as well as the influence of historical and local factors and streategies employed in the development and
implementation phases of a digital transformation, which fits more appropriately in the explanatory cse study method-
ology. Explanatory case studies are well suited for situations where the research is examining existing interventions
or real-life events to understand the underlying principles or causes. This tstudy aligns with this as it exampines the
real-life implementation of AI in Estonian public services, aiming to explain the factors that contribute to its success
and strategies employed to navidgate challenges.

Interviews allow for the researcher to gather information when direct observation is not a feasible option (Creswell
and Poth, 2016). The semi-structured format provides the ability to have a preplanned interview schedule with the
flexibility to delve deeper into topics where necessary for clarity and understanding.

The data collection methods include document review, semi-structured interviews and a workshop. The case study
focuses on a particular technology development and adoption process within the scope of a larger digital transforma-
tion within the Estonian government. The overall concept of the research design is to attempt to ensure internal and
external validity while gaining as many insights as possible regarding the implementation of an AI enabling public
service project. Internal validity measures include sharing the interview schedule with the team and gaining insight
as to how the questions may be perceived, and to focus on making sure that the proper questions are being asked.
External validity measures range from ensuring that the questions of investigation are relevant to be used in other
international contexts to documenting all the research steps to ensure repeatability.

The sample selection method was snowball convenience sambpling because the purpose of the research gave a
limited number of people who understood the context of the case. Thus the sample is limited to team members of
the core team, former members of the team, client organizations, and outside researchers and consultants who had
contact with the project in order to gain another perspective. Each interviewee provided potential interviewees with
whom the research team could have an interview to gain additional insight into the program. The sampling stopped
when no further interviewees were forthcoming and willing to be interviewed. Overall, seventeen queries to potential
interviewees resulted in nine interviews and a workshop focused on the needs of the clients and customers of the
Bürokratt program.

In addition to the data collected from the interviews publicly available documents, the GitHub archive in which
the procurement for the program, the backlog, and other development related documents and code repositories are
publicly available, and public comments, were used to triangulate the results to provide validity.

The research team transcribed the interviews using automated software and then edited the transcripts for accuracy.
Once this process was completed, the team followed Qualitative coding procedures to label and find themes in the
data. Then the team completed a thematic analysis to extract insights from the data.

4. Case background and description

Estonia has the reputation of a leader in the field of digital governance and e-government. The Estonian gov-
ernment adopted digital technologies ahead of some of the older countries for a variety of reasons. In recent times,
Estonia was one of the earlier countries to adopt an AI national strategy. As a part of the national strategy, Estonia
determined the necessity to ensure development of AI capabilities across the public sector, private sector, academia,
and the populace (Sikkut et al., 2020). During this period, the CIO, CDO, and CTO of Estonia penned a vision paper
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describing what they believed would be the future state of e-Governance as well as a path toward this vision. One of
the concepts to which they decided they would build was government services accessible via virtual assistant.

As a path to the development of this vision of a virtual assistant enabled proactive relationship between civilians
and government, the Ministry of Economic Affairs and Communication (MKM) proposed a proof of concept for a
chatbot that would be a one stop shop for those who wanted to ask questions of different government ministries. After
a successful chatbot proof of concept, this ministry began to build a team to develop a production version of the
chatbot that could be deployed for wide use.

Estonia’s focus on digitization and position in the world gives some factors that can make a digital transformation
which uses data some advantages and also challenges. Because Estonia has a long operating digital state, there is
a history of innovation. This aids in the ability for ministries to be willing to be comfortable with technology in
general. However, this also may create a sense of comfort and unwillingness to move to new options. The data
exchange platform, called X-tee in Estonian, or X-Road allows for government ministries to exchange data in a
manner that is secure and route. However, the principle that people give their data only to one government body and
the data protection law passed by Estonia, mean that data has to be stored where it is captured. For example, any
government entity querying a resident’s residence would request the information from the population registry. This
would leave a log file with a hashed time stamp from which the resident in question can see what organization queried
the information and when it was queried. This protection law though, means that it is not legally feasible for the
ministries in question to create a data lake through which mass training or queries can be conducted. Because of this,
a network of interoperable localized chatbots associated with individual government entities and databases needed to
be built rather than a single government chatbot.

This could provide some challenges because each implementation of the chatbot part of Bürokratt will have to
be localized with NLP data to be able to adequately answer questions related to the queries citizens may ask of that
particular government entity.

5. Results

5.1. Technical and organizational considerations

5.1.1. Blending the old with the new
One thematic throughline with reference to the technical and organizational architecture is a combination of the

ideas presented by Christensen (2013) and Mintzberg (1989). Governments, with the exception of newly formed
departments (Lunenburg, 2012) typically are what Mintzberg would consider machine organizations. This means
that they have an inherently difficult task when faced with change. At the same time, Christensen’s concept of the
innovator’s dilemma outlines the challenge faced by large organizations that are forced to confront new technologies.
Christensen’s concept is meant to apply to for-profit companies. However, the idea that an organization has to upkeep
development and maintenance on their existing services while simultaneously developing a new technology and the
challenges this presents is also applicable to governments. Contrary to the suggestions Christensen developed for
corporations, it is not possible for government entities to create spin offs to enable the building of AI enabled public
services. Thus the only option is to develop “ambidexterity” as “dynamic” organizational capacity (O’Reilly and
Tushman, 2008). Principally, in this case it illustrates the tension between existing technologies and new ones.

The organizational and technical infrastructures in this case inherently tied. Both the technical organizational
architectures as they relate to an AI enabled public service must be configured in a manner which allows for them to
integrate with existing organizational structures and technical architectures.

For example, in the Estonian case, the Bürokratt program has been designed from the beginning to comply with
existing technical infrastructures. This is illustrated by interviewee 4 as they state, “In Estonia, we have about 3000,
e- services. We are working on a solution that anybody can create e-services by combining these three 3000 e-services
plus any number of public REST endpoints “The e-services in Estonia use a date exchange platform called “X-Tee”
the Estonian version of X-road as an enabling technology. This has the follow on effect that any application or program
attempting to aid in the transaction of e-services is required to be interoperable with X-road, in this case Bürokratt.
The history of e-service transactions completed through X-Road provides a set of data from existing architectures that
can be used moving forward.
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Additionally, the Bürokratt technical architecture has to solve for challenges with X-Road’s original design and
it’s integration with an AI-enabled tool as laid out in the next generation digital state vision paper by Vaher (2020)
which they solved in a different way than in the pilot of the technology, “we have this the DMR in in our architecture
distributed message rooms it’s we have a proof of concept for its from June last year we haven’t implemented in
production yet.”

This is further confirmed in discussion with interviewee 5 when describing the approach that Estonia has taken
toward digital transformation as it relates to the data exchange platform X-road, “Many countries probably have some
similar problems, just because we work in a similar field. But again, because we have solved things, previously very
differently, we have X-road. Other countries don’t have X-road. This is not to say that because of X-road. If you don’t
have x-road, you will never have digital transformation, that I don’t just, I don’t really believe in that. Because you
have lived as a country up to this day without x-road. So probably very likely, you have other processes going on.”
This statement acknowledges the interaction between technology and business processes in oganizations.

5.1.2. Development tied to organizational processes
The development process itself is tied intimately to the business processes in the government organizations it is

meant to enable. Interviewee 4 for examples states, “We don’t have this kind of discussion with the business side
said that we want to provide this kind of service around them if we can do it or we should we have to skip it. Like
a product’s business requirements. And technically, we provide everything that the business side wants and for our
clients, it’s just a matter of using our deploy scripts to get everything up and running.” Before making any technological
decisions, the architect asks for a business case. This can be considered a standard practice. However, in this case it
provides the important role of tying the business processes to the technological developments and ideally keeps the
focus on the requirements of adopting organizations.

5.1.3. Silo-breaking activities
The aforementioned combination of the need for an organization to address faster moving technologies and the

difficulty changing the organizational architecture of a machine like organization necessitates addressing these needs
through novel means. The speed at which organizations process information in the information age architecture
(Mendelson, 2000) is a determinant factor for success. Given constraints on the structure of the organization, silo
breaking activities, including overlays and a knowledge sharing practices are a potential solution. The project manager
for AI projects in Estonia explains the nature of their overlay position: “As project manager here, but I’m not directly
working together with [the Bürokratt team], because my job is basically to be making sure all the goals that were set
in the AI strategy we have for Estonia, that those goals will be met. So my job basically, is to know all the different
private public sector organizations, what they’re working on what kind of AI projects they have started. And so I
should have a database of all the AI projects done in Estonia in the public sector.” (Interviewee 2) In this manner the
interviewee’s role is what can be called an overlay position. This allows for communication across organizational
and developmental siloes. Because this individual reports directly to the Chief Data Officer of Estonia, there is a
cross-organizational communication path and ability for groups to not duplicate efforts. They state, “Because often
when [ministries] start developing something they kind of reinvent the wheel sometimes, because actually, it happens
often. So they, they think that this is something completely new that nobody has ever done it before. But then it turns
out that somebody else has already done it. So maybe they should talk to each other. So that’s that’s also one of my
responsibilities; to make sure I bring the right people together and when somebody is struggling I can I should be able
to tell them where to go and who to interview or who can help them.” (Interviewee 2)

In addition the group conducts knowledge building activities among government employees which also allow a
venue to communicate across siloes. Interviewee 5 states, “At least once a month, we have webinars where agencies
that have implemented something will come and talk about it. And then you have the connections already made.
Whereas for Bürokratt we have webinars where you have agencies that have already implemented Bürokratt, but it’s
more so we are sharing information.”

The technical architecture ties into the organizational architecture, including legacy structures of both, when it
comes to how the Bürokratt tool is developed. The Bürokratt tool is developed centrally and with instances managed
by adopting agencies, like X-Road before it (Blake Jackson et al., 2021). From a legal perspective, the agency or
ministry must have new contracts signed between the relevant service providers and service consumers as well as the
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state authentication system “TARA”. Interviewee 5 states, “Tara means fence in Estonia. You need to use TARA
[authentication], because Bürokratt’s back office uses data for you to log in. But for that you need another contract.

5.1.4. Necessary activities
As can be seen from the example of the state authentication system integration in a legal and technical sense, the

technical and organizational architectures are shaped by factors outside these two phenomena. Rather, they are both
influenced by the legal framework and regulatory environment. The above example, is a clear situation in which the
law affects both the technology and the organization. In addition, the approach to building Bürokratt mirrors in some
ways the development X-Road by the Estonian state nearly 20 years ago (Blake Jackson et al., 2021). There is a single
responsible team for the development inside of the government, and they use public private partnerships. In the case
of Bürokratt, the RIA (State Information Authority) team responsible for building the program conducts the public
private partnership procurements in the open on GitHub. Interviewee 4 states, “We produce a software, we use X-road
services, we don’t provide any central services. We observe our Bürokratt instances.” The program is there to provide
a chat interface and service module to open another digital channel through which residents are able to instantiate
digital public services, operated by other government ministries through existing infrastructure.

As can be expected, when technology is in use in the government, at least in an EU country, regulations apply.
The ministry gives only certain portions of the development to outside providers and takes it upon itself to maintain
the proper security readiness, Interviewee 4 states: “[Development partners] have to use our base components. Then
when it comes to pentesting. When something is red, [they] are not affected. These are our core components, you
won’t have any access to them. And you just wrote these [simple text files in YAML (yet another markup language)]
and that’s it. And this is also like a major argument. Everybody says yeah, fine. It’s great now, because penetration
testing in public sector is not something that’s taken lightly.”

Data protection and privacy are also important essential activities that tie into the legal and regulatory framework.
The development of the distributed messaging rooms (DMR) mentioned above is an example of how the technical
architecture is affected by the regulatory framework, in this case the personal data protection law in Estonia. Another
example of this is the approach of the MKM team as the approach the continued development of the Bürokratt system
in the post ChatGPT general availability world. Interviewee 7 states, “If we want to have citizens specific request
inside there the we shouldn’t use that way. It’s a big risk and uh, we would have a have it risking so that open AI in
some point will use retrains their model and uses the data that will given them. And inside there is private information
about some citizens.” So rather than using the most widely adopted solution, in order to protect the people using the
system, it is necessary to consider Gen AI options that will be able to prevent private personal data from being used
to retrain the model later. The potential hallucinations and other challenges of GenAI or LLM use in government
services is beyond the scope of this paper.

Many factors influence the technical and organizational architectures. These include the historical architectures
used by the government and the extent to which they can be changed, as well as the legal and regulatory framework
and planned improvements.

5.2. Digital transformation towards AI-enabled public services

Estonia has a large role in consulting with other nations internationally on how to increase the maturity of digital
public services. It could then of interest to understand from an Estonian use case how another country or government
would go about managing a digital transformation in related to adopting AI-enabled digital public services.

5.2.1. Have a purpose!
“I think they should, I think countries should really actually focus on themselves, have think tanks, really under-

stand. What are our issues, let’s really get the root issues down. . . At this way, it’s way more important to understand
the problem, and then start looking at the solutions that maybe somenoe esle did.” (Interviewee 5)

Having an understanding of what a person wants to build or to write, whether through a prototype or an outline,
can ease the difficulty of the building or writing. Similarly, with a governmental digital transformation, rather than
looking at something that is already in existence, starting with the use case and then considering the technical and
organizational legacy in the region can ensure that whatever is built suits the context in which it is operates.

9



5.2.2. Execute on the vision!
Many countries have written AI strategies and road maps. Many countries are currently planning, piloting, and

executing AI projects in government. However, the journey from the vision to the implementation and operation of
the projects can be a fraught one.

Interviewee 1 details how there can be challenges before development starts: So we assumed when we were
writing the paper and stuff, for example, ‘I don’t know linking up to Siri is gonna be like quite an easy thing, right?’
What came out in the work is that well, look actually the way that the series the Google Assistant, the others are
built up right, they were nowhere near ready to what bureaucrat was meant to offer. . . So obviously that’s took from
the original plan a few steps back compared to where we hope to be. The initial vision may have some challenges
when it comes to the capabilities of available technology for the use case. And in the context of these challenges,
the interviewee explains the importance of experimentation and agility in the approach. “That’s not that’s exactly like
agility of that, that’s the that’s what happens if you set out with an experimentation program like Bürokratt, I really
see that experimentation program like we had this hunch that hurts how it could work, but would it work how it would
work?”

This focus on agility for government entities extends to the way that the current development operates. There
is debate about how effective agile development is in the public sector Kupi and McBride (2021). Nevertheless,
the groups developing the Bürokratt program use several practices typically associated with agile methodologies and
Silicon Valley. They use Jira, and have product managers similar to many technology firms. They at one point
even instituted mini-procurements at the beginning of the project which allowed for them to have individual partners
develop specific back log items in one month long sprints. Each mini procurement would then have a development
cycle associated with a one-month agile sprint. However, in keeping with organizational agility (Vial, 2019) when
they made a shift when necessary. Interviewee 4 states, “We changed it. There were two reasons. One of it was
that we got so many developments so far that we couldn’t test it and it was really a problem. And there are some
solutions to automate this part. The other thing . . . was that if you have so many small tiny procurements, it’s totally
overwhelming for the legal department and that’s why we had to adopt [a] different kind of approach.”

The organization also uses techniques associated with technology firms for maintaining alignment and driving
achievement. The team uses Obectives and Key Requirements (OKRs) embedded in the Jira platform. Interviewee
2 states, “We use the same system, we have our OKRs. And then, and of course, often, with innovation, your goals
might change a bit like at first, they might say, Okay, we’ll do this thing, but then you realize that actually, that’s not
the thing you can do...And let’s agree on this other thing we’re going to do, and it’s okay. . . I always have my my
objectives there. And we know what I need to do.” Because OKRs are agreed upon by all relevant parties, it aids in
maintaining cohesion and alignment across the organizational. In addition, as stated by the interviewee, they have
built in flexibility.

5.3. Adoption challenges

5.3.1. Lack of citizen engagement
Many of the AI-realted initiatives from the public sector are a result of funding availability and top-down strategies.

One interviewee states, “So citizens very often are not included in any AI related projects or somewhere at the back
you know, verify this for us. . . They’re not a key stakeholder in already the beginning, so in few cases I’ve seen, they
come as an afterthought(Interviewee 6).” This can result in a product or service that is difficult to get citizens to use.
Additionally, citizens may not have the same excitement for a government developed system as they do for the latest
customer focused private sector application. Interviewee 5 states, “For us, we are selling a national service. So it’s
not that exciting to many people. And even with the uptake of apps, like Tiktok comes out, and everyone’s like,
‘Oh, this is so great. You don’t really need it, but it’s just so great.’ [Then] the Covid [infection location tracking]
App comes around, [and[ no one downloads.” This is a challenge that many governments face as they develop citizen
facing Government to citizen (G2C) technologies.

5.3.2. Organizational resistance
Resistance is another factor in the challenge to go from the vision to implementation. In the government as well

as the private sector, the challenge is that individuals working in the organization may have resistance due to risk
aversion. Interviewee 5 illustrates, “The agency wants to not make any mistakes. . . They have the understanding of
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how does this affect me? And how do I sell this to my higher ups and not get fired? Obviously not get fired. But you
need to have a strong use case that you can back everything up.“ One way to ease this transition is to understand this
risk aversion.

And contrary to the prevailing opinion, it is not necessarily the leading technological organizations in the govern-
ment that will be most willing to adopt an AI related technology. Interviewee 2 states, “they feel like they are already
way ahead, and that they are the digitally transformed. And they don’t see the need for AI.”

5.3.3. Overcoming resistance
Looking at the process as an educational one and showing the value to adopting organizations seems to be most

successful. “You have to somehow make them realize that there’s so much value in data, and they can actually use
it. . . and that they are missing out on so much. But I guess it’s also like, it’s about educating them and teaching them
(Interviewee 2).”

Another important factor that has been identified in the literature is to get the leadership involved (Vial, 2019).
Interviewee 5 sees this dynamic and states, “If the agency has an understanding, its Director General, and it’s people
that actually are going to implement it. Both have a it’s very important for the Director General also to understand
because they will need to give their okay, because it’s, it is gonna take money, to understand what it takes, then they are
there for us to actually call them clients.” When leadership is involved and tracking the implementation and adoption,
it gives cover for the individuals in the organization and incents them to make the adoption successful.

Even with all these methods to overcome resistance and accomplish the mission, this does not mean that the digital
transformation will be successful. It gives a slightly better probability of success. Even then, some find that opening a
new digital channel doesn’t necessarily reduce the level of work. Interviewee 8 states, “I think the bot can answer the
easier questions and . . . now all the ‘I want‘ requests that we get for from for our email. The questions aren’t simple.”
It may even increase some of the human work.

6. Discussion

The Bürokratt initiative is being developed and implemented in a unique context. The findings of this research
support much of the digital transformation literature in that there is a feedback mechanism between the technology an
organization adopts and the organizational structure. In the case of the visionary authority, the Ministry of Economic
Affairs and Communication (MKM) and the integral development authority, the State Information Systems Authority
(RIA), although largescale wholesale changes have not occurred organizational shifts in the form of cross-functional
teams and overlay positions facilitate increased communication and alignment. Interviewee 2 is a project manager
who has a view into nearly all AI development projects in Estonia, of which Bürokratt is only one, and can facilitate
communication and knowledge sharing between these organizations. This person reports directly to the Chief Data
Officer (CDO) of Estonia even though they work in RIA. In addition, interviewee 5, the project manager for Bürokratt
services, works at MKM and reports to the CDO as well, but as a part of their job, works very closely with the
Bürokratt Product manager, who is interviewee 3. Human resource constraints in the Estonian government cause this
to be individual contributors, but in a larger governmental context it would make sense for this to be cross-functional
teams and multiple overlay personnel who facilitate moving information between siloes.

Much of the digital transformation theory focuses on digital transformations across private and public entities.
The level of flexibility in structuring a private enterprise would be higher than that of a government, which necessarily
has many environmental and legal constraints as to how one can change the structure in response to feedback due to
a technological change. This would from an institutional perspective pdiscussed by Hinings et al. (2018) mean that
in this case the government adopdted digital institutional building blocks, but not digital organizational forms like
AirBnB or Uber, leading to digital innovation in the adopting organizations within the Estonian government.

Trust is a factor that is key to the adoption of e-governance and e-government related technologies as discussed
above. One way to aid trust is to enhance the user experience so that the people using the service perceive that those
developing it are similar (Colesca). The Estonian authorities understand this. They commissioned a consultancy to
understand the readiness of the population to adopt AI enabled digital government services and lead with the needs of
the citizen as their “why” in their discussions on the topic. This came across in the interviews and the workshops.

The dynamic interaction of the technical and organizational architectures in the case of MKM and RIA could be
seein in the technical innovation and flexibility required to be able to integrate AI technologies like natural language
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processing and the a decision to develop a network of interoperable chatbots. The organizational adaptability and
strategy could be seen in the use of agile and collaborative approaches like agile development and the use of objectives
and key results to maintain alignment across the organizational structures that typically are heavily bureaucratic. The
ongoing alignment of strategic government objectives with the technological advancement and those involved in that
development demonstrates this as well. The environmental challenges posed to the government like the challenge of
figuring out a way to make the national language of Estonia available in data and operable in the chatbot and regulatory
environment provide the teams at RIA and MKM with an opportunity to introduce unique technical solutions to make
a vision into reality.

With limited human capital, the teams realized the importance of reducing the complexity from the adopting
organization perspective and even the developer perspective. With multiple iterations of the final product, this should
aid when the service module reaches general availability and Estonians are able to use Bürokratt to access digital
public services.

7. Recommendations for strategy and policymakers

The results of this case study indicate that it is not possible for leaders from foreign nations to be able to copy
and paste the Bürokratt program into their context. To quote one of the interviewees, “You look at your problems,
and understand your core root issues and find a solution to it. Maybe I should rephrase it as what should the outcome
be like? This you should do before you start looking at other countries, or just in my opinion. Then you don’t ask a
question, how can x-land be like Estonia? But then you look at how can I fix my problems? And I think people would
be you know people in public sector or any place would find it easier to start working on this very huge task.”

Another clear relevant factor to decisionmakers in the literature and the results of the case study is the importance
of upper management support or leadership. Without funding from leadership nothing will get done. But in addition
to this it is important that leadership is on board from the ideation phase of the initiative. In the case of the Estonian
Bürokratt initiative, the vision originated from the leadership and that driving “why” is responsible for not only the
funding and the organizationally agile context, but also for hiring the right people in key positions to be able to make
the vision meet reality. This forward looking leadership chose to adopt agile practices adapted for the public sector
and emplace processes and practices to maintain strategic and tactical alignment like using objectives and key results
rather than the typical key performance indicator way of measuring performance.

8. Limitations and future research

The size and scope of this case study is limited by design. This comes with limitations in the potential applica-
bility of the results. In addition the time scope is limited. This case study represents a small period of time in the
development of the Bürokratt initiative so it is unable to determine of the program is a success in achieving the vision
of virtual assistant enabled digital public services.

Future work could give deep analysis of similar initiatives in other technological, organizational, and environ-
mental contexts. Relevant factors for AI maturity models and readiness assessments in the public sector would be an
interesting topic of research. In addition, with the recent rapid expansion of large language models (LLMs) future
research could investigate how similar projects might implement LLMs or foundation models as well as the potential
ethical ramifcations of such an implementation and governmental adaptation to their digital transformation strategies.

9. Conclusion

The Bürokratt initiative as a case study demonstrates many of the relevant points of the academic literature related
to digital transformation as they pertain to the adoption of AI enabled digital public services. It illustrates the adap-
tations in technological innovation and organization strategy that the Estonian government team has used to address
contextual challenges and maintain a strong human centered focus in service delivery. The importance of leadership
and effective public private partnerships in response to limited human capital provides valuable lessons for similar
digital transformations in other contexts. Even though this case study captures a point in time early in the develop-
ment of the project, it shows the potential of strategic AI implementation in providing efficient and effective digital
public services.
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1 INTRODUCTION: DEVELOPMENTS IN GENERATIVE AI 

Governments around the world have varying levels of maturity when it comes to e-government and e-governance [1]. 

When it comes to offering AI enabled public services, a prerequisite is to have public services that are already offered via 

digital channels. Some maturity models have automation at the higher levels of their measures of maturity. Although AI 

and automation are not synonymous, in some sense, if a public service were offered through an AI enabled digital channel, 

it would be analogous to an automated business process between the citizen and government. Chatbots can potentially aid 

in management of relationships between government and citizens if executed well [2]. Citizens seem to believe that digital 

channels of communication are easier than traditional methods of communication [3]. 

One potential role for a generative AI chatbot based on a foundation model would be to create better responses for 

consumers of public services. This way, the functionality and level of response would be similar to the LLM-based tools 

the consumers are using in their daily life. This creates a better user experience which has the possibility to increase trust. 

However, this type of implementation comes with challenges. 

The Bürokratt project [4] serves as an example of a project for building a conversational AI in public service: a virtual 

assistant using natural language to simplify interaction with the state agencies. The project was initiated in 2020 and the 

first version was published in 2022. The system is built around an existing chatbot toolkit from rasa.com and is primarily 

rule-based, while employing a limited amount of machine learning, mainly for intent discovery. However, up to 2024 it 

has seen very limited deployment and use, mostly due to the complexities of achieving sufficient conversational quality 

for practical uptake. In order to make the system give relevant answers to queries, the government agency deploying the 

system would have to create and maintain a large number of complex rules specific to the agency, plus perform training. 

This has clearly been too hard a task for the agencies. It seems likely that instead of attempting to continue with the 

deployment of Bürokratt, a new version will be built, centered around large language models (LLMs) and retrieval 

augmented generation (RAG). 

1.1 Integrative Review 

This paper consists of the results of an integrative review which was conducted by the researchers based on the 

methodological protocol detailed in [5]. This consists of six steps which are. Step one is to select a concept. The research 

team selected the concept of the challenges relating to adopting Generative AI chatbots in public services due to the 

appropriateness of the expansion of Generative AI chatbot use at the same time that the Estonian government has been 

implementing Bürokratt which is developed using traditionally developed chatbot technology. Step two is to determine the 

aim of the analysis. In this case the team chose to search of all of the technical, social, and legal literature relating to GenAI 

chatbots that would be relevant for their use in public services. Step three is to conduct the review, and step four is to 

organize and evaluate the data. Step five is analysis and synthesis. Step six is discussions and conclusions. And step seven 

is to disseminate the findings. Steps three through six were conducted among the team and resulted in the output for step 

seven, which comprises the rest of the paper.  

1.2 Generative AI Chatbots 

Following Conversational agents, traditionally developed modern chatbots, use NLP and ML capabilities, but the most 

advanced chatbots today use generative knowledge-based techniques. These techniques involve training the bot on large 

amounts of data, allowing it to generate responses based on patterns and information it has learned. This approach allows 

chatbots to have more natural and varied conversations, as they can generate responses in real-time rather than relying on 
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pre-defined answers. Generative knowledge-based chatbots are becoming increasingly popular as they can provide more 

engaging and personalized interactions with users. 

Chatbots using machine learning approaches use NLP to extract content from user input and can learn from 

conversations. These chatbots consider the entire dialog context, not just the current turn, and do not rely on predefined 

responses. Training these chatbots requires extensive datasets, which can be difficult to find as available datasets may be 

insufficient. These chatbots offer more advanced capabilities compared to pattern matching-based chatbots [6]. 

1.3 Large Language Models (LLMs) 

Large Language Models (LLMs) are pre-trained models with the capability for fine-tuning for various language-related 

tasks [7]. Recent advancements in large language model (LLM) development encompass a diverse array of topics. These 

include innovations in architecture, strategies for training, enhancements in context length, fine-tuning methodologies, the 

emergence of multi-modal LLMs, applications in robotics, the creation of specialized datasets, benchmarking efforts, and 

pursuits focused on optimizing efficiency [8]. An AI system utilizing a Large Language Model (LLM) expands its scope 

beyond mere text generation, facilitating capabilities such as engaging in conversational interactions, completing tasks, 

logical reasoning, and demonstrating a degree of independent behavior [9]. However, integrating LLMs with conventional 

software systems like databases, planners, explicit rules, up-to-date texts, etc. is a complex question without sufficiently 

good answers yet [10]. The most promising and widely used approach right now is Retrieval Augmented Generation (RAG) 

which uses vector databases to search for related snippets of texts to be automatically inserted into the prompt [11]. 

1.4 Conversational AI in Public Services 

In the last years the relevance of generative artificial intelligence (GenAI) and large language models (LLM) have become 

prevalent in the public discourse, and governments are still reckoning how to deal with these technologies and the drivers 

and challenges which they pose. One of the obvious challenges that these technologies are providing is the change in the 

environment external to governments. To put it plainly, when consumers of government services have used ChatGPT or 

other GenAI technologies based on LLMs it can affect the expectations of those citizens when they attempt to use 

government chatbots or other digital technologies to help people use another digital channel to access information or 

services which creates pressure to recreate the same experience [12]. At the same time, traditionally developed chatbots 

including current phase of development the Estonian government chatbot called Bürokratt, pose significant challenges on 

their own potentially creating an opening for the guarded implementation of LLM-based chatbots in governments. 

2 CHALLENGES RELATED TO GENERATIVE AI CHATBOTS 

2.1 Technical Challenges 

Developing chatbots is not a simple task. Governments are reckoning with how to handle the many requirements and 

competences that are necessary to build a chatbot capable of answering citizens in a realistic manner with appropriate 

responses. Some governments are currently attempting to build chatbots on the road map of a greater vision to build 

personal virtual assistants with the capacity to conduct digital public services, like Estonia and the Bürokratt program [13]. 

2.1.1 Complex Queries 

Chatbot users may enter long and complex queries where they present information in a structured and layered way. LLMs 

may struggle in parsing and understanding such inputs and have lower accuracy compared to simple queries. Deep semantic 



4 

and syntactic understanding is required to process such texts. Latest LLMs, such as OpenAI’s GPT-4 have demonstrated 

unprecedented cognitive capabilities, but still may fail in processing complex queries. A straight forward conversation with 

the chatbot may turn into a complex one even when the user switches to new topics within the same conversation. Chatbots 

may face challenges in distinguishing each of the cases and transition to the one that the user considers relevant.  

2.1.2 Context Handling 

Natural language if often vague. Words and phrases can have different meanings and understanding the message is 

dependent on the context of the conversation. Some conversations are more context dependent than others. Generative AI 

chatbots struggle especially in the context dependent conversation, where their understanding of user’s intent may suffer. 

Understanding the conversation context over the length of the conversation remains a challenge for chatbots. 

2.1.3 Cultural and Linguistic Insensitivity 

Users’ context is also due to the cultural and linguistic background. When generative AI chatbots are based on foundational 

models, these may be insufficient to account for cultural and linguistical nuances. When the chatbots misses its target 

user’s cultural-linguistic background, it may fail in to compose appropriate and respectful responses. It may even 

misinterpret user’s intent or be insensitive in other ways. Misinterpretations will disallow the organization to provide the 

same quality and consideration of service to all population groups. This will lead to dissatisfaction and even other 

consequences of ethical nature. 

2.1.4 Variability in Users’ Self-expression 

Chatbot users are different in the way they speak and express themselves. This includes different language styles, spelling 

and grammar. Chatbots need to be up to the task when users express themselves in diverse ways. Chatbot’s failure to 

identify user’s intent may be due to the variability of user input and the shortcomings in the training data. Developers face 

questions, how to train the LLM based chatbot, so that it would be consistent and reasonable in its responses. Understanding 

on users’ diverse expressions is crucial for the next era chatbots. 

2.1.5 Lack of Domain Specific Understanding 

As LLMs are trained on public domain data, these are good in general understanding and common ground knowledge. 

However, domain specific areas, such as many government services, may have not been included in LLMs training data 

sets. This may result in failure to understand the specialty context, terminology, industry-specific standards or other domain 

specific knowledge. Many domains have specialty jargon and terminology that were not included in LLMs training data. 

Understanding the proper context within a discrete domain in crucial for the chatbot service. When the users input 

specialized language, this may lead to misunderstandings and consequent incorrect responses by the chatbot. 

2.1.6 Lack of up-to-date Information 

Some domains, like government services, require constant updates. In some fields, which require regulatory compliance, 

regulations may change frequently. Chatbots should be aware of the latest developments and regulatory requirements. 

LLMs are trained on datasets that are historical in nature. This also means that generative AI chatbots lack the ability to 

access real-time information. Users often seek information about currently available services or service updates, that 

they’ve ordered. When LLM-based chatbots are disconnected from the presence, this likely results in outdated responses 

to user queries. Regularly re-training or fine-tuning LLMs with new specialized information, and forgetting outdated 
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information, may be complex and prohibitively expensive. Developers need to find ways to link LLMs to the organization’s 

internal and external databases, to make sure, the service provided is up to date with latest requirements, procedures, events, 

resource availability, service status and other dynamic aspects of the service. 

2.1.7 Integration to Databases and Responsiveness 

Database integration is inevitable for any chatbot that does more than just providing static textual knowledge or seeking 

up latest status. Linking a chatbot to the organization’s or governmental databases rises many challenges. Integrations need 

to be robust, secure and seamless. These databases may use different technologies and formats, which presents technical 

challenges for compatibility and interoperability. Additionally, the system needs to be scalable, as when the chatbot’s user 

base grows, the demands for traffic to the database also increases. Growing traffic may hence diminish or even compromise 

the performance of the system. Real-time integrations to various modules and databases increase the latency and response 

time of requests. Users expect prompt responses, where delays in response generation and information retrieval will likely 

impact overall user experience.  

Challenges for responsiveness are tightly connected to how much contextual information chatbot stores in its memory. 

Efficient memory management is crucial for optimal chatbot performance. This is a balancing challenge, where on the one 

hand the developers need to minimize memory usage for the sake of responsiveness, but from another hand, need to allow 

the relevant information be stored in the memory [10] [11].  

2.1.8 Memory 

Generative AI chatbots face several challenges related to remembering the previous exchange with the user and long-term 

memory. These issues impact chatbot’s ability to maintain context and to provide accurate responses. As LLM context 

window is limited, generative AI chatbots struggle to retain context over extended or repeating conversations that takes 

place over multiple sessions. As a result, users may be asked the same information over again, or in worse case, chatbot 

would presumes such information non-existent nor asks the user to (re)state such information. When conversations take 

place over multiple sessions, chatbots are challenged also to account references to previous parts of the conversation, that 

may refer to pronouns, specific terms or other context or case dependent information. Some LLMs prioritize recent inputs 

over what was said over long time ago, even if that historical information fits into the context window. These shortcomings 

lead to a narrow focus on the most recent interactions and potentially leave out important details form the start, when the 

user bought their case to chatbot’s attention.  

Storing and managing conversational history to improve the performance of the chatbot raises additional issues about 

data security and privacy. Chatbot designers cannot account for all types of information that the users would enter into the 

system. Other users may be uncomfortable about entering sensitive data via chatbot channel. On the other hand, the 

legislations, such as the GDPR, obligate the operators of such technology to follow strict data protection rules. 

2.1.9 Data Security and Privacy 

Chatbots often deal with personal or sensitive data that requires specific methods and procedures to handle. Guaranteeing 

user’s privacy and ensuring that their data is stored securely is a major challenge. This data is exchanged between the user’s 

device and the chatbot service. Additionally, internal or externals services, such as databases may be connected to the 

pipeline. The physical computing devices, together with the data links between them, and the data transmission protocols 

may all be vulnerable for breaches.  
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Integrating chatbots with databases poses serious challenges in ensuring data security and privacy. Databases may 

contain sensitive information, such as the user’s health data. Access to sensitive data must be restricted, calling for 

encryption mechanisms to protect the data from unauthorized access. The security concerns for the database data are not 

only about data leakage, but also about data manipulation by bad actors, e.g., for sabotage purposes.  Therefore, a chatbot 

connected to a database, should include robust authentication mechanisms.  

The development of chatbots within the government sphere provides more challenges related to data privacy than 

many for profit implementations of chatbots. The latter do not have to deal with as much, or organizations like Open AI 

consider less of a priority. Governments, by the nature of their existence as the entity which creates and enforces laws have 

to consider topics like security and privacy of citizens as well as the veracity of responses [13]. Similarly, these concerns 

pose a challenge when governments are developing chatbots of their own. 

2.1.10   Bias and Fairness 

Chatbots will inevitably perpetuate biases present in the training data of LLM which it was based on. Unintentional 

discrimination or misinformation may happen due to the unbalanced training data. Training of a large language model 

requires vast amounts of textual data. Such foundational models are never comprehensive, meaning these do not cover all 

the business domains, hence are limited when faced with unforeseen scenarios. Importantly, the bias may introduce serious 

errors in the answers produced. In 2021 the Dutch government fell as a consequence of the errors made by the machine 

learning algorithm used for checking childcare benefits [14]. 

2.2 Legal and Regulatory Challenges 

Given certain conditions in the level of digitization in a country, the legal framework combined with the sharing of 

knowledge regarding technologies across national borders can work as a barrier to the adoption or as an opportunity [15]. 

The necessity for a regulatory framework to govern the use of AI can be seen in the EU developing a preliminary EU Act 

as far back as 2021 and the Biden administration’s release of an executive order focused on the safety, and security of AI 

in the United States [16]. Canada, China, and Australia are investigating how to approach the regulation of generative AI 

technologies as well [17]. 

2.2.1 Compliance with Data Protection Laws 

The EU has typically functioned as the leader in the area of technology regulation due to the passing of the EU General 

Data Protection Regulation (GDPR) [18]. GDPR and similar national laws can have an effect on the ways in which an AI 

system is designed or adopted. For example, Estonia has the personal data protection act (PDPA) which closely mirrors 

GDPR but also stipulates that the government must store data where it is collected [19]. This means that when designing 

the original Bürokratt chatbot, rather than using a data pool and having the chatbot connect to it, they instead had to design 

a network of chatbots which would refer the user to the relevant government ministry and have that chatbot answer the 

question of the citizen.  

Under GDPR the data and privacy of citizens using web technologies should be anonymized or deleted upon request. 

One application of this would be to ensure the deletion of private information of citizens from conversations with AI based 

chatbots. Some researchers also provide general guidelines for the regulation of AI and chatbots. External audits for privacy 

and data protection in the use of chatbots is one way to ensure that the key concerns of regulators and researchers are 

appropriately addressed [20]. However, one challenge is that not everyone who uses AI enabled chatbots and services fall 
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under the jurisdiction of the EU and therefore this may lack the type of enforceability necessary to have a large effect in 

many countries [20]. 

2.2.2 The EU AI Act 

The EU AI act recently made headlines because decisionmakers reached an informal agreement on what should be present 

in the law. Researchers have called for the regulation of AI in recent years, highlighting the need for guidance in the US 

[21] and attempting to limit monopolistic behaviors among the large AI providers [22]. Others have called for approaches 

to regulating AI through loping and iterative frameworks [23]. However, the EU AI Act takes its final shape will have 

effects on the AI legislation across the world whether informally or formally in what is called the “Brussels effect” [20]. 

This effect refers to an informal effect, not to be confused with enforceability outside EU citizen context. The EU AI Act 

divides types of systems into risk categories and has suggestions and requirements for systems that may have an impact on 

people’s lives which could potentially transgress their rights [24]. In this concept of the systems the chatbot falls below the 

risk classification of high-risk [25]. However, there has been some discussion of regulating large-language models and 

foundation models in a similar way to the high-risk systems [26].  Some researchers believe that the way the law was 

drafted may not actually help the EU achieve “trustworthy AI” but instead has a misalignment problem by assigning risk 

categories instead of focusing on elements that may actually increase the trustworthiness of the AI systems [27].  

2.2.3 Potential Liabilities 

Contemporary concerns emerge due to technological advancements, which have allowed a significant reduction in the 

expenses associated with gathering, storing, analyzing, and utilizing data on a large scale. This expands information 

imbalance well beyond individual transactions. These advancements are commonly encapsulated by the phrases "big data" 

and "AI." [28]. These risks and liabilities can be associated with the use of chatbots in public services. One major concern 

is data protection and privacy issues. Compliance with data protection laws such as the GDPR is crucial when 

implementing AI systems like chatbots. Failure to comply with these regulations can lead to legal consequences, fines, and 

damage to the reputation of the organization. The risk of misinformation or bias mat take precedence in the responses 

provided by chatbots. If the algorithms powering the chatbots are not properly trained or monitored, these may provide 

inaccurate information ort bias, which leads to legal implications. 

Privacy breaches might be considered a critical concern with any AI system. If chatbots collect and store personal 

data without consent or fail to secure this data properly, it can result in violations of data protection laws such as the GDPR. 

Individuals have the right to control their personal information and organizations that fail to uphold these rights can face 

legal action.  Privacy in AI systems requires assessing each component against privacy frameworks. Current AI poses risks 

in knowledge representations, NLP, reasoning, and ML model creation and use [29]. 

Another liability risk is the potential for security breaches and cyber-attacks. Chatbots, like any other digital 

technology, are vulnerable to hacking and data breaches. If sensitive information is compromised, it can result in financial 

losses, legal action, and harm to individuals whose data has been exposed. Accountability and transparency of chatbots 

cannot always be guaranteed. If something goes wrong or a mistake is made, it may be difficult to determine who is 

responsible – the developers, the organization using the chatbot, or the AI system itself. The primary legal instruments 

essential for mitigating the dangers of discrimination propelled by AI are anti-discrimination and data protection laws. If 

effectively implemented, both these legal mechanisms hold the potential to combat unlawful discrimination [30]. 

Ethical conflicts may bring additional legal problems that may arise if technical challenges are not adequately 

addressed. One significant legal issue that may emerge is discrimination. If chatbots exhibit bias, whether intentional or 
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unintentional, in the responses or decisions they make, it can lead to discriminatory outcomes, which is illegal in many 

jurisdictions. For example, if a chatbot provides different information or services based on factors like race, gender or 

disability, it can violate anti-discrimination laws and lead to legal repercussions. 

When chatbots are not transparent in how they operate or make decisions, it can raise legal issues around 

accountability and compliance. Regulatory bodies require organizations to provide explanations for how their AI systems 

work, especially in sensitive areas like healthcare or finance. Failure to do so can lead to legal challenges and regulatory 

scrutiny. 

The primary concern so far has been that companies are not held fully responsible for the risks they introduce to 

consumer privacy and data security [28]. Regulation and oversight are struggling to keep up with rapidly advancing 

technologies that can self-improve, leading to a risk of falling far behind [31]. 

2.3 Organizational Challenges 

Governments seek to implement AI tools like chatbots to increase efficiency and effectiveness. These are an example of 

an AI tool that can be adopted in order to open a new digital channel for communication and potentially services with 

consumers of government services, usually residents or citizens of that country. With digital transformations associated 

with new technologies, typically there are changes in organizations [32]. However, according to Van Noordt and Misuraca 

[33] the feedback mechanisms causing large scale shifts within the organizational mechanism of the public administration 

are limited when it comes to the adoption of traditionally developed chatbots like conversational agents [33]. It is not clear 

yet if this is the case with LLM based chatbots. 

2.3.1 Drivers of organizational technology adoption 

The reasons for organizations choosing to adopt new technologies can stem from many factors. However, one of the most 

important factors in this decision is the environment in which the organization exists [32]. Changes in the external 

environment can cause pressure in a variety of ways on the organization itself. This can be external pressure for change 

when the potential user base for public sector services sees the efficiency and effectiveness of solutions that they use in a 

non-public sector context, the demand increases to have a similar user experience from the government [12]. There can 

also be mimetic pressure, the imitation of other organizations [34]. Because the work force that comprises the public sector 

does not exist in a vacuum, large changes in technology can also affect the work force and cause internal pressure for 

digital transformation [9]. Demand for better service seems to be the primary driver in the adoption of GenAI [34] 

According to Brynjolfsson [35] there is reason to believe that GenAI could be similar to historical general-purpose 

technologies and provide a lot of value creation and reduction of costs. However, it has also been recognized that these 

technologies take a lot of time to come to fruition in terms of measurable worker productivity [36]. This can be attributed 

to the need for investments related to the technological innovation as well as changes to business processes, structures, and 

skills [36]. However, with Gen AI in particular, many of the accompanying required components for widespread adoption 

are already in place [37]. Initial research shows the ability for GenAI to significantly boost productivity in customer service 

applications when paired with human workers [38].  

2.3.2 Skills and competences 

For a public entity seeking to adopt AI in hopes of increasing productivity it is important to have AI skills in the 

organization. In public administrations it is important even when hiring teams of outside developers or reusing existing 

software to ensure that there is enough AI skill in the organization to understand what is being delivered and that it follows 
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governance rules and the legal and regulatory environment [39]. This can be difficult because these are in demand skills 

and public administrations may face a competitive labor market for these services. An organization which has internal AI 

talent would be considered more mature in this metric [40]. 

2.3.3 Governance 

Governance is a challenge for organizations seeking to adopt Gen AI governance can be a potential area of contention 

because governance is now more challenging [41]. With the research that has been conducted specific to GenAI governance 

for organizations it is clear that the governance challenge is still being worked out in regulations and organizations [42]. 

The topic is complex and has many overlapping pieces. Schneider, Abraham, and Meske recommend a framework that has 

structural, procedural, and relational mechanisms [41]. For governmental organizations seeking to implement GenAI in 

public services governance should include the procedural mechanism of compliance monitoring, possibly even with 

additional outside models. 

3 CONCLUSION 

Though the amount of speed in the development of the technology itself makes it hard for researchers, businesses, and 

governments to have a clear view of the potential of GenAI in ten years, it appears that the risks are somewhat clearer [16] 

[42]. Risk management methods have been suggested by papers in both the United States and [17] [43]. The AI risk 

management standards for GPAIs and foundational models is grounded in the documents put forth by the National Institute 

of Standards and Technology (NIST) [30]. The Australian risk considerations come from a paper by the office of the Chief 

scientist of Australia [17]. One clear through line in the research on the topic is the necessity for transparency [44] as well 

as data protection [20] [45].  

User trust in chatbots is dependent of most of the aforementioned challenges. For example, when the chatbot would 

provide outdated information, this would undermine users’ trust not only toward the chatbot, but toward the government 

service in general. Users rely on the government on reliable information, which needs to be comprehensive, meaning 

nothing is left out, and timely, meaning it’s latest.   

Some research has been conducted on users and how they may feel about privacy and data protection. Atkins et al 

concluded that the responsible AI guidelines that were current in 2021 were not a good tool for users to be able to arbitrate 

whether the AI chatbot is using responsible AI. One potential solution which was tested on users of a chatbot for this issue 

was to have embedded conversational privacy prompts that the chatbot would give to users. This research showed that 

users were not opposed to such privacy prompts to remind them [46]. 

In addition, legal researchers have proposed some potential solutions to the challenges faced by governments 

reckoning with the rapid spread of LLM based applications like ChatGPT. One suggestion is to use the data which is the 

lifeline and value proposition of the GenAI applications to regulate the corporations producing the applications (Aaronson). 

Other researchers have suggested that even though the European Union is passing an AI Act, the operative regulation under 

which they will most likely regulate many of the GenAI companies will actually be GDPR [47]. In the United States, one 

piece of research underlined the need for transparency and suggested the creation of an AI agency for regulation and 

enforcement [31]. Some believe that applying the high-risk category to LLMs and foundation models under the AI act is a 

way to handle LLMs under the existing EU AI Act proposal [26]. For the purpose of regulatory compliance, it is understood 

that there will need to be some sort of collaboration across the AI value chain in which it is necessary to differentiate 

between the developers, implementors, and the consumers of AI products including the use of foundation models [25]. 
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The most likely solution to the challenge of generative AI chatbots is through some manner of implementing an 

open-source AI foundation model and fine-tuning it for specific use cases with RAG. This could potentially have the 

benefit of having not only the specific answers to questions someone would ask a particular government authority, but the 

model could be adjusted to use authorization methods or an API to complete government services, be implemented on 

premises to comply with data protection regulations, ensure no personal data is used as training data for the next version 

of the model, and potentially to not speculate or give wrong answers to ameliorate the hallucination problem. Such a fine-

tuned GenAI enhanced chatbot would have to be continually audited for safety and trustworthiness sometimes using other 

models to ensure compliance, but could have a better chance at giving the citizen or resident the user experience they now 

expect in a post ChatGPT world. 
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