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LIST OF ABBREVIATIONS AND DEFINITIONS

NLP natural language processing
WSD word sense disambiguation
CorWN Cornetto (Dutch Wordnet)
EstWN Estonian Wordnet
FinnWN  Finnish Wordnet

PIWN Polish Wordnet

PrWN Princeton WordNet

Wordnet semantic hierarchy. In our work, it is mainly a hierarchy where sets of

synonyms (lexicalized concepts) are in a semantic relation of IS-A or ISSOME-
MANNER.

Synset or set of synonyms. A group of cognitively similar synonyms. The synonym may
be a single word, a compound word, a phrasal verb, a collocation, an idiomatic phrase
OT a proper noun.

Lexical unit. A member of a synset or a synonym in a synset.

Polysemy. A phenomenon where a word (lexical unit) or phrase has two or more
meanings, and these meanings are interconnected.

Regular polysemy or systematic polysemy. A status where there exist a minimum of
two words that have at least two meanings with a similar relation between those
meanings.

Multiple inheritance case. A case where one concept in the semantic hierarchy has at
least two parents. For instance, the concept {water} may have two parents - {liquid} and
{food, nutrient]}.

Regularity of multiple inheritance. A status where there exist a minimum of two
concepts with at least two identical parents in the semantic hierarchy.

Test pattern. This signifies a class in an object-oriented approach, a description of

substructure with a specific nature in the wordnet' semantic hierarchy as a graph.

Check. This is used in the context of verification, i.e. we verify the existence of specific
structures in wordnet semantic hierarchies.

Validate. In our work wvalidate means to inspect whether a substructure with a specific
nature in the semantic hierarchy of wordnet fulfils its intended requirements.

! hereafter “wordnet” is referred to in lower-case letters as a certain design dictionary or
wordnet-type dictionary
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INTRODUCTION

“WordNet is extensively used as a major lexical resource in NLP. Howeuwer, its quality is far from
perfect, and this alters the results of applications using it” —
Nervo Verdezoto ® Laure Vieu

Computational linguistics utilizes lexical resources in computer-aided semantic
analysis (Clark et al., 2013). Often, these resources are text corpora, explanatory
dictionaries, but also web-based encyclopedias (Wikipedia) (Gabrilovich and
Markovitch, 2009) or common-sense knowledge bases (Cyc (Ramachandran et al.,
2005), ConceptNet (Havasi et al., 2009), YAGO (Suchanek et al., 2008), BabelNet
(Navigli and Ponzetto, 2012), or DBpedia (Auer et al., 2007)). For over a decade, a
trend for creating lexical resources in different languages has been on the rise, in
particular of the wordnettype design which are by their nature hierarchies of
lexicalized concepts. These hierarchies are very large and comparable to chip design
hierarchies. Wordnet as a synonymy dictionary has quite a different structure from
an ordinary or monolingual explanatory dictionary where every entry has as a
definition or a description. In wordnet, cognitively similar words are gathered into
one set — a set of synonyms or synsets. All synsets are semantically related, thus
composing a forest of hierarchies (Fellbaum, 1998).

Wordnet is typically constructed by expert linguists-lexicographers’. However, as
wordnet building takes place as a human-machine system, as does chip design, we
may expect different types of errors to occur. On the one side, the location of every
item in a chip design is in accordance with certain algebra. Wordnet, to the
contrary, is not so strictly constrained.

While wordnet hierarchies are very large, it is not very efficient to validate
wordnet in an alphabetical word order (Capek, 2012). Instead, it is reasonable to
look at wordnet hierarchies in a general way. For that reason we propose a
methodology based on graph theory. Thus, we search specific subgraphs that point
to possible errors in this vast semantic hierarchy. We look at these subgraphs as test
patterns and use them as descriptions of substructures with a specific nature in
order to check their existence in the semantic hierarchies of wordnet. Every instance
of a set of test patterns has a different error percentage.

Our approach is not entirely new as different authors have used a graph-based

approach to check and validate wordnet as a graph by searching for cycles (Smrz,

? Usually, ordinary or non-expert persons can define an ambiguous word with only a few
meanings but a linguistlexicographer with many meanings. For instance, an ordinary
Estonian proposed three meanings to the word “tee” - “tee” as tea, “tee” as a road and “tee”
as an order to do something. But in Estonian Wordnet, this word has 12 meanings.

12



2004), (Kubis, 2012), rings (Fischer, 1997), (Liu et al., 2004), (Richens, 2008),
dangling uplinks (Koeva et al., 2004), (Smrz, 2004), roots or null graphs (Capek, 2012)
in the semantic hierarchies.

The purpose of this thesis

In the present work we aim to prove that in addition to the abovementioned
substructures (cycles, rings, dangling uplinks, roots and null graphs), there are other kinds
of substructures that are also helpful in the validation of wordnet semantic
hierarchies.

More precisely, in this work we study substructures that consist of multiple
inheritance cases, i.e. the nodes that have many parents and which correspond to the
polysemy in the lexical semantics.

In the context of our work, these certain-shaped substructures are called test
patterns and substructures found from a particular wordnet with the help of test

patterns termed instances.

Motivation
“No two lexicographers have exactly the same knowledge and perspective of a language and that
perspective changes even for a single lexicographer over time” —
Tomds Capek

In the most general sense, we are motivated by the fact that each expanding and

developing human-machine system requires a strong feedback control mechanism

to evaluate the normal trends of the system as well as the unsystematic steps.

Secondly, in the narrower sense, we are prompted by the fact that the quality of
wordnet semantic hierarchies has a strong impact on the quality of natural language
processing tasks that use wordnet (Verdezoto and Vieu, 2011).

Thirdly, different lexicographers have different language perceptions which may
change over time affecting the construction of the semantic network (Capek, 2012).
Furthermore, our work contributes to linguistics practice in the following ways:

o Test patterns simplify the work of lexicographers, thus helping them to check
and validate hierarchical structures

o All given patterns are cross-language, i.e. these patterns are applicable in all
wordnets in the world (there are about 50 different language versions of
wordnets)

e Validating all hierarchies at once using test patterns is much quicker than going
through hierarchies sequentially (Capek, 2012)

e Implemented algorithms help to find the instances of test patterns.

e An overview of 10 versions from Estonian Wordnet’s iterative evolution where
test patterns were employed may prove the efficiency of test patterns in
validation of the semantic hierarchies of this wordnet.

Our work was also driven by reasons related to the feature of multiple inheritance

cases in test patterns, which refer to possible error(s) in semantic hierarchies:

13



e Inappropriate use of multiple inheritance (Kaplan and Schubert, 2001). There are
many cases where multiple inheritance is not used as a conjunction of two
properties (Gangemi et al., 2001).

e Sometime IS-A relation is used instead of a different semantic relation (Martin,
2003). Multiple inheritance makes it possible to compare relations that connect
the various parents of a synset.

o Vider (2001) proposes that in Estonian Wordnet every synset has in an ideal case
only one parent. Test patterns reveal all the different cases.

Further reasons motivating this thesis are given at the beginning of Chapter 3.

Thesis objectives

The objectives of this thesis are to:

e  Give background information on how errors occur in wordnet hierarchies
(Chapter 1)

e  Describe the impact of polysemy and regular polysemy on the wordnet semantic
hierarchy (Chapter 1)

e  Give a systematic overview of the validation methods of the wordnet semantic
hierarchies and the identification of general errors (Chapter 2)

e  Describe and give an overview of the test patterns and the typical errors they
may reveal (Chapter 3)

e  DProvide a numerical overview of the test patterns’ instances for 10 versions
from Estonian Wordnet’s iterative evolution (Chapter 4)

e  Create programs for finding instances of test patterns and apply them on some
different language wordnets (Chapter 5)

Research objects

The central objects of this research are the substructures of semantic hierarchies of
wordnet that consist of possible flaws in the noun and verb hierarchies. Henceforth,
the nodes of these hierarchies are described as sets of synonyms or synsets (or
lexicalized concepts) that group words with similar meanings. The edges represent
hypernymy relations, which in the case of noun hierarchy correspond to IS-A or IS-
KIND-OF relations and in the case of verb hierarchy to ISSOME-MANNER/WAY

relations.

Methodology

The main research method in this dissertation is pattern-based validation. We use

a methodology which is divided into two phases of action:

e On the basis of test patterns our programs find their instances for any wordnet
version

o A lexicographer validates the instances and corrects them in the management
system of wordnet, if necessary.

14



Source information
The central source in this research is a wordnet, a lexical-semantic database. In this
context, wordnet is used as a semantic hierarchy.

Mostly, we use Estonian Wordnet versions in the range of 60 to 70, but
Princeton WordNet (versions 3.0 and 3.1), Finnish Wordnet (FinnWordNet
version 2.0), Dutch Wordnet (Cornetto version 2.0) and Polish Wordnet
(p]WordNet versions 1.8 and 2.0) are also used.

Novelty
The theoretical novelty lies in the new test patterns being presented as graphs and
highlighting multiple inheritance cases in the semantic hierarchy.

The practical novelty lies in the algorithms implemented for finding instances
of test patterns. Secondly, instances of test patterns are used as a lexicographer’s
tool for validating the semantic hierarchy.

RESEARCH QUESTIONS

How to check and validate the wordnet semantic hierarchy?

(Chapter 1) How different construction approaches may affect the wordnet

semantic hierarchies?

e  What is the impact of the particular feature of hypernymy on the semantic
hierarchy?

o  What is the impact of polysemy on multiple inheritance in the wordnet semantic
hierarchy?

o  What is the impact of regular polysemy on the regularity of multiple inheritance?

o  What are the three aspects every wordnet creator has to consider and how do
they affect the quality of the wordnet semantic hierarchies?

(Chapter 2) What methods are used in the validation of the semantic hierarchies
of a wordnet?
e How to systematize the methods of validating employed in semantic hierarchies?
—  What kind of features are used to classify them?
— Into which group of methods does our approach belong?
o  What types of errors occur in wordnet?
— Into which group of methods does our approach belong?

(Chapter 3) What test patterns to use in order to check and validate the semantic
hierarchies of a wordnet?

e How to describe test patterns?

e  What is the most similar work to ours!

o  What direction to follow in validating on the basis of different test patterns!

15



e  What kinds of errors are typical to every test pattern?

(Chapter 4) How to validate the instances of test patterns in the wordnet semantic
hierarchies in practice?

e  What are the examples for validating the instances of test patterns?

e  Who validates the semantic hierarchies of a wordnet?

e  When to validate the semantic hierarchies of a wordnet?

(Chapter 5) How to check the instances of test patterns in the wordnet semantic

hierarchies?

e  What main actions of a program are to be implemented to find instances of
test patterns!

o What is the effect of the test patterns used for validation on the EstWN
semantic hierarchies?

DISSERTATION OUTLINE

Chapter 1 provides background information about wordnet including its design,
applications, and the basic principles of wordnet hierarchical structure and three
aspects of wordnet construction. The conclusions section points out how these
aspects of construction - lexical resources, building models and automation levels

- give many opportunities to import errors into the semantic network of wordnet.

Chapter 2 focuses on the validation methods used in the semantic hierarchies of
wordnet. This chapter divides validation methods into three groups and introduces
them in decreasing order of their popularity. In addition, it gives an overview of the
three type of errors with examples.

Chapter 3 introduces a validation method based on a system of test patterns
proposed by the author of this thesis. All test patterns in this system are described
as graphs and associated with the typical semantic errors they may help to discover.

Chapter 4 puts test patterns into practice, demonstrating the usage of test patterns’
instances in the validation of Estonian Wordnet. The author of this thesis’
describes examples of each instance and points in certain cases to the differences
with the latest wordnet version. Also, a case study, validated by a lexicographer, of
the dense component’s test pattern is presented.

Chapter 5 introduces the main actions of the programs implemented by the author
to find test patterns’ instances. Additionally, it includes an overview of the Estonian
Wordnet’s iterative evolution that is based on versions 60 to 70 and demonstrates

3 Ordinarily, this would be performed by a lexicographer

16



how the use of test patterns affects the wordnet structure. The condition of
semantic hierarchies based on the number of test patterns’ instances is also
presented for four other wordnets - Princeton WordNet, Finnish Wordnet, Dutch

Wordnet, and Polish Wordnet.

The final chapter summarizes the results of this dissertation and presents plans for

future work.
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1. THEORETICAL BACKGROUND

“A wordnet is a computerized dictionary of synonyms, thesaurus, lexical database,
taxonomy of concepts — the list can go on.” —
Maciej Piasecki * Stanistaw Sypakowicz * Bartosz Broda

This chapter provides some background information for understanding the nature
of a wordnet and the topics related to the construction of the semantic hierarchies
of wordnet.

Firstly, a wordnet is defined, its design described and its popularity as lexical
knowledge source in natural language processing (NLP) is demonstrated.

Secondly, the basic principles of wordnet hierarchical structure are covered,
including topics like polysemy, regular polysemy, multiple inheritance and the regularity
of multiple inheritance, which all have an essential impact on the wordnet hierarchy.

Finally, three factors are described that must be taken into account in the
construction of a wordnet. These are the lexical resource(s), building model and
automation level. Depending on which lexical resource, model or automation level
is used in the building or expanding of a wordnet, they may have a big impact on
importing errors into this semantic network.

1.1 ABOUT WORDNET

Wordnet is a lexical-semantic database often used as background knowledge source
in natural language processing applications (Fellbaum, 1998a), (Reynaud and Safar,
2007). In addition to the given definition, wordnet is also described as a
computerised dictionary of synonyms, a taxonomy of concepts, a thesaurus, or a
lexical ontology (Piasecki et al., 2009), (GomezPérez and Benjamins, 1999).

This section now turns to the history of wordnet, its applications and design.

1.1.1 A short history

According to (Fellbaum, 2010) the WordNet project started in 1986 at Princeton
University and was headed by George A. Miller. Similarly to the work of (Collins
and Quillian, 1969), Miller as a psycholinguist was interested in how the human
semantic memory is organized. The model proposed by Collins and Quillian
prefigures hierarchically structured concepts as seen in Figure 1.1.
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Has skin
Can move around
Eats

Breathes
Has fins
Can swim

Has wings
Can fly
Has feathers

Fish Has gills

Has long
thing legs Can bite
Is tall Shark salmon

Can’t fly Is dangerous

Can sing Is pink
Is edible
Swims
upstream to
lay eggs
Figure 1.1 Illustration of a hypothetical memory structure for a 3-level hierarchy. Figure originates
from (Collins and Quillian, 1969)

Canary
Canary

Is yellow

In their hierarchy, concepts that are more specific inherit information® from more
general concepts. Moving in a hierarchy from top to down, every concept stores
information that is specific only to itself. According to Figure 1.1, for “Fish” is the
specific features are “Can Swim”, “Has fins” and “Has gills”, whereas for “Shark”
these are “Can bite” and “Is dangerous”. Information, which is not specific, “Shark”
inherits from the concept of “Fish”.

Miller and his team intended to represent the lexicalized concepts of a language
“with a hierarchical structure in a network-like structure”. The result of their work was a
vast, manually constructed semantic net - WordNet’. Its aim is no longer to model
the human semantic memory. Instead, it has become a most used/useful tool for
NLP and in lexical semantics and ontology research (Fellbaum, 2010).

1.1.2 The mother of all wordnets

WordNet or Princeton WordNet has “become a synonym of a particular kind of lexicon
design®. Since other wordnets follow a design similar to the Princeton WordNet, it
is also referred to as the mother of all wordnets (Fellbaum, 1998b). Today, there are
more than 70 wordnets in the world in about 50 languages. According to the web
page of Global Wordnet®, all of these 70 wordnets include links to WordNet or to
others that have links to Princeton WordNet.

Many wordnets have been developed under a multilingual wordnet project. For
instance, after Princeton WordNet, EuroWordNet project commenced in March
1996. It contains wordnets for European languages such as Dutch, Italian, Spanish,
German, French, Czech and Estonian (Vossen, 1998a). The BalkaNet project

*It includes properties (e.g. Has skin) as well acts (e.g. Can move around)
> WordNet is a registered trademark, owned by Princeton University
8 http://globalwordnet.org/wordnets-in-the-world/
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developed wordnets for Czech and five Balkan languages - Bulgarian, Greek,
Romanian, Serbian, and Turkish (Tufis et al., 2004a). The IndoWordNet project
developed 18 wordnets for Indian languages (Bhattacharyya, 2010). In addition,
there are other multilingual wordnet projects — Open Multilingual Wordnet (it
includes Arabic, English, Malaysian, Indonesian, Finnish, Hebrew, Japanese,
Persian, Thai, and French), Asian WordNet (it includes Hindi, Indonesian, Japanese,
Lao, Mongolian, Burmese, Nepali, Sinhala, Thai and Vietnamese) (Charoenporn
et al.,, 2008) and others. Yet, there are many wordnets not developed under any
multilingual wordnet project. For example PersiaNet (Montazery and Faili, 2010),
FinnWordNet (Lindén and Niemi, 2014), RussNet (Azarova et al., 2002), PoINET
(Vetulani et al., 2010) and pIlWordNet (Maziarz et al., 2012). In addition, there exist
wordnets, which started under a multilingual wordnet project but later developed
individually, e.g. Estonian Wordnet (Kerner et al., 2010).

1.1.3 Wordnet applications

WordNet ... has found myriad applications in the field of natural language processing —
Tony Veale'
An “ordinary man” may use wordnet as a synonyms dictionary, by entering into the
wordnet search field a word to which he/she is looking for synonyms or by checking
the various meanings of ambiguous words. For such use, there are about 30
wordnets with an online browsing facility, including Estonian Wordnet®,
FinnWordNet’, Hindi WordNet'®, plWordNet'!, Princeton WordNet"” and
sloWNet".

Many papers refer to wordnet as a lexical background resource or a background
knowledge base for NLP tasks, but the most highlighted task is word sense
disambiguation (WSD) - “conventionally regarded as the task of identifying which of a
word’s meanings (senses) is intended, given an observed use of the word and an enumerated
list of its possible senses” (Resnik and Lin, 2010). The role of wordnet in that task is
to find out the right sense of an ambiguous word. WSD in turn may be a subtask
for machine translation, query expansion, information retrieval, conceptual identification,

semantic distance et al.

" http://www.odcsss.ie/node/39

8 http://www.cl.ut.ee/ressursid/teksaurus/teksaurus.cgi.et
? http://www.ling.helsinki.fi/cgi-bin/fiwn/search

1 http://www.cfilt.iitb.ac.in/wordnet/webhwn,/wn.php

" http://plwordnet.pwr.wroc.pl/wordnet/

2 http://wordnetweb.princeton.edu/perl/webwn

B http://nl.ijs.si/slowtool/

20



Wordnet in the composition of other knowledge resources
In order to expand the application field of wordnet and its capability, it is mapped
to ontologies, e.g. SUMO (Niles and Pease, 2003) and DOLCE (Gangemi et al.,
2002a). In addition, it has been a source for building huge new knowledge bases,
e.g. YAGO (Suchanek et al., 2008) and BabelNet (Navigli and Ponzetto, 2010).
YAGO is “a lightweight and extensible ontology with high coverage and
quality”(Suchanek et al., 2007). It has 1.7 million entities (with 15 million facts
about entities) and relations automatically acquired from Wikipedia and WordNet.
After the leveraging of YAGO with Multilingual WikiPedias, the authors of
(Mahdisoltani et al., 2015) developed YAGO3 - a multilingual knowledge base with

10 million entities and 120 million facts about entities and a database of

GeoNames'.

BabelNet is “a very large, wide-coverage multilingual semantic network® with high
quality (Navigli and Ponzetto, 2010). Similarly to YAGO, BabelNet has an
automatically made construction that uses lexicographic knowledge from WordNet
and encyclopaedic knowledge from Wikipedia.

While WordNet does not consist of many names, YAGO and BabelNet
compensate considerably for this drawback and allow to enquire from the
knowledge base after “name entities like people, organizations, geographic locations, books,
songs, products, etc., and also relations among these such as whatislocatedwhere, who-was-
bornawhen, who-haswon-whichprize” and others (Suchanek et al., 2007).

In addition to YAGO and BabelNet, there are other experiments that have
aligned WordNet to other knowledge bases. For example, aligning Wordnet-
Wikipedia-Wiktionary (Miller and Gurevych, 2014), WordNet-FrameNet (Baker
and Fellbaum, 2009) and WordNet-VerbNet-FrameNet-PropBank (de Lacalle et al.,
2014).

Domain/topic wordnets

SentiWordNet is a lexical resource for opinion mining or sentiment analysis.
SentiWordNet is based on WordNet, where each synset is supplied to three
numerical scores, describing how objective, positive, and negative the lexical units
contained in the synset are (Esuli and Sebastiani, 2006).

Q-WordNet is a lexical resource for opinion mining or sentiment analysis. It consists
of a subset of WordNet senses classified as positive or negative (Agerri and Garcia-
Serrano, 2010).

Jur-WordNet is ,,an extension for legal domain of the Italian ItalWordNet database,
aimed at providing a knowledge base for the multilingual access to sources of legal
information” (Sagri et al., 2004).

* GeoNames is a geographical database; http://www.geonames.org/
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Medical WordNet is “a freestanding lexical database designed specifically for the needs
of naturallanguage processing in the medical domain and” it uses medical terms from
WordNet (Smith and Fellbaum, 2004).

Geo-WordNet is a Princeton WordNet in which geographical entities have their
coordinates. It is useful for the related tasks of Geographical Information Retrieval

(Buscaldi and Rosso, 2008).

WordNet in web applications

Visual Thesaurus®’, Visuwords'®, WordVis'?, JavaScript Visual Wordnet'® are all
web-based visual dictionaries that visualize the semantic net for entered words
(Vercruysse and Kuiper, 2013). They primarily use IS-A relation. These tools only
employ the lexical resources of Princeton WordNet.

The Free Dictionary' is “an American online dictionary and encyclopaedia that
gathers information from a variety of sources” including Princeton WordNet (Farlex,
2009).

ImageNet® “is an image database organized according to the WordNet hierarchy
(currently only the nouns), in which each node of the hierarchy is depicted by hundreds and
thousands of images” (Deng et al., 2009).

Wordnik?' is possibly the biggest (social) online dictionary of English. It uses
different dictionaries and encyclopaedias for word definitions and example
sentences from news sites and blogs. Wordnik is the place for looking up any and
every word and it has the support of the social community (Davidson, 2013).

Synonym® is an online dictionary that proposes to the user synonyms, antonyms
and definitions for the entered word.

Software packages
WordNet::Similarity is a Perl package “to measure the semantic similarity and relatedness
between of concepts (or synsets)”. It supports the measures of Resnik, Lin, Jiang-
Conrath, Leacock-Chodorow, Hirst-St.Onge, Wu-Palmer, Banerjee-Pedersen, and
Patwardhan-Pedersen (Pedersen et al., 2004).

RiTa.WordNet is a Java library that provides among other things the distance
metrics between ontology terms (Howe, 2009).

5 https://www.visualthesaurus.com/

1 http://www.visuwords.com,/

' http://wordvis.com/

8 http://kylescholz.com/projects/wordnet/
9 http://www.thefreedictionary.com/

2 http://www.image-net.org/

! https://www.wordnik.com/

22 http://www.synonym.com,/
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1.1.4 Wordnet design

The central building block of wordnet is the set of synonyms or synset (also called
lexical concept) (Figure 1.2 and Figure 1.3) which groups together cognitively
similar synonyms. The synonym may be a single word, compound word, phrasal verb,
collocation, idiomatic phrase or proper noun. More formally, a synonym in a synset is
referred to as a lexical unit. Between lexical units there are lexical relations - typically
a synonymy or antonymy (Figure 1.3). Between synsets there are conceptual-semantic
relations®. Some conceptual relations form hierarchical structures (hypernymy,
holonymy) and others non-hierarchical structures (nearsynonymy**, role) (Figure 1.4).
The most important semantic relation in wordnet is the hypernymy relation, also
known as the IS-A relation, which forms a conceptual taxonomy. Every synset has
information about its identifier, partof-speech (POS), gloss and sometimes usage
examples (Figure 1.2). There may be additional information about the domain
category. If a synset contains a polysemous word, then its parents (in a hypernymy or
holonymy relation), gloss, usage examples and domain category help to identify its
meaning.

identifier synset gloss
| | |

ENG30-04263630-n {sofa#1, couch#1, lounge#1} (an upholstered seat for more than one person)

language POS
and lexical lexical lexical sense
sequence . . .
version q unit unit unit number
number

Figure 1.2 An example of a synset

The conceptual model in Figure 1.3 represents concepts and their
interrelationships in wordnet as a system. This model generalizes all the wordnets
in the world. Based on personal experience, not every wordnet uses the concepts of
Domain category, Gloss, Usage example, Interlingual Index as is apparent in Figure 1.3.
Interlingual Index or ILI is the equivalence relation that refers to a synset in
Princeton WordNet. In IndoWordNet, ILI is a reference to a synset in Hindi
WordNet.

3 Although, in a broader meaning lexical relations as well as conceptualsemantic relations are
both semantic relations. Hereafter, we always refer to word specific relations as lexical relations
and to concept specific relations as semantic relations.

M nearsynonymy = almost with the same meaning or almost synonym
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Table 1.1 Explanation to the conceptual model of wordnet

Name

Semantics

Synset
(= set of synonyms)

Lexicalized concept; consists of words with cognitively the
same meaning; a central building block of wordnet

Lexical unit

Member of a synset; lexical unit may be a single word,
compound word, phrasal verb, collocation, idiomatic phrase or

proper noun

Word

Member of the lexical unit

Sense index

Sequence number that helps to distinguish lexical units
with multiple meanings, the type of value is an integer;
initial value is 1

Relation of 2 lexical
units

Type of  lexical

relation

Typically a synonym or an antonym relation (see Figure 1.4)

Part-of-speech

Syntactic category, usually a noun, verb, adjective or adverb

Gloss

Definition of a synset; typically, it is given in monolingual
or explanatory dictionaries for an entity

Identifier

Unique identifier of the synset; it may consist of a
sequence number and sometimes an abbreviation of the
language and/or wordnet version and/or part-of-speech;
For example: ENG30-04047401-n (Princeton WordNet,
version 3.0), d_n-12651 (Cornetto, version 2.0)

Domain

Every synset belongs to one domain; domain examples:
communication, time, body, act, artefact (from Princeton

WordNet version 3.1)

Relation of 2 synsets

Type of semantic

relation

Typically hyponymy, hypernymy, part part
holonymy. There are about 30 relations in Princeton

WordNet and 40 in Estonian Wordnet

meronymy,

Usage example

Sentence where the lexical unit of a synset is used

Interlingual Index

The equivalence relation that refers to the Princeton
WordNet synset
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-Antonymy g — large -small
Lexical relation__|

(word-word)
Synonymy x [ car- automobile
—Relatio ——Troponymy/Hypernymy— a — {whisper} - {speak}
(Hierarchical —1——Hyponymy/Hypernymy— — {house} - {building}
Conceptual- m
semantic relation—
(concept-concept) Meronymy/Holonymy—— {car} - {car door}
p
Near synonymy- | — {shade}- {cover}
(Non-hierarchical) Role: e — ({piano} - {furniture}

Figure 1.4. Relations in the structure of wordnet

1.2 WORDNET HIERARCHY

As the aim of this thesis is to deal with noun and verb synsets as well as
hypernymy/hyponymy and hypernymy/troponymy relations, wordnet hierarchy is only
described from that perspective. Here, hypernymy/hyponymy belong together with
noun synsets and hypernymy/troponymy goes together with verb synsets. They both form
freestanding hierarchies. This kind of noun hierarchy may run 15 or more levels
deep. On the contrary, verb hierarchies are rather flat and “bushy” (Figure 1.5, Figure
1.6) and usually have an up to 5-level hierarchy (Fellbaum, 2002a).

While every hierarchy presupposes the existence of a root synset or a unique
beginner, this section begins with the top concepts. In addition, the principles of
constructing a synset are examined, followed by the principles of constructing
semantic relation. It should be noted that even though hypernymy/hyponymy and
hypernymy/ troponymy relations connect more general synsets to more specific ones, they
have entirely different semantic foundations.

1.2.1 Top concepts

An essential indicator that determines the wordnet hierarchy is the unique beginners
or top concepts, i.e. synsets (or according to the previews section, a lexicalized concept
or just a concept) with at least one subordinate and no superordinate. These unique
beginners divide a particular partof-speech into several hierarchies, each with a
different unique beginner or root synset or also a primitive semantic component. These
hierarchies may thread to each other and vary widely in size.
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Obviously many wordnet researchers agree that the number of unique beginners
cannot be left to chance. However, there is a problem: how to discover these unique
beginners! Even if the different researchers have diverse opinions, it is critical to
follow a particular criterion, namely, every word of a particular part-ofspeech in the
target language must have a place in these hierarchies (Miller, 1998). George Miller,
the main creator of the first wordnet, claims that in the case of noun hierarchy’s
disjunction Philip N. Johnson-Laird’s analysis was contemplated and 25 unique
beginners “were selected after considering the possible adjectivenoun combinations that could
be expected to occur” (Miller, 1998). All 25 hierarchies combined cover distinct
conceptual and lexical domains. Twelve of them are as follows: {act, activity}, {animal,
fauna), {artefact), {attribute), {body}, {cognition, knowledge), {communication}, {event,
happeningl, {feeling, emotion}, {food}, {group, grouping}, {location). Later, according to
(Miller and Fellbaum, 2007) there were repeated requests to merge all these 25 initial
hierarchies. Due to this, Princeton WordNet now provides a single noun root synset
{entity].

There is only one large hierarchy of nouns in Princeton WordNet, the top
hierarchy of which is represented in Figure 1.5. Every node denotes a synset. The

number in brackets shows number of synset subordinates.

{entity}
(3)

{physical entity} {abstraction, {thing}
o/o/o/ ) absvaaentlty} \\oo
{object, ...} {matter} {...} {process, .. {change} {freshener} {...} {pacifier}
(37) (15) (15) (8) (0)

{attribute} {group, ...} {...} {relation}
(19) (28) (26)

Figure 1.5. Top hierarchy of noun, Princeton WordNet (version 3.1)

In spite of this Fellbaum (1998c) does not reveal the method they used to choose
unique beginners for verb hierarchies after a discussion on which unique beginners
could be suitable; she confirms that they settled on unique beginners for the 14
semantic domains. Later, Fellbaum proposed (personal communication, 17.01.2013)
a verb hierarchy with only three unique beginners: to be, to do, happen.

In Figure 1.6, a verb hierarchy with the unique beginner “be” is represented. As
we speculate based on this figure, the maximum depth of this hierarchy is four. In
the case of verb hierarchies, it is quite common.
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{be}
(22)

m

{dwell, . flie) ) {cover}

o/o/o/ O/ (I) \)\) NN

{tenant} {lodge} {...} {occupy, .. {cross, ...} {sweep} {..} {overlap}
(0) (1) (4) (0) (1) (0)

{nestle} {top} ...} {underlie}
(0) (0) (0)

Figure 1.6. Top hierarchy of verb, Princeton WordNet (version 3.1)

1.2.2 Principles of constructing a synset

A synset as a building block of wordnet is “a group of cognitively synonymous words” that
defines a particular sense uniquely (Ramanand and Bhattacharyya 2008) (Fellbaum,
2002b). Constructing a wordnet synset, three principles have to be adhered to: a)
minimality, b) coverage and ¢) interchangeability (or replaceability) (Miller, 1998)

The minimality principle requires that all and only synonyms should be synset
members (e.g., {world, Earth, earth, globe} - the third planet from the sun; the planet
we live on).

The coverage principle means that a synset must consist of all the words that
represent a particular meaning in this language (e.g., {world, human race, humanity,
humankind, human beings, humans, mankind, man} - all of the living human
inhabitants of the earth).

According to Miller, the interchangeability principle in a synset is presupposed
rather than asserted. That is to say, synonyms in the wordnet synset are interchangeable
only in certain circumstances (Miller, 1998).

1.2.3 Principles of constructing semantic relations

Semantic relations in wordnet are relations between synsets (concepts). The most
significant relationship from the perspective of wordnet applicability in different NLP
applications is the semantic relation of hypernymy. Hypernymy relation is a transitive,
asymmetric and generalization relation. The inverse relation to hypernymy is hyponymy
in the case of noun synsets and troponymy in the case of verb synsets. This inverse
relation is also a transitive, asymmetric but a specialization relation. The compiling
for noun and verb synset by a hypernymy relation takes place on different bases. This
difference also occurs in their organisation, thereby the organisation of verbs is more
complicated than that of nouns. In addition, not all verbs can be gathered under a
single top node (Fellbaum, 1998¢), (Fellbaum, 2002a) and (Lo et al., 2008).
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1.2.4 Basis of hyponymy/hypernymy relation

Hypernymy relation regarding nouns can be read ‘is-a’ or ‘is-a-kind-of’. Formally, if two
synsets {A} and {B} are given and have a hypernymy relation between them, then:

{B} is hypernym of {A} if {A} is-a (kind-of) {B}

{B} is hyponym of {A} if {B} is-a (kind-of) {A}

For hyponymy definition, Miller proposes an approach that is more detailed. He posits
it as follows: “when the features characterizing synset {A} are all included among the features
characterizing synset {B}, but not vice versa, then {B} is a hyponym of {A}”. This approach
defines the hyponym through its features. Thus, to find out if one synset is the hyponym
of another, one must check whether one list of characteristics is included in another
one.

Later, Miller refers to the work of Wierzbicka (who distinguishes five kinds of
hypernymy relations) (Wierzbicka, 1984) and confirms that noun hypernymy relation
“represents actually more than one semantic relations”. Miller believes that “two of them
seem are particularly salient”. One is the abovementioned ‘is-a-kind-of relation and
another is the ‘is-used-as-a-kind-of relation. Wierzbicka associates them with
“taxonomic” and “functional” categories/concepts. She uses examples, for instance a
bird is a taxonomic category/concept for swallow or parrot, and a toy is a functional
category/concept for a tricycle. Instead of taxonomic and functional categories,
Pustejovsky uses notions of “formal” and “telic” roles (Pustejovsky, 1991).

Hypernymy relation | Wierzbicka Pustejovsky | Examples
‘is-a-kind-of’ Taxonomic category Formal role {chicken} — {bird}
‘is-used-as-a-kind-of’ Functional category Telic role {chicken} — {food}

In the opinion of (Miller, 1998), a hypernym may sometimes be purely formal, or
purely telic but there are also complicate cases where a hypernym is both formal and
telic. These three cases provide three different approaches to dealing with these
situations. In addition, one can see that these distinctions determine the character of
the hierarchical structure. Following examples originate from Princeton WordNet
(version 3.1).
1) The hypernymy relation represents both a formal and a telic relation, one hypernym:

{poker} = {fire iron}
2) Hypernymy relations represent both a formal and a telic relation, two or more

hypernyms:
{water} 2 {liquid} (formal)
N {food, nutrient]} (telic)

3) Hypernymy relations represent both a formal and a telic relation, two hypernyms:

{chicken} = {bird}

{chicken} = {food}

29



1.2.5 Basis of troponymy/hypernymy relation

Hypernymy relation regarding verbs can be read as ‘manner-of. According to
(Fellbaum, 1998c¢), the sentence frame An X is a Y for testing the hyponymy relation
between nouns is not suitable for verbs. If two verbs Vi and V; are given, then the
troponymy (also manner) relation between these two verbs might be expressed as
follows:

To Viis to V7 in some manner/way (Fellbaum, 2002b).
V, is a more specific verb than V,, as was true about the hyponymy relation of the
noun. However, the comparison approach for whether the features of one word are
included in another one is not appropriate here. Troponymy is a particular kind of
entailment. More precisely, there is a troponymy relation between two words if:

1) that pair is always temporally co-extensive and

2) is related by entailment
Thus, V; entails V;represents the troponymy relation if and only if V; and V; are
simultaneously coextensive (Fellbaum, 1998c).
In her explanation, Fellbaum uses the example of “whisperspeak”. To whisper is to
speak in some manner. Whispering entails speaking and they both are coextensive.

1.2.6 Lexical ambiguity

Lexical ambiguity is a fundamental problem in natural language processing tasks
(Krovetz, 1997) but also has a high impact on the wordnet hierarchical structure. For
example, ambiguous words with their related meanings form different clusters in the
wordnet hierarchy (Section 1.2.9). Moreover, there is no written rule on how to
organize ambiguous words with a similar meaning in the wordnet hierarchy
(Verdezoto and Vieu, 2011). Is it one synset with many parents or many synsets with
one parent!

The following example is a simplification where a word represents a synset.
According to Figure 1.7, there are two different types of lexical ambiguity - homonymy
and polysemy.

Homonymy is a phenomenon where “one of two or more words [are] spelled and
pronounced alike but [are] different in meaning (as the noun quail and the verb quail)”*.

Polysemy is a phenomenon where a word (lexical unit) or phrase has two or more
meanings, and these meanings are interconnected (Langemets, 2010). According to
(Apresjan, 1974), the polysemy definition does not require that there is a common
part of all the meanings of a polysemic. It is enough that each meaning has at least
one link to the other one to which it has a related meaning.

5 http://www.merriam-webster.com/dictionary/homonym
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Lexical ambiguity

Homonymy Polysemy Monosemy

X a m p / e

E
Croise) Ceover) | (oot )
produc

academic

e @m

@0@ professor
bark; and bark; cheese; and cheese, . .
. . . . single meaning
in unrelated meanings in related meanings

Figure 1.7. The homonymy-polysemy-monosemy axis*®

The difference between a homonym and a polysemic word is in whether the words
have a related meaning”’. Thus, in both cases, one word has several different meanings
but in the case of homonymy, the meanings are unrelated. In the event of polysemy,
they have related meanings (Figure 1.7, Figure 1.8). In addition, if a word is
polysemic, then typically it has a central sense and subsenses (Langemets, 2010).

In our work, the main focus is on the concept of polysemy because homonyms do
not form any specific structures in the wordnet semantic hierarchy because they are
separated from each other. Figure 1.8 represents a more precise classification of
polysemy. This diagram is based on the description of (Freihat et al., 2013), where
the authors used a different view of polysemy. They classified it as complementary and
contrastive polysemy. Complementary polysemy corresponds to polysemy in our work, and

contrastive polysemy corresponds to homonymy.

26 The idea of the homonymy-polysemy-monosemy axis comes from (Peth, 2001)
T More precisely, etymologically related meaning
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Lexical
ambiguity
Same spelling
|

Polysemy Homonymy
Related meanings Unrelated meanings
1
Specialization Metaoh
Metonymy polysemy etaphors
| E X a m P i e s
I I
Chicken as: Parasit as:
1) a domestic fow! 1) an animal or a plant
2) a food 2) a person
Methodology as: Bank as:
1) the branch of philosophy 1) a banking company
2) the system of methods followed in a particular discipline 2) a sloping land

Figure 1.8. Classification of lexical ambiguity

According to (Freihat et al., 2013) (Figure 1.8), it is possible to classify polysemy into
three sub-concepts - metonymy, specialization polysemy, and metaphors. The authors of
(Freihat et al., 2013) created relations between polysemous words in the wordnet
noun hierarchy to indicate the specific type of polysemy. They found that metonyms
and metaphors were located on the top level of the wordnet hierarchy. Specialization
polysemy was situated on the middle as well as the lower level of the wordnet
hierarchy.

Metonymy is the use of a word or a phrase in a figurative sense on the basis of a
chronological, spatial, causal or other relation®.
Specialization polysemy is a word or phrase used “to refer [to] a more general meaning
and a more specific meaning” (Freihat et al., 2013).
Metaphor is “a word or phrase for one thing to refer to another thing in order to show or

suggest that they are similar™®.

8 Translation from Estonian Explanatory Dictionary: http://www.eki.ee/dict/ekss/
¥ http://www.merriam-webster.com/dictionary/metaphor
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1.2.7 Polysemy vs. multiple inheritance

As discussed at the beginning of this section, there are two ways to add polysemous
words into the wordnet hierarchical structure (Verdezoto and Vieu, 2011). The first
method generates the multiple inheritance but the second one does not. Multiple
inheritance in wordnet hierarchies refers to a case where one synset has at least two
parents, and thus that the synset inherits properties from many concepts.

Figure 1.9 depicts a polysemous “cheese” with the meanings “food” and “dairy
product”. Case 1 presents the first way to add polysemous “cheese” into the wordnet
hierarchy. In that event, “cheese” is in the wordnet hierarchy in two separate synsets
with senses 1, 2. Additionally, both senses only have one parent (hypernym).

In Case 2, polysemous “cheese” appears in one synset, and it simultaneously has
two parents - {food} and {dairy product}. In other words, despite the fact that “cheese”

occurs only in one synset of wordnet, it has, in fact, two senses.
{dairy
product

g ? Casel
(not the case of multiple
produc

inheritance)

Polysemous ,cheese”

Case 2
(multiple inhertance case)

Figure 1.9. Polysemy vs. multiple inheritance
1.2.8 Regular polysemy vs. the regularity of multiple inheritance

(Langemets, 2010) refers to the work of (Apresjan, 1974) and notes that based on
Russian examples Apresjan proved that in large part, polysemy is not occasional, but
it quite regularly follows patterns, which indicate regular polysemy.
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Figure 1.10. Regular and non-regular polysemy™

(Langemets, 2010) defines regular polysemy as a status where a minimum of two
words have at least two meanings with a similar relation between those meanings. For
example, if the word walty means both music and dance, then the same is true about
samba. The latter is also music as well as a dance (Figure 1.10). According to (Freihat

et al., 2013), music-dance is a polysemic pattern.

(wate) a>
D PRCEDREED

(o
= N, @) @

Polysemous ,waltz“ and ,samba“

(regular polysemy case)
Case 2

(regularity of multiple inheritance)

Figure 1.11. Regular polysemy vs. the regularity of multiple inheritance

According to (Pethd, 2001), regular polysemy usually arises due to metonymy, and non-
regular polysemy often arises due to metaphors (Figure 1.8 and Figure 1.10).

® The idea of the homonymy-polysemy-monosemy axis comes from (Peths, 2001)
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Similarly, the regularity of multiple inheritance depends on what method of locating
the polysemous words is employed in the wordnet hierarchy (Figure 1.9 and Figure
1.11).

The regularity of multiple inheritance means that in the wordnet hierarchical
structure there are at least two synsets with a minimum of two identical parents (Figure

1.11, Case 2).
1.2.9 Sense clusters of polysemous words

In addition to the fact that polysemous words produce multiple inheritance cases in
wordnet hierarchical structure, they form certain patterns as well. These patterns,
called sense clusters of polysemous words (Lin et al., 2002), arise due to the terms of the
related meanings are located nearby in the hierarchy. The authors of (Lin et al., 2002)
distinguish five types of polysemy patterns for verbs - sister, twins, child, chain and
triangle. (Mihalcea and Moldovan, 2001) refer to these patterns as a similarity measure
and (Peters et al., 1998) calls it the clustering method.

Next, sense clusters of polysemous words (polysemic patterns) are described and
examples given based on Princeton WordNet (version 3.1). The author of this thesis

extracted all the examples.

e Sisters are synsets that have at least one common word form, and they both have
immediate hyponyms of the same parents in the wordnet hierarchy (Miller, 1998),
(Peters et al., 1998). Based on the verb analysis of (Lin et al., 2002) in Princeton

WordNet (version 1.7), sisters is the most frequent polysemic pattern of all
(Figure 1.12).

I
{rod}
a long thin implement made of metal or wood

/\

{ramrod} {ramrod}
a rod used to ram the charge a rod usedto clean the barrel
into a muzzle-loading firearm of a firearm

Figure 1.12. Polysemic pattern — sisters

e Twins. Miller, 1998) defines twins as synsets that have three or more words
(lexical units) in common. Meanwhile, (Lin et al., 2002) define twins as synsets with
identical members and use examples where synsets have two members (lexical
units). Despite that, neither of the authors mentions the necessity of a common
superordinate; nonetheless, they use the common ancestor of twins (Figure 1.13).
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{deer, cervid}
distinguished from Bovidae by the male's
having solid deciduous antlers

{wapiti, elk, American elk, ...} {red deer, elk, American elk, wapiti, ...}
large North American deer with large common deer of temperate Europe and
much-branched antlers in the male Asia

Figure 1.13. Polysemic pattern — twins

Child. The same word form exists in a synset and its superordinate. Naturally, the
subordinate (according to Figure 1.14 {turn}) has a more precise meaning than
the superordinate.

{grow, turn}
pass into a condition gradually, take on a
specific property or attribute; become

{turn}
change color

Figure 1.14. Polysemic pattern — child

Chain. The same word form (lexical wunit) appears sequentially in
hypernymic/hyponymic or hypernymic/troponymic chain three or more times. The
verb analysis of (Lin et al., 2002) showed that this kind of polysemic pattern is
the rarest one (Figure 1.15).
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{create, make}
make or cause to be orto become

{cause, do, make}
give rise to; cause to happen or occur,
not always intentionally

{make}
compel or make somebody or something
to actin a certain way

Figure 1.15. Polysemic pattern — chain

e Triangle. The second rare pattern is a triangle. Here, the sister sense has a co-
hypernym, which shares the same word form (lexical unit) as sisters (Lin et al., 2002)

(Figure 1.16).
|

{lay, put, set, place, pose, position}
putinto a certain place or abstract location

/\

{plant, set} {set}
put or set (seeds, seedlings, or plants) putinto a position that will restore a
into the ground normal state

Figure 1.16. Polysemic pattern — triangle

1.3 BUILDING A WORDNET

“There are diverse methods of wordnet construction ...”
Maciej Piasecki ® Stan Sypakowicz ® Christiane Fellbaum ¢ Bolette Sandford Pedersen

The primary structure of a particular kind of lexicon design of every wordnet is based
on the “mother wordnet” i.e. on Princeton WordNet (Fellbaum, 1998b). Building a
wordnet is a time- and human resource consuming process (Mititelu, 2006), (Sagot
and Fiser, 2011). Therefore, developers evaluate the options for wordnet building
and choose the most optimal one. There are typically three main aspects in the

37



building process of wordnet that entail a decision - what kind of lexical resources to use;
what kind of building model to use and technically, how automated is the building process?

(Figure 1.17).

LEXICALRESOURCES
. Monolingual
dictionary
Bilingual dictionary
Thesaurus

Text corpus
Wordnet

AUTOMATION LEVEL
e Manual

e Semi-automated
e Automated

BUILDING MODEL

. Expand model
. Merge model
. Hybrid model

Figure 1.17. The three building aspects of wordnet building
In the following sections, these three questions are answered.

1.3.1 Lexical resource

Lexical resources may differ in the various building phases. That is to say, they are
not in use only for the first building phase of wordnet but also for the
validation/evaluation and the extension process. Very often, developers use different
types of lexical resources concurrently. For example, the creators of Czech Wordnet
used eight different lexical resources (Pala and Smrz, 2004). At the moment, these
resources are contemplated:
e monolingual (explanatory) dictionaries (Proszéky and Mihaltz, 2002)(Nadig
et al., 2008)
o bilingual dictionaries (Lee et al., 2000) (Thoongsup et al., 2009), (Sagot and
Fiser, 2011)
e text corpora (Sinopalnikova, 2004)
e parallel text corpora (Dyvik, 2004)
e comparable text corpora (Kaji and Watanabe, 2006)
e thesauruses (Sinopalnikova, 2004), (Sagot and Figer, 2011)
e wordnets (Farreres et al., 1998), (Lindén and Niemi, 2014)
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e web (Sang, 2007)

e on-ine encyclopaedias (Sagot and Fiser, 2011), (Ruiz-Casado et al., 2005a)
Next, every lexical resource is briefly described in order to understand their role in
wordnet development. It is important to note that to get beneficial information from
the lexical resources, developers use different methods. Together, these methods are
usually described as the usage of lexical resources. Furthermore, every resource is
applicable to the building, extending or validating processes.

A monolingual (explanatory) dictionary is a lexical resource from where to
extract the taxonomical relations like hypernyms (Farreres et al., 1998). However, it
also provides information about words, i.e. definitions, synonyms, domain, usage
examples, different meanings, sub-meanings (Langemets, 2010), (Fellbaum, 1998a).

A bilingual dictionary, parallel text corpora and comparable text corpora are
usually resources for translating synsets of the target language wordnet to the source
wordnet (usually Princeton WordNet) (Farreres et al., 1998).

Text corpora and web are helpful for extracting the semantics relations between
the words using the lexico-semantic pattern, as it was typically explained in (Hearst,
1992) and (Snow et al., 2004) (see also Section 2.1.3).

Wordnet is primarily employed as a source for the target language wordnet,
translating either its synsets (Lindén and Niemi, 2014) or glosses (Kaji and Watanabe,
2006), (Saveski and Trajkovski, 2010).

On-line encyclopaedia such as Wikipedia can be used as a bilingual resource for
translating (Sagot and Fiser, 2011) or a monolingual resource for extending the
wordnet (RuizCasado et al., 2005b).

Four lexical resources in the list above perform the translating role. However,
translating engines could be used instead. For example, (Saveski and Trajkovski,
2010) used Google Translate for translating the glosses of Princeton WordNet for
Macedonian WordNet. To clarify, they translated the synsets with English-
Macedonian MRD (machine-readable dictionary) and the glosses with Google
Translate. On both translation (synsets and glosses), they applied Google Similarity
Distance algorithm (Cilibrasi and Vitanyi, 2007) to choose suitable word candidates

for every synset.

1.3.2 Building model

Wordnet researchers have introduced two common building models (Vossen,
1998b):

e Expand model

e Merge model
In different literature, these categories are also called the expansion and merge approach

(Prabhu et al., 2012), (Bhattacharyya, 2010).
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The expand model takes the source wordnet and translates all of its synsets
(Lindén and Niemi, 2014), “core” wordnet’', base concepts (Vossen et al., 1998) or
“universal concepts” (Bhattacharyya, 2010). It also takes over all relationships and
later expands it with synsets from local lexical resources.

The merge model® defines the synsets and semantic relations in the target
language by using existing lexical resources (of target language) such as thesauruses,
dictionaries or special text corpora. Then it aligns that wordnet with a "mother”
wordnet (e.g. Princeton WordNet or Hindi (Prabhu et al.,, 2012)) through
equivalence relations (Pedersen et al., 2009), (Piasecki et al., 2009).

Advantages and disadvantages of both models

The positive side of the expand model is that it saves a lot of time because of the more
fluent wordnet constructing process - the lexicographer does not need to think of
the concepts for the target language. Secondly, semantic relations can be borrowed
from the source wordnet. Thirdly, it “guarantees the highest degree of compatibility across
different wordnets” (Aliabadi et al., 2014). The negative side of this method arises if the
lexicographer is faced with the problems when there are no equivalent concepts for
the target language. That is to say, “the source language may not reflect the richness of the
target language.” (Prabhu et al., 2012). Issues of this kind typically occur due to culture
and region specific concepts in the source wordnet (Bhattacharyya, 2010). These
methods are reasonable if there is a semantic closeness between the source and target
wordnets (Farreres et al., 1998). However, not all of the wordnet developers take it
into consideration (Kaji and Watanabe, 2006), (Lindén and Niemi, 2014).

As regards the merge model, there is no “distracting influence of another language”.
Nevertheless, comparing the merge approach to the expand approach, the creators have
an additional task of finding out, depending on building approach, the base concepts
or universal concepts (Bhattacharyya, 2010). Here, the base concepts signify the most
frequently represented concepts in the target language (usually in text corpora). The
universal concepts denote the common concepts across many languages. The merge
model is a relatively slow one but the expand model is a rather quick one
(Bhattacharyya, 2010).

To diminish the shortcomings (time and quality) of both approaches, developers
have used both models together, resulting in the hybrid model (Prabhu et al., 2012),
(Borin and Forsberg, 2014). The time gain is due to the existing lexical structure in
the expand model and quality is the result of the culture-specific words in the merge

model.

31 "Core" word senses in Princeton WordNet (approximately the 5000 most frequently used
word senses) downloadable from http://wordnetcode.princeton.edu/standoff-files/core-
wordnet.txt

32 It is the dominant model in building BalkaNet (Tufis et al., 2004a) and EuroWordNet
(Vossen, 2004)
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1.3.3 Automation level

From a technical point of view, the wordnet building process can have three different
automation levels: manual, semi-automated and automated (Figure 1.17). These levels
can be employed in wordnet creation as well as the extending and validating
processes.

Manual wordnet construction is the most reliable and produces the best results
because it considers the linguistic soundness and accuracy. However, this approach
has two essential drawbacks - human resource intensive and time-consuming (Figer and
Sagot, 2008). This factor on the one hand and “the success of recycling already existing
language resources, such as bilingual dictionaries, Wikipedia, and parallel corpora” on the
other are the reasons why “in the past years, automatic creation of wordnets for new
languages has become increasingly popular” (Sagot and Figer, 2012). Despite the fact that
the automatic approach has a significantly lower resource consumption capacity,
according to (Nadig et al., 2008) it produces:

a) synsets with outlier or missing words,

b) semantic relations that “may be inappropriately set up or missing altogether”.
Certainly, every wordnet needs verifying (Chagnaa et al., 2007), (Sagot and Fiser,
2012) and it does not matter on which automation level it is composed. Semi-
automatically and automatically built wordnets consume less time and human
resources in the wordnet building process, whilst validation is usually not so
expensive but still depends on the available resources. Thus, if one assumes that the
validation process takes approximately the same amount of time at different
automation levels, then the gains in time and human resource are obtained with the
semi-automated and automated approach.

Next, some examples are provided for every approach.

Manual approach

An example of a manually composed wordnet is Finnish Wordnet (FinnWordNet).
Two professionals translated all Princeton WordNet synsets into Finnish. Semantic
relations were taken over automatically (Lindén and Niemi, 2014).

Semi-automatic approach

In the case of Turkish wordnet, Base Concepts were manually translated from
EuroWordNet (Vossen et al., 1998). Subsequently, synonyms, hypernyms and antonyms
were automatically extracted from different lexical resources (Bilgin et al., 2004).

Automatic approach
The authors of Macedonian WordNet (Saveski and Trajkovski, 2010) automatically

translated Princeton WordNet synsets with Macedonian-English MRD and glosses
with Google Translate. To find the suitable words for every synset, Google Similarity
Distance algorithm was used (Cilibrasi and Vitanyi, 2007).
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For Persian WordNet (Montazery and Faili, 2010), the authors used Persian and
English corpora as well as a bilingual dictionary in order to associate Princeton
WordNet synsets with Persian words. They calculated “a score for each candidate synset
of a given Persian word and each of its translation”. Based on the maximum score, they

selected Persian words to be linked to certain synset.

1.4 CONCLUSIONS

Even though this chapter provided some background information for understanding
the nature of wordnet and the topics related to the construction of the semantic
hierarchies of wordnet. It also gave some insight into how errors may be imported
into the semantic network of wordnet.

Expanding on (Piasecki et al., 2013c) “There are diverse methods of wordnet
construction ...”  we may assume that similarly there will be many different ways how
errors come into wordnet. Undoubtedly, the number of errors in the semantic
network of wordnet is directly connected to the approaches the developers decide to
use in its construction, expansion and even during validation.

In this chapter, we introduced, among other things, different principles that have
to be considered when building a wordnet. We described the principles of synset
composition, and semantic relations composition. We also introduced principles for
how to deal with polysemy, regular polysemy, unique beginners, and top hierarchy in
wordnet. Whatever the sources of error are, ignoring these principles entail errors in
the semantic network of wordnet.

Sources of errors may vary widely. As wordnet is a human-machine system then of
course some errors are introduced by human activities, such as translating concepts
(synset) from a source wordnet to a target wordnet incorrectly or adding new concepts
into a wordnet semantic network and forgetting to link it to other concepts. In
addition, human impact may manifest in the different language perception of
different lexicographers, and also in changing language perception over time (Capek,
2012).

Furthermore, the choice of which lexical resources to use in building a wordnet
has a strong impact on it. If developers decide to use different lexical resources of a
target language simultaneously they have to bear in mind that sense distinctions may
vary widely across lexical resources (Peters et al., 1998). When translating a source
wordnet to a target wordnet, different languages typically have different semantic
spaces and when these languages are not from the same family then culture and
region specific concepts also play an important role.

As important as the lexical resources themselves are the methods used for
information extraction from them and how automated the process of building and

expanding is.
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In conclusion, the choice of lexical resources, building model and automation
level used in the building or expanding of a wordnet may have a big impact on
importing errors into this semantic network.
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2. STATE OF THE ART IN VALIDATING THE SEMANTIC
HIERARCHIES OF WORDNET

“When building large-scale lexical/semantic resources, subsequent — or better, simultaneous —

”»

validation of content is essential” — Dietrich H. Fischer

“Maintaining content integrity and high quality of data in a general purpose semantic
network that is in development is of utmost importance for majority of NLP applications in
which a wordnet is used” — Tomds Capek

In the previous chapter, many rules were discussed that should be considered when
building, validating or expanding wordnet. These various rules (regarding synset
members, semantic relations, polysemy, regular polysemy, unique beginners, and top hierarchy)
make wordnet a very multidimensional system. On the one hand, ignoring these rules
has a big potential to produce errors in the semantic hierarchies of wordnet. On the
other hand, quite a few errors might be imported into wordnet hierarchies through
the three building aspects considered in Section 1.3 - the lexical resource, the building
model and the automatization level. In light of all these rules and building aspects, it is
certainly reasonable to check and validate the semantic hierarchies of wordnet.
Moreover, this is confirmed by the fact that there are already many methods for
wordnet validation.

This chapter studies methods used to check and validate a semantic hierarchy of
wordnet. Thus, answers are provided to the following questions: how to validate the
semantic hierarhies of wordnet, what methods find application in the validation of wordnet
hierarchies, what features are used to classify them and which group is suitable to our approach
for detecting inconsistencies in the wordnet hierarchical structure. In brief, three
groups of methods used in the validation of wordnet are described:

e [ group of methods based on lexical resources (Section 2.1)

e II group of methods that use different rule systems to check and validate

wordnet relations (Section 2.2)
o Il group of methods that utilize particular pattern extraction in the wordnet
hierarchical structure as a graph (Section 2.3)

Only two features distinguish these methods - whether they make use of the lexical
resource and whether they use the content of a synset. Table 2.1 gives an overview of the
group of validating methods characterized by those two features. Our approach
belongs to the third group.
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Table 2.1 Features that classify a group of validating methods

Whether they | Whether they use
Group of
make use of the the content of a
methods .
lexical resource synset
I group + +
II group - +
III group - -

Secondly, this chapter provides a description of the different error classes along
with examples and answers the following questions: how to classify the errors in a wordnet
system and which group of errors does our approach detect. The errors in wordnet are
divided into three classes:

e Syntactic errors - related to the source file structure or data presentation in it

e Semantic errors - related to wordnet semantics

e Structural errors - related to wordnet as a graph
The main results of our work are connected to the second class of errors.

The subsequent sections (2.1-2.3) give an overview of the validation methods of
wordnet found in the literature. Various approaches as well as the errors they help to
detect are discussed. When possible, error statistics are added to the description.
Section 2.4 presents error classes and section 2.5 contains a summary.

This chapter is mainly based on unpublished results. Only section 2.3.1 “A short
overview of the patterns in a hierarchical structure” is published in “Independent
Interactive Testing of Interactive Relational Systems” (Lohk and Vahandu, 2014).

2.1 VALIDATION METHODS USING LEXICAL RESOURCES

The most frequently used validation methods of the semantic hierarchies of wordnet
are those which rely on lexical resources. Along with lexical resources, a wordnet
developer has to know how to extract beneficial information from them. Some of the
well-known approaches are as follows:

e Lexico-syntactic patterns

e Similarity measurements

e  Mapping and comparing to ontology or wordnet

e Applying wordnet in some NLP task

The lexical resources used in this group of methods are:
e  Monolingual text corpora
e  Monolingual explanatory dictionaries
o  Web as corpus; included News, Wikipedia
o  Wordnets

e  Ontologies
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[t is important to note that here knowledge about the content of a synset is essential
because it is impossible to extract information about a word from the lexical resource
if we do not know what the meaning of that word is.

2.1.1 Monolingual text corpus

When using a monolingual text corpus to validate the items of a wordnet semantic
hierarchy, it is presumed that semantically close words are close in the text as well.
The same presumption applies when extracting lexico-syntactic patterns. However,
patterns in the text are not necessary in that case. While lexical units in a synset are in
the base form, it is important that the usable corpus be lemmatized and POS-tagged.

(Sagot and Fiser, 2012) use monolingual text corpora to clean the noisy synsets of
automatically created wordnets such as French WOLF and Slovene sloWNet. Their
approach compares the words presented in the same synsets by checking whether these
words are used in the same paragraphs of large monolingual corpora. More precisely,
comparable words (in term of lexical units) come from a base synset and from its related
synsets with a unit distance 0, 1 or 2. The semantic relations used in the relation paths
are: hyponymy, instance hyponym, mero portion, mero part, mero member, eng derivative, holo
member, holo part, holo portion, hypernym, instance hypernym. The result of this
experiment is a set of (lexical unit’, synset) pairs, where each pair is associated with a
final score and the lexical unit exists in the text corpus. Leaving aside the five-step
calculation procedure of finding different scores (local_score, global_score,
synset_global_score) for a lexical unit in synsets and paragraphs, the formula of the final
score considers how many times a certain lexical unit exists in the different synsets and
paragraphs of a corpus. Both wordnets use different sources of monolingual text
corpus, therefore the authors “defined empirically two separate thresholds for a minimum
score under which a (lexical unit, synset) pair is considered as a candidate outlier”.

The authors of (Sagot and Fiser, 2012) discovered that 67% of the proposed
outlier candidates are indeed incorrect for WOLF and a 64% for SloWNet. This is
an estimated 12% of the overall error rates in the resources of WOLF and 15% in

SloWNet.
2.1.2 Monolingual explanatory dictionaries

This approach relies on the assumption that to every entry in the dictionary there is
a corresponding hypernym or synonym. That idea has a twofold benefit. It is possible
to use it for finding new lexical (Blondel and Senellart, 2002) or semantic relations

(Nikulasdottir and Whelpton, 2009) as well as to check them (Nadig et al., 2008).

33 (Sagot and Figer, 2012) used the concept of “literal” instead of “lexical unit”, which is the
term of the database
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(Nadig et al., 2008) verified the quality of synsets from two perspectives: “Qutlier
or missing words in synsets”.

For checking the synset, synonymy within non-singleton synsets was verified. They
assumed that “If a word w is present in a synset along with other words wi, wy, ..., w, then
there is a dictionary definition of w which refers to one or more of w1, ws, ..., wk, and/or more
of the words in the hypernymy of the synset”.

For the validation, three groups of rules on noun synsets were applied in a fixed
order. If the dictionary definition of the word did not contain any of its synonyms or
hypernyms, it was assumed that two synonyms may share common words. They also
took into account cases of “partial matches of hypernyms and synonyms” of a word. The
authors applied defined rules to noun synsets which have more than one word (lexical
unit). For complete validation, they achieved about 70% accuracy, i.e. each word was
validated in about 70% of all the noun synsets. The remaining 30% of synsets were

intended for manual checking (Nadig et al., 2008). This 30% included about 9% of

noun synsets where none of the words were validated.
2.1.3 Lexico-syntactic patterns and the lexical resource

According to (Hearst, 1992): “There are many ways that the structure of a language can
indicate the meanings of lexical items, but the difficulty lies in finding of constructions that
frequently and reliably indicate the relation of interest.” That is to say, there are detectable
syntactic constructions in the text that indicate the meaning of word(s). (Hearst,
1992) calls these syntactic constructions lexico-syntactic patterns and uses them to
detect semantic relations such as hyponymy. However, this approach is not limited to
a single semantic relation. For example, (Arnold et al., 2014) find lexico-semantic
patterns in meronymy, holonymy, and synonymy relations.

Although Hearst’s idea appears to be quite popular’®. For example, (Rydin, 2002)
uses it to create the hierarchical structure of the lexicon. (Oakes, 2005) asserts that
these patterns are “highly effective” in extracting semantic relations from
pharmaceutical news feeds for automatic thesaurus generation. (Panchenko et al.,
2012) found twelve additional patterns for hypernymy and synonymy relations.

According to (Hearst, 1992), these patterns satisfy the following desiderata:

e  They occur frequently and “across text genre boundaries”

e They (almost) always indicate the relation of interest

e  They require little or no pre-annotated text.

* According to Google Scholar, paper of Hearst is referred more than 2,700 times. However,
the original idea does not belong to Hearst. (Cruse, 1986) and (Lyons, 1977) discussed the
patterns in text many years eatlier. Hearst was the first one, who applied lexico-syntactic
patterns to WordNet.
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Hearst incorporated these patterns into WordNet and used them for
e  verifying words and their hyponymy relations and
e adding new nouns and their hyponymy relations to wordnet (the
augmentation of wordnet)

Heast’s algorithm for discovering new lexico-semantic patterns:
Step 1: Initially Hearst discovered two patterns by observation, “looking through text
and noticing the patterns and the relationships they indicate”.

Pattern 1: NPo such as {NPi, NP; ..., (and | or)} NP,
Pattern 2: NP; (, NP2}*{,} or other NPo

Where
NPo is a noun phrase in hypernymy meaning and
NP;.. are noun phrases in hyponymy meaning

Then she applied steps from 2 to 5 repeatedly:
Step 2: gather a list of terms to which this relation belongs to

Step 3: find the places in the corpus where these terms are syntactically close and
record the environment

Step 4: find the commonalities among these environments and assume that the
common ones yield patterns that indicate the relation of interest

Step 5: in the case of a positively identified pattern, use it to gather more instances
of the target relation and go to Step 2.

An example of a lexico-syntactic pattern in practice

(Snow et al., 2004) designed an extension to Hearst’s patterns by training a hypernymy
classifier on the basis of dependency trees of known hypernym-hyponym pairs. The
classifier was effective in detecting all of Hearst’s patterns, but it also presented four
additional patterns.

(Nadig et al., 2008) employed these ten patterns (6 Hearst’s patterns + 4 Snow’s
patterns) to validate hypernym-hyponym relations in Princeton WordNet (version 2.1)
using automatic search queries on Microsoft Live search. In addition, they applied
two other rules (which covered 24.03% of the total synsets pairs) to validate hypernym-
hyponym relations. Lexico-syntactic patterns gave the best results (covered 46.84% of
total synsets pairs). (Nadig et al., 2008) argue that “the failure to validate a synset pair is
not a definitive indicator of erroneous construction and has to be treated as a flag for human
inspection”. About 30% of synsets pairs required this kind of check.
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2.1.4 Applying wordnet in some NLP tasks

It appears that a very effective way to detect the shortcomings in a wordnet semantic
network is to employ it in semantic analysis tasks. That will clarify how good the
quality of wordnet is, i.e. how sufficient the vocabulary of wordnet is. On the other
hand, it should be enquired whether all the senses are distinguishable in wordnet.

Lexico-semantic annotation task
(Hajic et al., 2004) employed the Czech WordNet for the lexico-semantic annotation
of the Prague Dependency Treebank (Bohmov4 et al., 2003). They used statistics of
the annotated data as feedback in order to validate and improve the coverage and
quality of the Czech WordNet. Based on the experience of authors (Hajic et al., 2004)
certain issues concerning the coverage and quality of the Czech WordNet were
highlighted. They found that:
o Less than 50% of the nouns, adjectives, and verbs in annotated texts appeared
in the Czech WordNet.
o With the help of the Czech WordNet, only 30% of the nouns, adjectives, and
verbs in annotated texts were successfully annotated.
e The Czech WordNet did not cover some of the very common meanings of
frequent words.
e Only 12% of all the synsets of the Czech WordNet were assigned to the words
in the annotated texts.
These four facts were evidence of a) the uneven distribution of the synsets of the Czech
WordNet and b) the insufficient word coverage. A Czech WordNet team applied
some of this feedback to the validation and improvement of the quality of wordnet,
by changing, deleting and adding certain new synsets (Hajic et al., 2004).

Word Sense Disambiguation (WSD)
One of the goals when using wordnet in WSD task could be to evaluate its utility
(Kahusk and Vider, 2002), but also to help to discover:
e  Which words are not represented in wordnet and
e  What words cannot be extracted from wordnet
The two cases below provide a more specific illustration.

An example from (Saito et al., 2002)
(Saito et al., 2002) evaluate the adequacy of GermaNet for the WSD task. In other
words, they were interested in how useful GermaNet is as a lexical resource for the
WSD task.

Their second purpose was to obtain clues for improving GermaNet. For that
reason, a small automatically lemmatized and POS-tagged corpus was composed. In
addition, a special software tool for that task helped five annotators to select the
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suitable senses. They gathered all the cases where the counterpart for the token was
represented in GermaNet but not determined by annotators. On the basis of non-
determined tokens, error classes were composed. These are presented in a decreasing
order by their frequency.

Auxiliary (word) belongs to the verb. Special meaning for this word is not allowed.

Compound. The problem with compound words is that there are infinite
possibilities to compose them, especially in German, but GermaNet is not capable of
describing all of these.

Lemma. In 15% of the cases, the lemmatizer determined a wrong lemma to a
word. It is impossible to choose the right meaning for a word if the basic form is
wrong.

Other are the words that could be or should be in GermaNet but are not there.

Derivations are words where the noun is derived from the verb (e.g. Vorbereitung
from vorbereiten), and also generations from the diminutive form (e.g. Hiindchen
from Hund).

Particle significantly changes the meaning of the verb. Sometimes it is

concatenated with the verb, e.g. vorschlagen — “propose” and sometimes not, e.g. Er
schlug einen Kompromiss vor — “He proposed a compromise” (Both examples from (Saito et
al., 2002)). The latter case “presents difficulties for lemmatizers”.
Collocation. Many words have specific meanings in combination with other words.
This category also includes idioms (e.g. ins Wasser fallen — “cancelled”). The authors of
(Saito et al., 2002) state: “While it is arguably not the task of a lexicon to account for
collocations and idioms, we were interested in assessing the degree to which these are
problematic.”

As a result of that annotation, on average 92% of the words (nouns, verbs,
adjectives) were given at least one sense by GermaNet and more than 83% of the
words received at least one sense that was assessed as the correct sense by five
annotators.

To summarize, the authors of (Saito et al., 2002) concluded that many types of
errors were clearly German-specific. This in turn means that “languagespecific issues
are quite important when evaluating the effectiveness of a particular WordNet”. A second
important inference by the authors was that it is possible to significantly improve the
sense-tagging by GermaNet “integrating additional morphological processing into the
tagger”. Notably, the methods for compound words and derived words could improve
the sense tagging significantly.

An example from (Kahusk and Vider, 2002)
(Kahusk and Vider, 2002) applied the WSD task to Estonian Wordnet (EstWN).

The primary goal was to assess “how well the existing EstWN covers real language usage in

texts”.
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At the time, there was no manually disambiguated text for the Estonian language.
The authors of (Kahusk and Vider, 2002) decided to create a reasonable amount of
that kind of text. Before the manual disambiguation task, they used the
morphological analyzer ESTMOREF to find out for every word its senses with lemmas
and word classes (part-of-speech). After that, four linguists disambiguated the nouns
and verbs in the texts - two linguists for each text. The sense number of the word
marked by the linguists followed the sense number in EstWN. If a word was missing
in wordnet, a linguist marked its sense with a “0”, and if a word was in EstWN but
did not have the appropriate sense, it was marked with a “+1”.

The authors found that about 46% of the words not represented in wordnet were
compounds. An indefinite number of compound words in the Estonian language
contributes to this problem. It is easy to compose a new compound in the Estonian
language that is not found in any dictionary.

Secondly, a noteworthy word category was the proper name. EstWN does not
contain words from the proper name category. As a result, about 17.5% of such words
in analyzed texts are not in EstWN.

If phrasal words and some strange words with hyphens (about 7%) are discarded,
the most valuable outcome of the WSD task was uncovering about 29% of words
(not represented in wordnet) that are suitable for adding to EstWN.

2.1.5 Comparing wordnet to another wordnet through ILI

There is no doubt that lexical concepts from different languages have a different
spread of semantic fields. Therefore, it is not possible to automatically transfer all
lexical concepts to another language. Moreover, there are language concepts
represented in one language not represented in the other, and also vice versa. For
instance, there are four different meanings of the word “eat” in the Thai language
according to social status (Thoongsup et al., 2009). In Dutch, there are no words for
top-level concepts of a container (an object used to hold things) (Fellbaum and Vossen,
2008). In Finnish, there is a lack of “words for inhabitants of Finnish towns and provinces”
(Lindén and Niemi, 2014).

If these exceptions are discarded, references can be set between the common
concepts of different wordnets. The same idea is also followed in EuroWordNet
through the use of the Interlingual Index (ILI). This is a list of lexicalized concepts
which appear in at least one wordnet of the EuroWordNet. Thus, “ILI entries merely
function to connect equivalent words and synsets in different languages. Equivalent relations
between the synsets in different languages and Princeton WordNet are made explicit in the

ILL” (Fellbaum and Vossen, 2008).
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Comparing wordnets through ILI helps to evaluate” whether the differences
between the semantic hierarchies of wordnet are justified or if there is a lack of

concepts, synonyms in the synset, coverage of concepts or some other shortcut (Pedersen et

al., 2012).

Comparing regular and metonymic polysemy

(Peters et al., 2002) demonstrated in their paper that ILI is useful for particular tasks.
They enquired whether the phenomena of metonymic polysemy and regular polysemy
carries across languages. Three wordnets from EuroWordNet were utilized in their
work - English, Dutch, and Spanish. As regards metonymic polysemy, it was concluded
that it is language-specific.

Their manual evaluation shows that a regular polysemy pattern is valid across three
languages and it has a certain level of universality. The results of the experiments also
revealed the “potential for enhancing the semantic compatibility and consistency of wordnets”.
It emerged that on the basis of regular polysemy, wordnet can be automatically
extended from other wordnets. In their “small experiment 50% of the Dutch and Spanish
words that do not display a WordNetderived regular polysemic pattern were successfully
semantically enriched with this pattern” (Peters et al., 2002).

META-NORD project
(Pedersen et al., 2012) introduce the META-NORD project which aims to link and
validate Nordic and Baltic wordnets (Danish, Estonian, Finnish, Icelandic, Latvian,
Lithuanian, Norwegian and Swedish) and make these resources widely available for
different categories of user communities in academia and industry. Under this
project, the preliminary task is to “upgrade several wordnet resources to agreed standards”
“and let them undergo cross-lingual comparison and validation in order to ensure that they
become of the highest possible quality and usefulness”. (Pedersen et al., 2012) set a goal to
link all Nordic and Baltic wordnets to the 5,000 “core synsets” of Princeton Wordnet.
These 5,000 most frequently used English word senses are a subset of Princeton
WordNet compiled semi-automatically (Kahusk et al., 2012). For resource
comparison, four measurements were to be used:

e Taxonomical structure

o Coverage

e  Granularity of the described concepts

e Completeness of a synonym.

% The higher purpose of using the ILI is multilingual processing (Tufis et al., 2004b)
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2.2 DIFFERENT RULE SYSTEMS TO CHECK WORDNET
RELATIONS

This section discusses a group of methods which do not use any lexical resources as
background knowledge bases, but consider the content of lexical relations (word-
word), semantic relations (concept-concept) and the rules between them. Naturally,
every wordnet developer must have regard to the basic principles of synset and
semantic relations given in the WordNet “bible” (Fellbaum, 1998a) and described in
sections 1.2.2 - 1.2.5. This work adds a few other approaches using:

e Metaproperties of ontology analysis

e Non-expert human annotator in crowdsourcing

e Top Ontology features

e  Specific rules for particular error detections
2.2.1 Using metaproperties of ontology

(Guarino and Welty, 2002) propose a methodology to analyze ontologies. The
methodology, based on formal notions, is called OntoClean. These notions define a
set of meta-properties - rigidity, identity, unity and dependence - that “impose several
constraints on the taxonomic structure of an ontology, which help in evaluating the choices
made” (Guarino and Welty, 2002). In this manner, they can ,,avoid formal contradiction
and unsound inheritance of properties” (Hicks and Herold, 2011). The OntoClean
methodology is applicable to subsumption relations such as hyponymy. The authors of
(Gangemi et al., 2002b) applied the OntoClean methodology to the Top-Level
taxonomy of Princeton WordNet and promised a taxonomy that “is meant to be
conceptually more rigorous, cognitively transparent, and efficiently exploitable in several
applications”.

The focus here is on the meta-property of rigidity, as it is a most easily
discoverable pattern. Rigidity is based on the philosophical notion of essence. “A rigid
concept is a concept that is essential to all of its possible instances.” ,Rigidity property plays an
important role when we distinguish semantic relations of type and role”, because “every type
is a rigid concept and every role is a non-rigid concept” (Hicks and Herold, 2011).

[t is suspected that the hyponymy relations in Princeton WordNet may sometimes
be a role or type relationship. The authors of (Lohk and Véhandu, 2014) refer to cases
where rigidity checking was employed in certain hyponymy relations. The main idea is
that if a super concept (synset) is a rigid concept then the semantic relation should be
role, but when the super concept is a non-rigid concept then the semantic relation
should be type. In order to check the relations of type and role one can ask:

1. Is X always or necessarily a Y?

2. Can X stop being a Y?

If the answer to the first question is "yes" or to the second one "no", then the semantic
relation should be type, but in the opposite case it should be role.
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For example, let us use the example of (Hicks and Herold, 2011) of animal-cat-pet
and let us check which kind of relation there should be. A cat, being an animal is an
essential concept, because it is impossible for a cat not to be an animal. A pet is a
non-rigid concept since not all cats are pets.

Thus, the relations between animal — cat — pet have to be as follows:

Animal - (type) = cat — (role) — pet

Another important way to check the correctness of the hierarchy by using the rigidity
property is to follow the idea that roles cannot subsume fypes. Therefore, if we have
a sequence of animal - pet — cat, then according to the previous example, this sequence
is wrong:

Animal — pet (non-rigid/role) — cat (rigid/type)

OntoClean is not equipped with methods for determining the meta-properties of a
given concept within an ontology. That is to say, all the annotation takes place
manually, which is a time-consuming process and in turn, a very expensive task. In
addition, the level of agreement among the human annotators is low. In light of this,
there are tools (Rudify, AEON) for automatic OntoClean meta-properties detection
(Hicks and Herold, 2011), (Volker et al., 2005).

OntoClean is integrated into different ontology editors such as OntoEdit (Sure et
al., 2003), Protégé (Noy, 2003).

In (Oltramari et al., 2002), the authors apply the OntoClean approach to
restructuring a WordNet’s top-level. As a result, the wordnet is promised to be “more

rigorous, cognitively transparent and efficiently exploitable in several applications”.
2.2.2 Crowdsourcing

Based on the Merriam-Webster dictionary’®, crowdsourcing is “the practice of obtaining
needed services, ideas, or content by soliciting contributions from a large group of people and
especially from the online community rather than from traditional employees or suppliers”.
(Lindén and Niemi, 2014) employed the crowdsourcing procedure for evaluating
synonyms of Finnish wordnet (FinnWordNet) translated from Princeton WordNet
by professional translators. The users were assigned to evaluate the quality of the sets
of synonyms on the scale of 1-5 in the context of an English gloss, part-of-speech and
hypernym in the FinnWordNet web search interface. Over about two years, users
submitted ratings for 1,237 synonyms. Manual examination and, if required,
correction was applied to synonyms with a poor grade. Synonyms received a poor grade

(1 or 2) 317 times, which is about 25.6% of all grades.

36 http://www.merriam-webster.com/dictionary/crowdsourcing
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2.2.3 Top-Ontology features

(Atserias et al., 2005) introduce the work they “carried out towards the so-called shallow
ontologization of WordNet”. The aim was to overcome most of the many structural
problems of WordNet classifications. They concentrated on the following structural
problems “since they violate the nature of the IS-A relationship”:
e “There is no distinction between instances and categories”
« .. . . . ) 9
o “Some specializations (hyponyms) contradict their categories’ (hypernyms) nature

o “Exclusivity between categories is not always clear (unclear multiple inheritance)”

The authors of (Atserias et al., 2005) utilized Top-Ontology (TO) (Rodriguez et al.,
1998) as concept features which allows to find synsets that bear “contradictory
information” because “category disjunctions and incompatibilities are explicitly declared in the
TO”. In their examples, TO nodes were used as concept features of Object, Substance,
Plant, Comestible and LanguageRepresentation.

The top of the taxonomy of body_covering_1 was studied, where Object (countable)
and Substance (uncountable) were underspecified. They found many conflicts where
synset members or co-hyponyms had contradicting features. For example, in a synset of
{plumage_1, feather_1}, plumage_1 is uncountable and feather_1 is countable. As
regards co-hypernyms {skin_4, pelt_2} and {skin_1, tegument_1}, “skin” is an Object in the
former and a Substance in the latter.

For corrections, they used the idea of blocking inheritance in those edges where
subsumption errors appear and linking it to a basic TO.

2.2.4 Specific rules for particular error detections
Here, some examples from different authors are presented.

(Gupta, 2002) utilizes formal consistency checks for the subsumption (hyponymsy)
relation. Two different queries were applied to uncover hyponymy relations, which do
not meet the requirements. He presumed that if one of the queries gives a positive
result, then the hyponymy relations on these points are wrong. The two queries
provided answers to the following questions:

o  “Are there opposed concepts where one subsumes the other?”

o “Are there opposed concepts which have a common subconcept?”
It is noted that two concepts are opposed (or synonymously ‘antosemous’) if at least

two of their lexical units are antonyms.
Prefix forms as an indicator of hypernymy

The authors of (Nadig et al., 2008) present the relationship between synsets where the
member of one synset is used as a suffix for the member of another synset. They utilize

examples like {work}, {paperwork}, and {racing}, {auto racing, car racing}.
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“If one term of a synset X is a proper suffix of a term in a synset Y, X is a hypernym of Y”

(Nadig et al., 2008) tested Princeton WordNet (version 2.1) and found that 21.35%
of the relations corresponded with the abovementioned rule. All these relationships
need human inspection.

2.3 PATTERNS IN A HIERARCHICAL STRUCTURE

This group of methods can be described as the most formal one and it does not take
into account the semantics of synsets and relations. This group contains items such as
cycles, rings, dangling uplinks, orphan nodes, small hierarchy and unique beginners. In the
majority of cases, the authors of different papers present these patterns as suggestions
for checking the quality of the wordnet hierarchical structure. Therefore, a brief
overview of them is given. In addition, two query languages are introduced, which
have created especially wordnet-like lexical databases.

2.3.1 A short overview of the patterns in a hierarchical structure

Cycles. Despite the fact that a cycle seldom appears in wordnet, many authors have
put forth the cycle as a test for checking wordnet accuracy (Smrz, 2004), (Kubis, 2012).

Rings are subgraphs where a node has at least two parents, which in turn have
common ancestor (Fischer, 1997), (Liu et al., 2004), (Richens, 2008), (Section 3.1.2).
Figure 2.18 represents two artificial examples of rings. (Liu et al., 2004) utilizing
Princeton WordNet (version 2.0) found rings within semantic categories and part-of-
speech. As a result, she detected 1,837 rings from the noun hierarchy and 17 rings
from the verb hierarchy.

a) b)
Figure 2.18. Rings, two artificial examples

Dangling uplinks are subgraphs where a node has two parents, one connected to
a “big hierarchy” and the other to parents, which do not have any superordinate or

additional subordinates (Koeva et al., 2004), (Smrz, 2004).
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dangling uplinks

Figure 2.19. Dangling uplinks, an artificial example (filled nodes represent root synsets)

Orphan nodes (or null graphs) in the context of a wordnet semantic network are
synsets without any semantic relations or synsets without hyponymy,/hypernymy relations
(Capek, 2012).

Small hierarchies are subgraphs which end after the root of the nodes on the next
three levels (Lohk et al., 2014c).

Root nodes in the context of a wordnet semantic network are unique beginners.
The primary need for their discovery is to get an overview of all of them (Lohk et al.,

2014c).
2.3.2 Query languages in hierarchy checking

It is possible to apply a query language (MySQL, MSSQL, PostgreSQL, and others)
to a wordnet hierarchical structure if it is stored in the database. This approach
presumes that the user is aware of the possible points of inconsistency. For instance,
in such circumstances it is quite easy to uncover the following cases using query
languages:

o  All the synsets without any semantic relations (orphan nodes)

o  All the synsets without any parents (top/root nodes)

e All the lexical units not related to any synsets

o All the synset pairs without an opposite semantic relation (i.e. for a hyponymy

relation, the opposite relationship is hypernym; a database should contain

both of them)

One of the most capable query languages for wordnetlike lexical databases is
WQuery (Kubis, 2012). WQuery creators show that one of its roles is to obtain
information about a wordnet hierarchy (Vetulani et al., 2010). The WQuery system
can operate on wordnet-related terms like synsets, word senses and words (Vetulani et
al., 2010). Author of WQuery advertises its language as one that is more capable than
other wordnet development query languages, such as WN (Koeva et al., 2004) and
Hydra (Rizov, 2008) which do not encompass arithmetic expressions and are not able
to answer aggregate queries. WQuery is used as a supporting tool in the development
of PolNet (Polish WordNet) and it “is particularly useful to deal with complex
querying tasks like searching for cycles in semantic relations, finding isolated synsets
or computing overall statistics.” (Vetulani et al., 2010). WQuery can carry out tree queries,
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reachability queries as well as queries for finding the least common subsumers. The
queries of WQuery are also able to:
e Compute structural measures such as minimum/maximum depth and
height of the hypernymy hierarchy (tree query)
e Uncover all the paths that connect two given synsets through hypernymy
(reachability query)
o Cycles in a hypernymy relation
e  Synsets that do not entail a hypernymy relation
e The number of top synsets

An advantage of using of WQuery is its module WUpdate that enables to import any
wordnet that is stored as the Global WordNet Grid format in an XML document.

2.4 CLASSIFICATION OF WORDNET ERRORS

Even though different error classification means for wordnet have been proposed by
different authors (Koeva et al., 2004), (Capek, 2012), this work chiefly follows the
idea of (Piasecki et al., 2013a) but instead of formal errors, the notion of syntactic
errors is utilized as in (Tengi, 1998). For classification, all wordnet errors are divided
into three different levels or classes:
e Syntactic errors - related to the source file structure or data presentation in it
e Semantic errors - related to wordnet semantics

e Structural errors - related to wordnet as graph

Descriptions of all of these error classes are provided with ample examples. As in
literature there exist several other error classifications, their appropriateness in our
system is also considered.

2.4.1 Syntactic errors

Syntactic errors, or formal errors (Piasecki et al., 2013a), are those that appear in
wordnet source files, i.e. primarily XMLAiles syntax. (Koeva et al., 2004) upon
referring to a similar error class use the notion of surface errors which are “directly
present in lexical units, synset literals, glosses, or other metadata thereof”.

e  Empty ID, POS, SYNONYM, SENSE

o XML tag data types for POS, SENSE, TYPE (of relation), characters from a

defined character set in DEF and USAGE

e Duplicate IDs

o Duplicate triplets (POS, literal, sense)

e Duplicate literals (lexical units) in one synset

e Typographical errors

o Spelling errors
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Incorrectly entered words

(Smrz, 2004), (Koeva et al., 2004), (Capek, 2012), (Lindén and Niemi, 2014).

2.4.2 Semantic errors

Semantic errors are those which are connected to the semantic of synsets and

relationships. Taxonomic inconsistencies (Alvez et al., 2008b) also belong in this class.

While not all examples originate from wordnet developers we do not claim that every

item in the following list points to a semantic error but rather to a possible semantic

error.

Wrong or missing semantic relation

Wrong or missing synset - “some sets of words used as synonyms, e. g. {"slump";
"crash"; "bust"} are not encoded as synonyms in WordNet”. (Richens, 2011)
Inappropriate lexical unit in a synset - {plumage_1, feather_1} in Princeton
WordNet (version 3.0), plumage is uncountable, feather is countable
(Atserias et al., 2005)

Synset with wrong gloss (definition), the included definition is equal to the
lexical unit (the latter was a problem in Estonian Wordnet version 70, where
118 synsets corresponded to this criteria’’)

Malapropism - “the confounding of an intended word with another word of similar
sound or similar spelling that has a quite different and malapropos meaning. For
instance, an ingenuous [for ingenious] machine for peeling oranges” (Hirst and St-
Onge, 1998).

Not justified or “unfinished” multiple inheritance - based on Estonian
Wordnet (version 64) {hotel_1, ...} and f{hostel 1, ...} had two parents
{institution} and {building}, but {motel_1} had only parent of {institution}
(Lohk et al., 2014a)

Polysemy consistency - the synset {letter_1} (a written message addressed to a
person or organization) in Princeton WordNet (version 3.0) inherits both its
abstract content from its hypernym {text_1} and its physical aspect from its
hypernym {document_2}. Meanwhile the synset of {book_1} (a written work or
composition that has been published (printed on pages bound together)), a
rather similar case, “is not accounted for in this way” inherits only physical
aspect (Verdezoto and Vieu, 2011)

Reduction of sense - “a reduction of sense occurs whenever a hypernym accounts
for a part of the meaning of one of its hyponyms”; {counterfoil_1, stub_4} is a part
of a check that provides information about a money transfer. Following the
line of an “inherited hypernym”, it goes up to {abstraction_1}. No single
ancestor takes into account the fact that a counterfoil is a piece of paper.

37 Not yet published experiment of thesis author
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Instead, its ancestors refer to the information the counterfoil carries (Alvez
et al., 2008a).

e  Overgeneralization - no subordinate of {social group} does not include
population and generation. “The nearest hypernym of {social group} that does
include population and generation is {group}, but this is an overgeneralization as it
subsumes groups of non-living things as well” (Méchura, 2010).

2.4.3 Structural errors

According to (Piasecki et al., 2013a), structural errors are those “that can be identified
on the basis of the relation definitions and the link structure without going more deeply in the
semantics of the wordnet elements linked (i.e. synsets or lexical units)”. This class includes all

the errors that are described in Section 2.3 Patterns in a hierarchical structure.

2.5 CONCLUSIONS

This chapter presented a variety of approaches for checking the condition of a
wordnet. It was shown that based on two features (whether it uses lexical resources and
whether it uses the content of synset), it is possible to categorize all these approaches into
three groups of methods.

[t appears that the biggest group of methods is the first one, which uses lexical
sources as well as the content of synsets (i.e. considering semantics). The large number
of approaches is due to the fact that there are a lot of machinereadable lexical
resources (of course, not for every language version of wordnet) and several
approaches for extracting beneficial information from them. For instance, to obtain
beneficial information from a text corpus, three approaches are introduced - lexico
syntactic patterns (Section 2.1.3); NLP tasks (Section 2.1.4); calculating different
scores between lexical units and synsets or paragraph (Section 2.1.1).

The smallest group of methods (Section 2.3) is the third one since it uses neither
lexical resources nor the content of synsets. These methods are based on different
pattern extractions in the wordnet hierarchical structure as a graph. All test patterns
introduced in the next chapter belong to the third group.

It is worth noting that sometimes when enhancing wordnet quality, approaches
from different method groups find application. For example, (Mihalcea, 2003)
employed two groups of methods for reducing polysemy in Princeton WordNet. The
first method was based on polysemy patterns in wordnet and did not use additional
lexical resources, and second one relied on the sense tagged corpus SemCor™,

The second big issue considered in this chapter was error classifications along with
their descriptions (Section 2.4). The idea of three error classes of a wordnet system

3 http://globalwordnet.org/wordnet-annotated-corpora/
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proposed by (Piasecki et al., 2013a) was discussed - syntactic errors, semantic errors, and
structural errors.

(Piasecki et al., 2013a) intimated that syntactic errors “do not occur when a system
like WordnetLoom (Piasecki et al., 2013b) is used for wordnet development”. It is obvious
that these errors are not considered to be particularly important (looking at their
statistics) because every development system should be capable of guaranteeing the
quality of the syntactic data. Yet, the most significant errors in a wordnet are the
semantic errors because a wordnet is first and foremost a semantic network. The
significance of semantic errors is reflected in about 20 of the proposed approaches
regarding the three groups of methods, both directly (in first and second group) and
indirectly (in third group™).

In next chapter, we complement patterns in a hierarchical structure with our test patterns,

which belong to the third group of methods.

% Every structural error is also caused by a semantic error

61



3. TEST PATTERNS

“It should always be quicker to implement a test, if we can find a pattern in the data, rather than to
do a full revision in top-down or alphabetical order." - Tomds Capek

“Structural errors are harder to find and sometimes hard to define. They deal with correctness and
appropriateness of lexical and semantic relations among synsets ...” — Tomds Capek

The aim of this chapter is to introduce the test patterns that form the basis for the
evaluation of a wordnet hierarchical structure and its semantics.

Test patterns, by their nature, are descriptions of substructures with a specific
nature in the wordnet semantic hierarchy as a graph. In this work, the focus is on
substructures that have the property of multiple inheritance. In the most cases, behind
the multiple inheritance is a polysemy (Sections 1.2.7-1.2.8), but in the remaining
cases, there are nodes (synsets) that inherit simultaneously specific and general
concepts (Section 3.2.1).

Test patterns’ structures overlap each other partially or entirely. However, they
have different perspectives to the substructures of hierarchies and may typically point
to different semantic errors in these.

There are only two ways to cover all multiple inheritance cases of the certain
semantic hierarchy of a wordnet - using test pattern instances of closed subset or test

pattern instances of ring and synset with many roots together.

Motivation

There are many reasons why test patterns should be chosen as a way to check and
validate multiple inheritance in the wordnet hierarchical structure (formed by its
semantics). To begin with, multiple inheritance itself provides many reasons for
checking it:

1) Inappropriate use of multiple inheritance (Kaplan and Schubert, 2001). There
are many cases where multiple inheritance is not used as a conjunction of two
properties (Gangemi et al., 2001).

2) Sometimes an IS-A relation is used instead of other semantic relations
(Martin, 2003). Multiple inheritance makes it possible to compare relations
that connect the parents of a synset.

3) In many cases, multiple inheritance causes topological rings (Liu et al., 2004),
(Richens, 2008). According to (Liu et al., 2004), one synset cannot inherit
properties from both parents.

4)  Multiple inheritance may refer to a short cut problem (Fischer, 1997), (Liu et
al., 2004), (Richens, 2008). One synset has a two-fold connection to another
one, both directly and indirectly. The direct link is illegal.
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5)  Multiple inheritance may refer to dangling uplinks in the hierarchical structure

(Smrz, 2004).

Secondly, the use of test patterns has many advantages:

1) Using a test is always quicker than “[doing] a full revision in top-down or
alphabetical order” (Capek, 2012).

2) Use of “manual verification and correction” is the most reliable. (Lindén and
Niemi, 2014).

3) Test patterns highlight substructures that refer to possible errors and they
simplify the work of the expert lexicographer (Lohk et al., 2012a), (Lohk et
al., 2012b), (Lohk et al., 2014b).

4) Test patterns are applicable to wordnets in every language (Lohk et al.,
2014c).

The main question answered in the following sections is what kind of test pattern to use
in multiple inheritance cases.

What the most similar work to ours is will also be discussed. These are two test
patterns termed a short cut and a ring (Fischer, 1997), (Liu et al., 2004), (Richens,
2008). The first pattern (short cut) represents an exception in this set of test patterns.
Whilst it occurs in the case of multiple inheritance polysemy is not the cause of its
existence.

Section 3.3 considers what kind of errors are typical to every test pattern. In brief, some
errors are typical to some test patterns. However, frequently they may lead to common
errors in the semantic structure of wordnet, such as a missing or redundant semantic
relation, missing or redundant sense, missing or redundant lexical unit, etc.

This chapter is based mainly on the paper “New Test Patterns to Check the
Hierarchical Structure of Wordnets” (Lohk et al., 2014b). It is also partly based on
the following papers: “First Steps in Checking and Comparing Princeton WordNet
and Estonian Wordnet” (Lohk et al., 2012b), “How to create order in large closed
subsets of wordnet-type dictionaries” (Lohk et al., 2013), “Independent Interactive
Testing of Interactive Relational Systems” (Lohk and Véhandu, 2014), “Some
structural tests for Wordnet with results” (Lohk et al.,, 2014c) and “Dense
Components in the Structure of Wordnet” (Lohk et al., 2014a).

3.1 RELATED WORKS

This section studies other authors’ test patterns, which in their nature are quite similar
to our work. It can even be said that our work is complementary to and generalization
of the given patterns.
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3.1.1 Short cut

According to section “Lexical hierarchy” written by George Miller (1998) it can be
inferred that “redundancyfree data was the aim of WordNet lexicographers” (Fischer,
1997). Redundancy in a wordnet hierarchical structure expresses itself if two synsets
have a twofold link between them - the first link is direct and the second one indirect
through another hyponym(s)-synset(s) relation. (Fischer, 1997) refers to this direct link
as a short cut (in Figure 3.1 “a” and “b” the arrows with no fill) and (Richens, 2008)

calls it asymmetric ring topology.

Sl Sl
S;
S;
S3
S3 Sy
a) b)

Figure 3.1. Short cuts in wordnet hierarchy

In Figure 3.1, there are two images of short cuts. Nodes Sy, S;, S5, and S, denote synsets
and the arcs between the nodes denote semantic relations. In image (a), the
redundant link is between S; and S;. In image (b), the redundant link is between S,
and S,. The short cut problem arises because the principle of economy is ignored
(Vider, 2001) and it does not originate from polysemy. Hence, synset S; in image (a)
and S, in image (b) are not ambiguous concepts.

The short cut may occur if lexicographer has created a new, more precise link to
another synset, and forgot to remove the previous relation.

3.1.2 Ring

According to the approach of (Richens, 2008), a ring is a substructure of a wordnet
hierarchical structure where one subordinate (in Figure 3.2 (a, b, ), nodes Ss, S¢, S4)
has a superordinate (in Figure 3.2 (a-b), node S;) via two branches. Richens referring
to the work of (Liu et al., 2004), distinguishes two types of rings: an asymmetric ring
topology and a symmetric ring topology. In the case of asymmetric ring topology, the lengths
of both chains in the branches are different in Figure 3.2 (a). As regards symmetric ring
topology, the lengths of all the chains in the branches are equal in Figure 3.2 (b) and
(c). Based on these claims, the length of the chain in different branches of asymmetric

and symmetric rings may be longer than represented in the images in Figure 3.2.
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S, S3 S2 S3
52 53
Sa Sa Ss
SS 56 54
a) b) c)

Figure 3.2. a) an asymmetric ring, b) and c) symmetric rings

According to (Liu et al., 2004), a ring is unavoidably formed if a synset “has at least two
fathers in its own category”. Applying Liu’s example to Figure 3.2¢”, (Richens, 2008)
phrases Liu’s description of inconsistency in a ring as follows: “a ring is a paradox
because it assumes that two hyponyms [S2 and S4] of a single hypernym [Si] must have opposite
properties in some dimension and therefore cannot have a common hyponym [S4], as a hyponym
must inherit all the properties of its hypernym[s] [Sz and S4]”.

3.2 NEW TEST PATTERNS

This section is studies test patterns proposed by the author of this thesis. An
exception is the test pattern of synset with many roots, which instances may in some
cases correspond to substructure called dangling uplink (Figure 2.19) referred by
(Koeva et al., 2004), (Smrz, 2004).

Filled nodes in the following figures represent root synstes, i.e., synsets without
superordinate synsets.

3.2.1 Synset with many roots

(Richens, 2008) and (Liu et al., 2004) introduce the multiple inheritance cases which
form rings (Figure 3.2, a, b, ¢). However, in addition to the rings there also exist synsets
with many parents, which do not form the rings. Instead, their branches flow into
different unique beginners (root synsets). In Figure 3.3, these root nodes are depicted as
filled nodes. The benefit of this perspective is an overview of the threaded hierarchies
as well as the possibility to evaluate whether the connections between the synset with
many parents and its roots is justified.

Figure 3.3. Test pattern of a synset with many root synsets
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3.2.2 Closed subset

Closed subset in our work are coherent bipartite graph in two sequential levels of a
wordnet hierarchical structure (Lohk et al., 2013). Figure 3.4 presents an artificially
constructed hierarchical structure with one root node (root synset). Closed subset cases
are highlighted by rectangles. We are interested in the cases with at least two parents
(represented by thick lines), i.e. where multiple inheritance is used.

Figure 3.4. An artificially constructed tree of a wordnet with closed subsets

The benefit of the closed subset is a cluster of tightly connected concepts in particular
hierarchical levels (see Figure 3.4). Often it demonstrates connections between two
grouped subconcepts through their common concept. Therefore, it is possible to
compare connected subconcepts groups, as illustrated by Figure 3.5.

S1 Sz

53\54—’55\56—57/58
subconcepts group 1 subconcepts group 2
Figure 3.5. A closed subset
By checking the accuracy of the substructure contained in a closed subset, it can be
enquired that if the common subconcept (Ss) of group 1 and group 2 is connected to
superconcepts S; and S;, why the other members of group 1 (S; and S,) are not related

to superconcept S,. In addition, why are the members of group 2 (Ss, S;, and Sg) not
related to S;?

3.2.3 Large closed subset (LCS)

The smallest size of a closed subset is 1 (the number of upper-level synsets) x 1 (the

number of lower-level synsets). The size of closed subsets may vary as the biggest size in
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different wordnets. In many cases, LCS seems to be he particular feature of the
hierarchical structure that links different hierarchical structures started from unique
beginners. The largest closed subset we have found in plWordNet (Polish Wordnet)
(Maziarz et al., 2012) is 30,794 x 4,463. It consisted, among other things, of 142 root
synsets (Lohk et al., 2014c). This number is undoubtedly too big. (It may be
remembered that at the beginning of Princeton WordNet creation, only 25 topmost
concepts were used for noun hierarchy and 14 topmost concepts for verb hierarchies.)

Figure 3.6. An artificially constructed "large" closed subset

In Figure 3.6, there is an artificially created “large” closed subset highlighted by a
rectangle. Nodes filled with black colour denote unique beginners (root synsets) in a
closed set. Grey nodes indicated unique beginners outside of closed subsets but related
to one. The large closed subset as a particular feature of the wordnet hierarchy seems
to indicate the accuracy of the wordnet hierarchical structure. Thus, its chief benefit
is detecting the general state of a wordnet structure as regards its accuracy (Lohk et

al., 2014c).
3.2.4 Root synset in a closed subset

It is not easy to use instances of large closed subset for detecting concrete errors in a
wordnet hierarchical structure but it is possible, as it is proposed in (Lohk et al.,
2014b). It is far simpler to discover small closed subsets that consist of unique
beginners (root synsets) in the upper level of bipartite graphs (closed subsets). The idea
of that approach is to see which root synsets are in same level with non-root synsets. Most
likely, there are errors which express itself as unfinished work because a root synset
and a non-root synset cannot be on the same concept level. The solution to that is
either to add a higherlevel concept to a root synset or to connect it to pre-existing

higher-level concepts. Figure 3.7 illustrates a closed subset with a root synset.

Figure 3.7. Root node (filled node) in a closed subset
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3.2.5 Dense component

The dense component pattern provides the opportunity to uncover substructures where,
due to the multiple inheritance, the density of the interrelated concepts in the semantic
hierarchy is higher (Lohk et al., 2014a), (Lohk et al., 2014b). This substructure
(subgraph) consists of two synsets (nodes) with at least two identical parents (it
corresponds to complete bipartite graph). The overall size of an instance of a dense
component depends on how many synsets (nodes) with at least two parents are
interconnected through the multiple inheritance and/or same parents. However, let us
explain its detection algorithm in a more concrete way. If we assume that there exists
a set of nodes with many parents. Some of them form the dense components and some

do not. One set that forms a dense component is in Figure 3.8.

Sy S3 Ss S3 Ss Sy S; Sy

Sz 54 SG
a) b) c)
Figure 3.8. Subgraphs, synsets with many parents

If we compare subgraph (a) to subgraph (b), then it emerges that they have two
identical parents - S; and Ss. At the same time, subgraph pairs (a) - (c) and (b) - (c) do
not meet the criteria of at least two identical parents. Thus, (a) and (b) with nodes from
S, to S5 and their relations form the complete bipartite graph. However, after joining
subgraphs (a) and (b), subgraph (c) also fits into this component while S¢ has two
parents identical with those of (a) and (b). The result of this dense component is

depicted in Figure 3.9.
S1 S3 Ss S;

S, S4 Se
Figure 3.9. Dense component

Figure 3.9 contains an example of the multiple inheritance caused by regular polysemy.
This is due to the fact that the polysemic S, and polysemic S, have a simultaneous
connection to S; and Ss. Synset S; does not fit into the regular polysemy category because
there is no other synset that has at least two identical parents with synset S,.

In the evaluation process, the expert linguists/lexicographer has to check whether
the multiple inheritance is justified. In our experiment (Lohk et al, 2014b), we found
that among the other errors, the multiple inheritance was not justified in most cases.
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(Based on Figure 3.9, the expert could also ask that if S, and S4 are part of the same
regular polysemy, why S, has no connection to S; and Ss. On the other hand, it can be
queried why S; has a connection to S; and/or Sy if it is not part of the regular polysemy.)

3.2.6 Heart-shaped substructure

According to Figure 3.10, in a heartshaped substructure pattern, two nodes (S, and S,)
have a direct connection through an identical parent (S;) and an indirect connection

through a semantic relation (Ss - S;) that links their second parent.

S1 S3

Ss

Sa

Figure 3.10. Heart-shaped substructure

In spite a synset having more than two parents, only two of them can simultaneously
be part of the heartshaped substructure. Thus, for a synset with three or more parents,
all the combinations of the synset with two parents are detected and every
combination may be a part of a heartshaped substructure. Figure 3.11 (a) contains an
example of a synset with three parents, part (b) shows all the combinations of a synset

with two parents of part (a). The number of combinations can be calculated using
n (n-1)

, where n is the number of parents of a synset. For example, for five

Ss S1 S3  Sq S S3 Ss
S, S, S,
a) b)

Figure 3.11. Combinations of a synset and its parents

formula

parents, synset n equals 10.

Sl S3

S2

Linguists from Princeton University used the heart-shaped substructure for checking
Princeton WordNet (version 3.1). They noticed that this pattern is helpful for

detecting wrong semantic relations, mostly role and type relations (Lohk and
Vohandu, 2014), (Lohk et al.,, 2014b). Naturally, it is not right to assume that
different language wordnets will contain the same types of errors because they have
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different building bases and also culture and region specific concepts. Nevertheless,
it is a wellknown fact that Princeton WordNet does not contain type and role
semantic relations (Atserias et al., 2005), (Martin, 2003).

The latest investigations of the author of this thesis show that wordnets have a
pattern that could be termed a complete heartshaped substructure (Figure 3.12). The
difference lies in the fact that both synsets (S, and S;) have an indirect connection
with semantic relations (S5 - S; and S; - S;) which link both their parents. However,
this substructure has not been used to check and validate the wordnet hierarchical
structure but it is assumed that it would detect at least the same kinds of errors as a

heartshaped substructure.

S1 S3

55 S7

S4

Figure 3.12. A complete heart-shaped substructure

3.2.7 Substructure that considers the content of synsets

This substructure differs from others because it takes into account the content of the
synsets. More precisely (Figure 3.13), for every pattern of that kind, we are interested
in the hypernym (S;) that the member (lexical unit) includes in at least two of the
compound words of its hyponyms or in part of multiword(s) (S;, S4, Se, Ss, Sio).
Examples of these two cases are:

1) Hypernym paper (S;) and its hyponym newspaper

2) Hypernym paper and its hyponym roofing paper
Secondly, at least one hyponym (S;) has (an) additional parent(s) (S;). Using the
abovementioned example - roofing paper (S,) has the hypernym roofing material (S,).

S1 S3

Sz S4 Se Sg S10

Figure 3.13. Substructure that considers the content of synsets

The Estonian language is similar to the German language, in that there are numerous

compound words. Therefore, in the Estonian Wordnet, the member of the hypernym

70



synset (S3) mainly connects to the member of the hyponyms that is a compound word
(e.g. newspaper). On the other hand, in the English wordnet, the member of the
hypernym synset chiefly connects to the member of the hyponyms that is a multiword
(e.g. roofing paper).

To validate this pattern, the expert linguists/lexicographers must consider has why
S, whilst connected to S,, has no connections to Sy, Ss, Sg or S;; while they have
connections to S; as well as S,. This enquiry helps to make a decision regarding the
inconsistencies that this pattern may have. As regards the Estonian Wordnet, we
found that sometimes this pattern points to a situation where a superordinate had

inappropriate meaning (S;). For example, boa as a snake (S,) had a hypernym scarf (S;)
(see Figure 4.9 in Chapter 4).

3.2.8 Connected root synsets

This pattern is different from others and required additional information about
vertices and edges. In Figure 3.14, an edge connects two vertices, if two hierarchies
that started from these vertices have at least one common item. In addition, this
pattern represents a) a top view b) in global perspective for the particular part-of-speech
hierarchies. The size of this pattern can vary largely.

11/#51 {I'Sl}

12/#82 {I’SQ}
17/#57 {1‘57}

lg/#sg {rs¢} I3/#s3 {rs3}

14/#84 {1'54}

15/#55 {1'55}

Figure 3.14. Connected root synsets

The following sets are defined: #L={#1,, #1,, #1;, #1,, #15, ... #1.}, #S = {#s,, #s,, #s;, #s,,
#ss, ..., #s,}, RS = {rsy, 15,, 1’83, 154, TS5, ..., rs,}, where L is the number of the maximum
levels for certain root synset hierarchies, #S is the number of synsets in a certain
hierarchy, and RS is the set of root synsets for a certain part of speech. Every item in
RS can be depicted as vector:

rs; = <I;, #s>

Where
l; is the number that indicates the depth of the rs; hierarchy
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#s, is the total number of subordinates in the rs; hierarchy

Every edge is described as a vector:
e(rs;, 1s;) = <#cs,, level,, level,, first-cs; >

Where
#csij is the number of common synsets of rs; and rs; hierarchies
l; is a number that shows on which level the common synset is in rs; (root synset i)
] is a number that shows on which level the common synset is in ts; (root synset i)
first-cs;; is the name of the first common synset of the two hierarchies (rs; and rs;).

In our experience, sometimes the number of root synsets may exceed 500. Even if it is
up to 100, this approach is not applicable. In that case, instead of a text label, it is
reasonable to use numbers and represent all the textual information in a table.

The benefits of this pattern is that it shows for a particular part-ofspeech
hierarchy:

1) How many hierarchies there are

Which hierarchies thread to others

[SSINS)

Which hierarchies are separated

U B

)

)

) How big or small the hierarchies are

) Whether there are root synsets that are too specific
)

&)

On which level the common synsets appear.

3.3 AN OVERVIEW OF THE TYPICAL ERRORS CONNECTED TO
TEST PATTERNS

The aim of this section is to give a compact overview of the proposed test patterns
and typical errors they help to detect. In addition to our test patterns, short cut and
ring test patterns are included here, mentioned by (Fischer, 1997), (Liu et al., 2004),
(Richens, 2008).

There is no doubt that each test pattern may lead to a different error, even to
ones not mentioned when describing each test pattern. Some examples are a
redundant™® or missing sense, redundant or missing semantic relation, redundant or missing
lexical unit in a synset and others. It is important to mention that the typical error(s) are
not clear for every test pattern. This is mainly because every wordnet has different
building and extending bases (Section 1.3) and also culture and region specific
concepts. Secondly, substantial feedback only exists for some test patterns. Despite
that, in our experience, all the test patterns uncover different errors (Section 3.3). In

% Sense may be redundant due to a fine-grained problem
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the comment part, the content of typical error(s) is put forth by substantiating our belief

in why this error is typical for that kind of a test pattern.

Short cut may appear to be an instance of multiple inheritance but yet it is not.
Instead, it refers to the case where one synset has a connection to another one
both directly and indirectly.
Typical error: redundant link.
Comment: this pattern always refers to the error of redundant link (Fischer, 1997),

(Liu et al., 2004), (Richens, 2008).

Ring arises when a subordinate with many parents has a superordinate via two
branches.

Typical error: in some cases, a synset with many parents cannot inherit opposite
properties from different hypernyms.

Comment: (Liu et al., 2004) regard rings abnormal, in particular when both
parents in the ring originate from same the domain category.

Synsets with many roots - a substructure where one synset has a connection to
two different root synsets.

Typical error: many root synsets for one synset are not justified, some root synsets are too
specific to be root synsets.

Comment: Similar to the pattern of connect root synsets. Therefore, similar errors
are expected to be seen. Instead of a top view, the side view is used. In addition,

only two root synsets are part of that pattern.

Closed subset is a coherent bipartite graph in two sequential levels of the wordnet
hierarchical structure.

Typical errors: synset has a connection to a specific and a general concept, wrong
or missing senses, wrong or missing relations.

Comment: Karin Kungla from University of Tartu tested closed sets in her BA
thesis on Estonian Wordnet (version 60); in two papers, Kadri Vare from
University of Tartu analysed about 20 closed subset instances (Lohk et al., 2012a),
(Lohk et al., 2012b).

Large closed subset is a special case of the closed subset, representing the largest
subset.

Typical errors: indicates the general accuracy of a wordnet hierarchical structure.
Comment: An experiment for the paper of (Lohk et al., 2013). We proposed a fast
algorithm to minimize their crossing number in a bipartite graph. We found the
largest closed subset for seven different wordnets. Three of them can be classified
as very large ones. The second experiment is described in (Lohk et al., 2014c).
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Root synset in the closed subset is a closed subset, which contains a root synset at
its upper level.

Typical errors: unfinished work; a root synset is too specific to be a root synset; it
belongs to another hierarchy.

Comment: We made some examples for presentations at various science
conferences (6™ Global WordNet Conference in Matsue, Japan, January 9-12,
2012; EACL 2012 Joint Workshop of LINGVIS & UNCLH, Avignon, France,
April 23-24, 2012; Information and Software Technologies: 20th International
Conference, ICIST 2014, Druskininkai, Lithuania, October 9-10, 2014) and
finally published it in (Lohk et al., 2014b).

Dense component is a substructure that contains at least two synsets with two
identical parents (for complete definition see Section 3.2.5).

Typical error: the multiple inheritance is not justified or has to be expanded
Comment: We conducted an experiment on Estonian Wordnet (version 66) and
the aforementioned typical error was indeed the most frequent case (Lohk et al.,

2014a).

The heart-shaped substructure is a substructure where two synsets have a direct
connection through a common parent and an indirect connection with a second
parent through a semantic relation.

Typical error: points to the wrong semantic relationship

Comment: Linguists from Princeton University used a heartshaped substructure for
checking Princeton WordNet (version 3.1). They noticed that this pattern is
helpful for detecting the wrong semantic relations, mostly role and type relations

(Lohk and Véhandu, 2014), (Lohk et al., 2014b).

Substructure that considers the content of synsets - here, the hyponymy relation
and multiple inheritance is included when the lexical unit of a hypernym is part of a
compound word or a multi-word of a lexical unit of a hyponym.

Typical error: the wrong semantic relationship

Comment: The first quick overview of Estonian Wordnet (version 68) surprisingly

uncovered many synsets, which did not fit into that particular place in structure -

so-called careless mistakes (Lohk et al., 2014b).

Connected root synsets represent a top view in the global perspective.

Typical errors: hierarchies that are too small; concepts that are too specific for the
ro0t synset; too many root synsets and too many connections between them.
Comment: An experiment for a poster presentation at the Annual Applied
Linguistics Conference (April 19-19, 2013, Tallinn). The experiment involved
Princeton WordNet (version 3.1) and Estonian WordNet (version 65).

74



3.4 CONCLUSIONS

There is nothing new in applying certain substructures of specific nature (test
patterns) for checking and validating the semantic hierarchies of a wordnet. However,
so far only a few authors have used them (Fischer, 1997), (Liu et al., 2004) and
(Richens, 2008) or have suggested their use (Koeva et al., 2004), (Smrz, 2004), (Capek,
2012). Their infrequent use may arise from the situation that most of these
inconsistencies are avoidable with a wordnet management system, such as cycles, null
graphs, loops, short cuts.

In this chapter we described substructures, which are yet undiscovered in the
semantic hierarchies of wordnet and which contain at least one multiple inheritance.
However, while other authors have also referred to substructures with multiple
inheritance, two patterns (short cut and ring) are inspired by the authors (Fischer, 1997),
(Liu et al., 2004) and (Richens, 2008). Every test pattern is associated with typical
errors they may help to discover.

Even though every test pattern in this chapter is associated with typical errors they
may help to discover from the semantic hierarchies of wordnet, thorough
experiments were performed for only two test patterns - the heartshaped substructure
and the dense component. Both of these patterns yielded very good results. At first,
linguists from Princeton University applied the heartshaped substructure to Princeton
WordNet (version 3.1). They found that in most cases this pattern refers to the wrong
semantic relation, where instead of a hypernymy relation, the role or type relation
should have been used (Lohk and Vshandu, 2014). Secondly, linguist Heili Orav
from the University of Tartu employed the dense component in Estonian Wordnet
(version 66) (case study in Section 4.2). As a result, in most of the discovered cases
the regularity of multiple inheritance (Section 1.2.8) was not justified (Lohk et al.,
2014a).

In conclusion, since every wordnet has a different building and extending basis,
we cannot strongly claim that every wordnet will only yield the errors described here
alongside every test pattern. In our experience, by using different test patterns, the
expert lexicographer/linguist may discover a wide range of different types of errors.
In very rough terms, all the error corrections can be traced back to these acts:

e merging many synsets or dividing one

e deleting a synset

e adding or removing a lexical unit of a synset

e adding or removing a semantic relation
Subsequently, our test patterns are put to action.
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4. PATTERNS IN ACTION

“When building large-scale lexical/semantic resources, subsequent — or better, simultaneous —

validation of content is essential” — Dietrich H. Fischer

The test patterns used in the validation of the wordnet semantic hierarchy primarily
indicate the possible errors it may contain. Despite the fact that it is not difficult for
non-experts to detect most of the errors, in everyday practice, the lexicographer
validates all the instances of test patterns and corrects them if need be.

Until now, test patterns have been applied to EstWN after the release of each new
version. It means that the correction and expansion of the latest EstWN version will
be conducted almost simultaneously. Nevertheless, for the most recent version of
EstWN, test patterns were used in the validation before it was made publicly available
online.

This chapter describes the instance errors for each test pattern, primarily utilizing
EstWN examples, but there are also two examples from PrWWN. All the cases are only
related to verb and noun hierarchies and hypernymy relations.

Finally, a case study of the dense component is presented, which is based on a paper
of ours (Lohk et al.,, 2014a). In this context, we look at what operations a
lexicographer performs to correct the 121 dense components of EstWN Version 66 as
well as how these corrections reduced the number of dense component instances and
multiple inheritance cases in the following version 67.

This chapter is mainly based on the papers “New Test Patterns to Check the
Hierarchical Structure of Wordnets” (Lohk et al., 2014b) and “Dense Components
in the Structure of Wordnet” (Lohk et al., 2014a). It is also partly based on the
following papers: “How to create order in large closed subsets of wordnettype
dictionaries” (Lohk et al., 2013), “Independent Interactive Testing of Interactive
Relational Systems” (Lohk and Vohandu, 2014) and “Some structural tests for
Wordnet with results” (Lohk et al., 2014c)

4.1 EXAMPLES OF TEST PATTERNS

This section studies examples of test pattern usage. The main examples used are from
different EstWN versions, but two examples originate from Princeton WordNet
Version 3.1. In this context, the content of every test pattern is explained again
shortly and the errors that every instance contains are described.

In everyday practice, a lexicographer validates the instances of test patterns and
makes corrections, if required. As regards these examples, the author of this thesis

1 htep://www.cl.ut.ee/ressursid/teksaurus/index.php’lang=en
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provides an assessment of every example, using among other things online wordnets
- EstWN* and Princeton WordNet*.

While two test patterns have been inspired by other authors (Fischer, 1997), (Liu
et al., 2004) and (Richens, 2008), these are placed at the start.

In the EstWN examples, every synset is equipped with the equivalent synonyms from
Princeton WordNet Version 1.5* and begins with an abbreviation “(Eq_s)”. If the
equivalent synonyms are unknown, free translation has been used. For instance, in
Figure 4.2, the first three synsets have equivalent synonyms but the bottommost entails
a free translation.

To save space, examples are presented in a slightly different manner from the
output of programs. Notably, they do not contain glosses (synset definitions). Some
of the examples of test pattern instances delivered by our programs (see Chapter 5)

are available on a special webpage®.
4.1.1 Short Cut

The short cut pattern represents the situation where a lexical concept (synset) has two
parents but at the same time, it is not ambiguous. In Figure 4.1, the synset {club
soda_1, mineral water_1 ...} is one such example. That is to say, the synset {club
soda_1, mineral water_1} has a relationship with {beverage_1, drink_2, potable_1}.
However, the latter is merely the more general concept {mineraalvesi_4} with the
equivalent synset {club soda_1, mineral water_1 ...}, which is unnecessary information
for {club soda_1 ...} and therefore, the dotted line is redundant.

Secondly, it does not directly concern the EstWN hierarchy, but nevertheless
{mineraallvesi_4} and {soodavesi, mineraalvesi, selter} have the same equivalent synset
{club soda_1, mineral water_1 ...}. This may refer to the case that both of these synsets
are incorrectly mapped or there are no two different concepts for {mineraalvesi_4 ...}
and {sooda vesi_1 ...}. However, in the present case, the PrWN (Version 3.1) has two
different concepts - {mineral water_1} and {soda water_1, carbonated water_1, club

soda_1, seltzer_2, sparkling water_1}.

* http://www.cl.ut.ee/ressursid/teksaurus/teksaurus.cgi.en
® http://wordnetweb.princeton.edu/perl/webwn
# EstWN is currently mapped to Princeton WordNet Version 1.5 (11.05.2015)

* https://sites.google.com/site/instances2015/
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{jook}
(Eq_s) {beverage 1, drink_2, potable_1}

Y

{vesi_3, joogivesi 2}
(Eq_s) {drinking, water_1}

{mineraalvesi_4}

(Eq_s) {club soda_1, mineral water_1, ...}

Y

{soodavesi_1, mineraalvesi_2, selters 2}
(Eq_s) {club soda_1, mineral water_1, ...}

Figure 4.1. A short cut, EstWN (version 70)

4.1.2 Ring

This pattern category contains both symmetric rings (Figure 4.2) as well as asymmetric

rings (Figure 4.3). In the checking procedure, the first question for the lexicographer

is “can it be true that lexical concepts with two parents simultaneously belong to both

classes?” According to Figure 4.2, the answer is undoubtedly “yes”. That is to say,

“soup bowl” is simultaneously {bowl} and “dishware”. The answer for Figure 4.3 is

the inverse “no”, since it is impossible for “stone marten” to simultaneously be

“weasel” as well as {bird}. For corrections, according to the latest version of EstWN

(version 71), the relation {bird} is removed and the concept “marten” is added

between “stone marten” and “weasel”.

{anum_2, ndud 1}

(Eq_s) {utensil_1}

{kauss 1}
(Eq_s) {bowl 1}

(Eq_s) {dish_

{lavandu 1, s66gindu_1, toidundud 1}

1} (dishware)

{supikauss 1}

soup bowl

Figure 4.2. A symmetric ring, EstWN (version 68)
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{selgroogne 1}
(Eq_s) {craniate_1, vertebrate_1}

{tetrapood 1, neljajalgne 1} {lind 1, tiivuline 1, suleline 1}
(Eq_s) {tertapod_1} (Eq_s) {bird_1}

{imetaja_1, mammaal_1}
(Eq_s) {mammal_1}

{pdrisimetaja_1, imetaja_2}
(Eq_s) {eutherian mammal_1, ...}

!

{kiskjaline_1, kiskja_2}
(Eq_s) {Carnivora 1, order Carnivora_1}

{kérplane 1}
weasel

{kivinugis_1}
stone marten

Figure 4.3. An asymmetric ring, EstWN (version 69)

The symmetric ring pattern appears to be especially beneficial when both branches
only have one concept as in Figure 4.2 - {bowl_1} and {dish_1}. In that case, the
lexicographer has to compare if they are concepts from different levels. As depicted
in Figure 4.2, the concept {dish} seems to be superordinate to {bowl}. However, as the
correction, the lexicographer has removed the relationship between {dish_1} and
“soup bowl”. Nevertheless, {bowl_1} and {dish_1} are on the same concept level in
the latest EstWN version. Why?

4.1.3 Synset with many roots

Quite a similar pattern to the previous rings is the synset with many roots. This pattern
differs from the former one by its unconnected branches. On the one hand, it means
that some of the detectable errors are similar to rings and on the other hand, it is
capable of discovering errors related to root synsets.

Figure 4.4 demonstrates how one root synset is a dangling uplink*® - “ruminant
animals”. It means that the synset ({ruminant_1}) is connected to the second parent
(“ruminantia”) which represents a root synset, but in fact, is carrying the too lower-
level concept.

* Dangling uplink is a special case of the synset with many roots
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{olev_2} {maletsejalised 1}
(Eq_s) {entity 1} ruminantia

I

{imetaja_1, mammaal_1}
(Eq_s) {mammal_1}

{périsimetaja_1, imetaja_2}
(Eq_s) {eutherian mammal _1, ...}

{kabiloom 1}
(Eq_s) {hoofed mammal_1, ungulate 1}

{soraline_1}
(Eq_s) {artiodactyl 1, ...}

{méletseja_1}
(Eq_s) {ruminant_1}

Figure 4.4. Synset with many roots, EstWN (version 71)

The root synset “ruminantia” is a taxon, i.e. it presents a group of animals with
P group

particular properties. Therefore, it was correct to change the hypernymy relationship

between {ruminant_1} and ,ruminantia” to holonymy. Thus, {ruminant_1} belongs

to the group of “ruminantia”.

4.1.4 Root in the closed subset

The ordinary checking procedure for the instance of closed subset test pattern begins
with separating the subgroups of subordinates, as in Figure 4.5 - I group, II group,
and III group. The lexicographer should aim to distinguish them by sense and ask
why common concepts of two groups connect them, i.e. whether this link is justified.
When a closed subset contains a root synset, the usual solution is be either:
e Connecting that root synset to a higher level concept from outside the closed
subset, or
e Connecting that root synset to a higher level concept from inside the closed
subset.
However, as shown in Figure 4.5, generally these two possible actions may not be
sufficient for all the corrections of that substructure.
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{kolonel 1, merevédekaptern_1, ...} {vanemohvitser 1}
(Eq_s){colonel_1} chief officer
| {kaptenmajor 1, major 1} {ohvitser 1}
group (Eq_s){major_1} (Eq_s) military officer_1, officer_1
kaptenleitnant_1, kolonelleitnant_1 auaste_1, aukraad 1, kraad_1
p _ _
(Eq_s) lieutenant, colonel_1 light colonel_1 rank, position, degree
{kapten 1}
(Eq_s){captain_5}
nm _| {feldmarssal 1}
group (Eq_s){field marshal_1}

{sideohvitser 1}
military officer

{leitnant_1}
(Eq_s){lieutenant 3_1}

11 { {veebel I, veltveebel 1}

group (Eq_s){sergeant major 2}

Figure 4.5. Root synset in a closed subset, EstWN (version 62) (rotated 90 degrees)

In the latest version of EstWN, “chief officer” is located under {military officer_1,
officer_1}. Nevertheless, there are several other problems.

o Firstly, all 8 subordinates belong to the superordinate “rank, position, degree”.

e Secondly, on the same level as “chief officer” there should be “subaltern, petty
officer” and “brass hat” as there are three types of military officers - “chief
officer”, “subaltern, petty officer” and “brass hat”.

e Thirdly, {military officer_1, officer_1} is a “rank, position, degree”.

e Fourthly, it emerged that even though “brass hat” is included in EstWN, its
synset also contains its subordinate - {kdrgem ohvitser, kindral} - “brass hat,
general”.

o Fifthly, at least one subordinate simultaneously contains the rank of Navy
forces and land forces ({kaptenmajor_1, major_1}) and at least one does not
({kapten_1}).

e Sixthly, not all the ranks are included in EstWN. For instance,
“vanemleitnant” (chief lieutenant),

e Seventhly, veebel 1 and veltveebel 1 ({sergeant major_2}) are differentlevel
ranks from the class of non-commissioned officers.

4.1.5 Large closed subset

The large closed subset is possible due to the multiple inheritance cases in the particular
concepts level in the wordnet hierarchy. In Figure 4.6, there is a fragment of the largest
closed subset of PrWN (version 3.1). It has 1,064 hyponyms (row labels) and 126 hypernyms
(column labels). According to our example, there are about 16% (170) of hyponyms

with more than one parents.
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(food (% 1:03:00::),..}

@ (b L2F0L:), b complex, bvitamin,..}

{feulture medium (%61:27:00:),..}

{choline [%1:27:00:)}

{inositol (%1:27:00:)}

{aneurin (%1:27:00:),...}

{antipernicious anemia factor (%1:27:00::), coba

{hepatoflavin (%1:27:00:), lactoflavin,...}

{adermin (%1:27:00::), pyridoxal, ...}

{folacin (%1:27:00:), folate, .}

{niacin (%1:27:00:),..}

o|o|o|o|al|o|o|o|o|o | (blanching agent (%1:27:00::), bleach,..}

{biotin (%1:27:00:),...}

H-:: olo|olo|lo|o|e oo |(permside (%1:2701:0)

{bleaching powder (%1:27:00:),..}

olo|oole|la|la|o|a|la o o | (body covering (% 1:08:00:]}

{benzoyl peroxide (%1:27:00::)}

{hide (%1:05:00:), pelt,..}

{protective covering (%1:05:00:)}

{exuviae [ 1:08:00:)}

thair [%1:08:00:2)}

{headful (%1:08:00:)}

oloololala|lo|o|o|o|lo|la|lo|oe|a|a|o|o | (hypochlorite (%1:2700::0)

{epicranium (% 1:08:00::)}

olo|oolo|lo|lo|lo|lo|o|lo|lo|o|la|o|o|o|a|o | (frame (% 108:00::), skeletal system,.. }

{calcium hypochlorite {%1:27:00:)}

olo|loalolo|lo|o|lalala|o|o|o|a|lal|la|ao|a | e |[antimicrobial (% 1:06:00::),..}

{exoskeleton (% 1:08:00:)}

oloolalo|lo|lojolala|lo|o|al|lae|la|la|a|a|a|a o |(fluoride (%1:27:00:)

{sodium hypochlorite [%1:27:00::)}

{sulfur hexafluoride [%1:27:00:),...}

oclolalalalalo|la|la|la|la|le|la|la|lo|a|ae|la|al|e|e|a | |(fluorocarbon (%1:27:00::))

H H-:: olo|oolo|lo|lo|lo|lo|a|jo|lo|lo|lo|a|lal|o|o|o | (greenhouse emission (%1:27:00:),..}

{endoskeleton (%1:08:00:)}

{hfc (%1:27:00:), .

ololoolala|lo|o|oolo|la|la|le|lala|lo|lo|o|ae|la|a|o || | [connective tissue (% 1:0800::)}

(=N = = L]

{perfluorocarbon (%1:27:002),...}

olo|oololo|loo|lojolo|lo|lo|la|lo|lo|lo|o|lo|lo|o|o|o|o|o|o |(solution (%1:2700::)}

{cutis (%1:08:00:), skin,...}
{chlorine water [%1:27:00:0)}
{cetrimide (%1:27:00::)}

oo o ololo|loo|olalo|lo|lo|le|le|la|le|o|o|e|e|oe|o|o|e|e o |(cationic detergent (% 1:27:00::),..}

[=RI=-RI-Ni-NI=-N=]

g

{boron trifluoride [%1:27:00::)}

{hydrogen fluoride [%1:27:00::)}

{stannous fluoride [%1:27:00:)}

{tetraflucroethylene (%1:27:00:)}

{cfc (%1:27:00:),...}

{areolar tissue (% 1:08:00:)}

oojojololo|loo|lalalolo|lo|lalalalo|lo|lo|la|lo|lalo|lo|lo|o|lo|lo|o|o|a|la|o|o|o |(aomic number 6 (%L:2700:), c,..}

oooo|looaooa|ooala|olola|o|lo|o(o|a|la|la|lola|oo|lala|la|la|la|la | o

Ccljoaoooooo|alaoo|laa|a|lala|lao|a|a|a|a|lala

oooooooo|oo o ooo|olo|o|lo|olo|o|o|o

[=RI=-RI-RI-Ni=-RI=-Ri-RI-Ni-Ni-NI-Ri-01=-N1=-]

Ololo|oo|o|lo|o|o|o (oo

oo o o|o|o|o

[=RI=NE=NE=N~N =N == -]
I:ll:lll:llﬁlﬁl:ll:ll:ll:l

olo|loo|la|la|alo

{bone [%1:08B:00:),..}

Figure 4.6. A fragment of a large closed subset (1064x126), PriWN (version 3.1)

82



Beneficially, the large closed subset test pattern indicates the accuracy (or inaccuracy) of
the whole hierarchical structure of wordnet. Too many contrast concepts among the
hypernyms or hyponyms may however arise suspicions. For example, in Figure 4.6, there
are the contrastive hypernyms such as {food, ...}, {body covering}, {greenhouse emission,
...} and {atomic number 6}.

The large closed subset does not specifically indicate a certain (small) place where a
possible error may appear. Instead, it allows the lexicographer to follow the line of
“1” and see how this “chunk” is formed.

A good way of studying these instances is to save them in a spreadsheet application
and freeze the column and row fields and then to scroll through following the “1”
line. The example of Figure 4.6 is saved in Google Spreadsheet™.

4.1.6 Dense component

The dense component pattern represents the substructure of a wordnet hierarchical
structure with a high concentration of interconnected synsets. This pattern contains
at least two ambiguous concepts (as in Figure 4.7 {hotel_1} and “hostel”), which have
a minimum of two identical parents (“a housing enterprise” and “accommodation
building”). The benefit of this pattern is its ability to uncover all regular polysemy cases
that reveal themselves as the regularity of multiple inheritance (Section Figure 1.11).
The lexicographer has to check:
e whether that kind of regularity is justified, and

e whether the multiple inheritance can be extended to another synset(s)

X U
L k N I {teenindusastus_1, ...} :
R e BT /L serviceagency ||
| () fmotel 1, N\ /1 a1, instsioon 1|

N o R
\ / Eq_s) {institution 3,..} |
{hotell 1} . N {majutusasutus_1, ...}(2|8) | o7 | (Eq_s) {institution 3} |

(Eq_s) {hotel_1} a housing enterprise l

{vddrastemaja_1, ...} {majutushoone_1}(2/2) . |———————————— ]
hostel accomodation building =~y {asutushoone_l, ...} I

| institutional building |

Figure 4.7. A dense component, EstWN (version 66) (rotated 90 degrees)

In order to better understand the semantic field of the dense component in Figure
4.7, the synsets with dotted lines are additional information to the dense component
(synsets with bold lines) for more clearly grasping its content. The first number after
the synset in brackets indicates the number of subordinates inside the dense component.

7 https: sites.google.com/site/instances2015/large-closed-subset
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The second number in brackets displays the number of all the subordinates for that
synset.

It is a well-known fact that there are several concepts related to polysemic patterns
(Langemets, 2010). Based on Figure 4.7, {hotel_1} and “hostel” describe that kind of
pattern through institution-building. Checking the concept(s) additional to {hotel_1}
and “hostel”, {motel_1, ...} is found which in its nature is quite similar to {hotel_1}
and “hostel”. Hence, it appears reasonable to also connect it to “accommodation
building”.

In the latest version of EstWN, it emerged that {hotel_1} and “hostel” are no
longer connected to building through a hypernymy relation. (Instead, it has a
connection through near_synonymy.) Meanwhile, in PrWN, {hotel_1} is only a
building and {hostel_1} is its subordinate.

For a solution, let us look at another concept similar to a motel, hotel, and hostel
- the hospital. EstWN organizes this concept into two synsets. The first one is in the
meaning of a medical institution and the second one in the sense of a medical building.
A similar idea is followed in PrWN. Thus, in both wordnets, the hospital is related to
an institution as well as a building. According to this example, it is advisable to organize

the hotel, motel and hostel in a similar manner.
4.1.7 Heartshaped substructure

The heartshaped substructure pattern describes the substructure in the wordnet
hierarchy where two synsets (in Figure 4.8, {homoepathy_1} and “mud cure, mud
treatment”) along with their two parents are interconnected due to a common parent
({curative_1, cure_1}) and through a hypernymy relationship between another one of
their parents ({naturopathy_1} and {alternative medicine_1, ...}).

{alternatiivmeditsiin_1} {ravimisviis_1, raviviis_1, ...}
(Eq_s){alternative medicine 1, ...} (Eq_s) {curative 1, cure_1, ...}

{loodusravi 1} {homdopaatia}
(Eq_s){naturopathy_1} (Eq_s) {homoeopathy 1}

{mudaravi_1}
mud cure, mud treatment

Figure 4.8. Heart-shaped substructure, EstWN (version 67)

In the report file on the instances of a heartshaped substructure, we deliver to
lexicographers, additional subordinates of the two topmost nodes are shown. This
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helps to assess why these two synsets with two parents are so specific that they join
superordinates but their co-members under both parents are not linked.

Secondly, this pattern indicates an instance, where a super-concept ({curative_1,
cure_1, ...}) seems to be connected to a sub-concept from a different taxonomy level
(“mud cure, mud treatment”). On the one hand, this situation might be a particular
feature of the language, but on the other hand, it might refer to an error.

An example of a heartshaped substructure in Figure 4.8 originates from (Lohk et al.,
2014b). The question arises why {homoeopathy_1} is not a subcase of
{naturopathy_1}. Secondly, are “mud cure, mud treatment” and {homoeopathy_1}
subcases of {alternative medicine 1} or of {curative_1, cure_1, ...} On the basis of the
definitions of these concepts, the lexicographers decided that both are subcases of
{curative 1, cure_1, ...} and that {alternative medicine 1} is connected to them via a
holonymy relation.

There is still no thorough analysis of the heartshaped substructure. Despite that
there is no such instance in the latest version of EstWN. In addition, as discovered
in (Lohk and Véhandu, 2014), most of the cases of heartshaped substructures in PriW’N
pointed to the situations where instead of a hypernymy relation there should have been
a role or type relation.

4.1.8 Substructure that considers the content of synsets

(Nadig et al., 2008) consider a relationship between synsets where a member of a synset
is a suffix to the member of another synset. They utilize examples such as {work]},
{paperwork}, and {racing}, {auto racing, car racing}. In that manner, it is possible to
check whether that synsets has a hypernymy relation. In this pattern, the idea of (Nadig
et al.,, 2008) is employed to uncover all the cases where this condition is true.
Additionally, we have to consider that at least one of the subordinates has an
additional superordinate as in Figure 4.9, where {boa_1} has a superordinate
{scarf_1}. In that case, the lexicographer must consider why {boa_1} with an extra
superordinate did not have any connection to the other subordinates. Upon checking
this additional concept ({scarf_1}), it emerges that this is totally unsuitable because
while the {boa_1} is a serpent, the scarf is a garment. However, the scarf is still related
to the boa, but in a different meaning {boa_2, feather boa_1}.

1 - {boa_1, boamadu 1} {sall 1}
(Eq_s) {boa_1} (Eq_s) {scarf_1}
2 — {15gismadu_1} {madu 1}
(Eq_s) {Crotalus 1 genus Crotalus 1} (Eq_s) {ophidian_1, serpent_1, snake_1}
3 — {miirkmadu 1}
venomous snake; asp; viper

Figure 4.9. Substructure that considers the content of synsets, EstWN (version 69)
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Looking at Figure 4.10, we see two “extra” concepts - {kindergarten_1} and {teaching
method_1}. When {kindergarten_1} is connected to “outdoor games” wrongly, then
the connection of {teaching method_1} is justified.

1 — {OGueming 1} _ {lasteaed_1}
outdoor games (Eq_s) {kindergarten_1}
2 — {Oppemidng 1} \ {Opetamismeetod_1, dpetusmeetod 1}

learning game (Eq_s) {teaching method_1}

{méng 4, mdngmine 5}

3 — {liikumisméng 1} Y 3
q_s) {game_.

movement game
4 — {pandiméng 1}
pawn game
5 — {pillimdng 1}
playing a musical instument
6 {vorgumiing 1}
net game

Figure 4.10. Substructure regarding the content of synsets, EstWN (version 69)

In addition, there are two other changes in this substructure in EstWN (version 70):
e “Learning game” no longer has a relation to {game_3}, and

e “Playing a musical instrument” is removed from EstWN
4.1.9 Connected roots

The test pattern of connected roots covers different hierarchies through multiple
inheritance cases. Every node as a unique beginner is equipped with the number of
hierarchy levels and the number of subordinates in the same hierarchy. The first
number of the edge label indicates the number of common subordinates for two
hierarchies. The next two numbers separated by “|” denote the hierarchy levels where
the first common concept is located in both hierarchies.

/‘ 1/2 - {South_1}

1*- 1|8 -> {Alabama_1, Heart Dixie_1, ...}
19/74,023 - {entity 1}
1*- 1|9 -> {Epimetheus_1}
\ 1/2 - {Spain_1, Kingdom of Spain_1, Espafa_1}
Figure 4.11. Connected noun roots, PrivN (version 3.1)

In Figure 4.11, there is only one large hierarchy with the unique beginner {entity}. It
has a 19-level hierarchy and 74,023 subordinates. On the contrary, the two other
hierarchies ({South_1} and {Spain_1 ..}) are minuscule. They are both 2-level
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hierarchies. The edge labels reveal that the common concepts of both hierarchies are
on the first levels in both of the smaller hierarchy cases. Possible problems occur due
to:

e Hierarchies being too small ({South_1} and {Spain})

e The common concept is on the first or second level of the hierarchy
({Alabama_1, ...} and {Epimetheus_1})

e Unique beginners are concepts from different concept levels {entity_1} and
{South_1}

o It is clear that common concepts cannot belong to both hierarchies (in Figure
4.12 {freeze_7} as feel chilly, which cannot have the meaning of {do_6,
execute_3, perform_1})

The substructure in Figure 4.11 has been changed in current Pri¥N version.
{Alabama_1 ...} has still two parents, but instead of {entity_1}, it is connected to
{American States_1}, which in turn is related to the unique beginner {state_1,
province_1}. Moreover, {Epimetheus_1} is now connected to only one parent -
{Titan_2}, which is also a unique beginner. Both unique beginners are too specific to
be the highest concepts.

7/780 - {modifitseeruma_1, muutuma_1, ...}
(Eq_s) {change 11}

1*- 3|2 -> {kustutama_4, maha suruma_2, ...} 5/140 - {eksisteerima_2, olelema_2, ...}
deaden (Eq_s) {be_3, exist_1}

1*- 1|2 -> {koikuma_3}
Sluctuate

* 8/1,483 - {pdhjustama_1, tegema 6, ...}
(Eq_s) {cause_7, do_S5, give rise to_1, make_17}

1*- 3|4 -> {loorima_l1, looritama_1}
cover with a veil, hide with a veil, veil

27% - 2|3 -> {jalule seadma_1, joustuma_1, ...}
(Eq_s) {become effective_1, go into effect_I, take effect 1, ...}

12/3,073 - {sooritama_4, tegema 5}
(Eq_s) {do_6, execute_3, perform_1}
2% - 3|8 -> {torjuma_5}

parry, displace

8/271 - {mdtlema_ 1} R

(Eq_s) {cerebrate_1, cogitate_1, think_4} 2%- 2|3 -> {kiilma tundma_1, ...}
(Eq_s) {freeze_7}

2% - 2|4 -> {piiluma_3}
peek

4/212 - {olema_8}
1% - 3|4 -> {véorastama_I, véoristama_1} (Eq_s) {be_4, have the quality of being_1}
be shy of strangers, feel shy

5/109 - {kogema_2, ldbi elama_1, ...}
(Eq_s) {experience_7, get_18 have_11, receive_8, undergo_2}

Figure 4.12. Connected verb roots, EstWN (version 65)
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A second example of the same pattern in Figure 4.12 is about the EstWN verb
hierarchy. This image depicts seven interconnected roots. Here, only concepts which
have been corrected in the latest version of EstWN are considered. Firstly, roots are
discussed followed by the concepts on the edges.

Presently, the latest EstWN version has only four separate (independent) verb
roots. All of them are also depicted in Figure 4.12 - {change_11}, {be_3, exist_1},
{do_6, execute_3, perform_1} and {be_4, have the quality of being_1}. The remaining
three roots are organized under two roots {be_3, exist_1} and {do_6, execute_3,
perform_1}. Each concept as a label on the edge now only has one direct parent
instead of two. Five of them flow into root {do_6, execute_3, perform_1}, two of them
go to {be_4, have the quality of being_1} and the remaining one falls into
{change_11}.

Below is an overview of the changed concepts shown as a list of chains according
to the latest version of EstWN. The first concept in the chain is the concept from
Figure 4.12 which is later changed and the last one is the root concept.

Changed roots

e {cause 7,do_5, ..} > {do_6, execute_3, ...}
o {cerebrate_1, cognitive_1, ...} = {cause_7, do_5, ...} = {do_6, execute_3, ...}
e {experience_7, get_18, ...} = {exist_2, live_4, ...} > {be_3, exist_1}

Changed concepts on the edges

o “cover with a veil” — {dress_7, get dressed_1} — {locate_3, place_26, site 3}
— {act_12, do something_1, ...} — {do_6, execute_3, ...}

o “peek” — “appear, seem” — {be_4, have the quality of being_1}

o {freeze_7} — {feel_12, perceive_1, ...} — {experience_7, get_18, ..} —
{exist 2, live 4, ...} = {be_3, exist 1}

e “be shy of strangers, feel shy” — “be shy, be afraid of something“—
{consider 1, reckon_3, ..} — {believe 3, think 6} — {cerebrate 1,
cognitive_1, ...} = {cause_7, do_5, ...} > {do_6, execute_3, ...}

e “parry, displace” — {attitudinise_1, attitudinize_1} — {believe_3, think_6}
—> {cerebrate_1, cognitive_1, ...} = {cause_7, do_5, ...} > {do_6, execute_3,
.

o {become effective_1, go into effect_1, ...} = “start, begin, set about (doing)
— {approach_12, deal with_4, ...} — {begin_4, start_19} — f{act_12, do
something_1, ...} — {do_6, execute_3, ...}

o “deaden” — {destroy_3, ruin_6} — {cause_7, do_5, ...} = {do_6, execute_3,
perform_1}

o “fluctuate” — {change_11}

”»
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4.2 THE CASE STUDY OF A DENSE COMPONENT

This section is partially based on the paper “Dense component in the structure of
wordnet” (Lohk et al., 2014a). This paper gave an overview of the inconsistencies
which the test pattern helps to detect. Particular focus is on all the various corrections
made by the lexicographer. The authors of this paper find that the greatest benefit of
using instances of dense component is their help in detecting whether the multiple
inheritance cases are justified. An in-depth analysis of the Estonian Wordnet Version
66 was performed. Some comparative figures are also given for the Estonian Wordnet
(EstWN) Version 67. In the analysis of hierarchies, only hypernymy relations are used.
The number of dense component instances in Version 66 diminished after
correction from 121 to 24 in Version 67.

4.2.1 The number of multiple inheritances

The correction of a dense component affects the number of multiple inheritance cases.
Looking at Table 4.1, it is clear that after the correction of dense component instances
there are no synsets with 5 parents in Version 67. Synsets with 3 parents are reduced
by about 50% and dual inheritance is reduced in about 500 cases.

Table 4.1 The multiple inheritance counts before and after the correction of dense components.

Nr of EstWN, v66 EstWN, v67
Parents (number of synsets) (number of synsets)
5 1 -
4 5 1
3 68 32
2 1,603 1,131
SUM 1,677 1,164

4.2.2 Distribution of dense component instances corrections

Table 4.2 gives a detailed overview of the corrections made by the lexicographer. This
table is based on a manual comparison of the instances of dense component from
EstWN Version 66 to Version 67. The sum of the first column numbers
(106+14+65+39+14) in Table 4.2 is not equal to 121 because many types of
corrections have been included in the same instances.

The figure 106 in the first row indicates that a dense component as a pattern is
particularly useful in checking the jusitifications for the regular polysemy cases. If regular
polysemy is not justified, it means that some semantic relations have just been
removed. Due to background synsets that were added to every dense component instance
(represented by dotted lines), it appears that the principle of the economy was not followed
in the second row.
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While asymmetric ring topology is possible where a direct link exceeds/overpasses
more than one level of the hierarchy, an instance of dense component cannot be

expected to refer to all of these inconsistencies.

Table 4.2 The distribution of instances of the dense component corrections

106  Regularity of multiple inheritance was not justified

14  The principle of economy was not followed

65 Dense components were connected to changes in semantic relation

162 Semantic relationship was changed to

88  Near synonymy

52 Fuxynymy
20 Holonymy
2 Meronymy
39  Hierarchy was changed in the cases of

14 Cohypernyms/co-hyponyms, one became parents to another one

7 Connection to a synset is replaced with another one

New synsets were added

Added or removed lexical units from synsets

Synsets were merged

N[N [

Remouved synsets

4 Hierarchy structure was reorganized
14 No correction needed

Only 14 instances did not require any corrections. However, Version 67 consists of
24 instances. Their content was as follows:

— 14 of them were without any correction

— 2 of them were changed slightly

— 8 of them were new
Furthermore, all the instances of dense component in Version 66 were revised, and
1,868 synsets and 1,181 semantic relations added. Therefore, 8 new instances are
included in Version 67.

4.3 CONCLUSIONS

In this chapter, the instances of all test patterns were discussed. Chiefly, instances of
EstWN were used, but two examples were about PrWN. Every example was validated,
using the knowledge of thesis author. Also, each example was compared with the
latest version of wordnet in a web application. In the case of a root in closed subset,
even a special web page for the ranks in the armed forces was used. However, in
everyday practice the expert linguist/lexicographer validates the semantic network of
wordnet. The validating process itself may be conducted at any time and for many
reasons, depending on the individual development process. Nevertheless, some of

the reasons for validating might be as follows:
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e  Checking the quality of a new release of wordnet before it will be made publicly
available

o Checking the changes in a wordnet semantic network after the new concepts and
semantic relations are added (including using some different or new approach
for semantic network expanding)

e Checking the work of the lexicographer responsible for semantic network
expanding

The second section studied a case study of the dense component, which was presented

in the results of our paper (Lohk et al., 2014a). Comparing the instances of dense

component in two sequential versions (66 and 67) of EstWN, we found that even

though the lexicographer only corrected 107 instances out of 121, the number of

multiple inheritance cases were reduced in 513 cases. This aspect indicates that the

impact of the dense component to multiple inheritance in the validating of the semantic

hierarchies of wordnet is great.

Another essential observation was new instances that came forward in the new
version 67. That confirms the constant need to validate the semantic network of
wordnet. That is to say, the validation of wordnet content is an infinite iterative
process.

Finally, based on the example instances in this chapter, we may claim that an
instance of the test pattern may help to discover a lot of errors (Sections 4.2.4 and

4.2.9), even atypical for certain test pattern instances.
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5. PROGRAMS AND THE RESULTS OF THEIR
APPLICATION

"The larger the network (wordnet) is, the more difficult is to keep it consistent and to minimize the
number of errors in it." —
Maciej Piasecki ® #ukasy Burdka ® Marek Maziary

At the beginning of our studies, the hope was to create a simple and userfriendly
programs for every test pattern that could be used in wordnets for different languages.
We developed algorithms and created programs to automatically find instances of the
different types of test patterns. However, we implemented some algorithms and
programs to semi-automatically find instances of different types of test patterns, such
as closed subset as a bipartite graph including the largest closed subset and connected roots.
In this chapter, we describe the main actions of our programs and apply them to
different language wordnets to check their semantic hierarchies. That is to say, with
the help of our programs we verify the existence and number of test pattern instances
in the semantic hierarchies of wordnet numerically.

This chapter is divided into four sections. Firstly, five wordnets used for finding
instances of test patterns are described. Furthermore, the main actions of the
programs that were created for each test pattern are explained.

The second section provides an overview of EstWN’s iterative evolution. The
impact of the use of test patterns on the semantic structure of EstWN is considered
from versions 60 to 70. Moreover, we were surprised by the high number of
corrections made to the synsets and hypernymy relations across these 10 EstWN
versions when the test patterns were applied.

The third section gives a numerical overview of the test pattern instances in four
other wordnets - Princeton WordNet, Finnish Wordnet, Dutch Wordnet and Polish
Wordnet.

A summary of all the main results considered in this chapter is in the fourth
section, alongside proposed future work.

This chapter is based mainly on unpublished results. Only the description of the
wordnets (Section 5.1.1) and some test patterns’ instances numbers (Table 5.9
Wordnets in comparison) originate from the paper “Some Structural Tests for

Wordnet with Results” (Lohk et al., 2014c).
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5.1 WORDNETS AND PROGRAMS

In order to test our programs, wordnets from five different languages were chosen -

Estonian  (Estonian Wordnet), English (Princeton WordNet), Finnish

(FinnWordNet), Dutch (Cornetto) and Polish (pIWordNet). Disregarding the

distinctions in their development, they are described thusly:

e Estonian Wordnet is chosen due to the fact that it is in our own language.

e Princeton WordNet is the first wordnet in the world, the most popular one, the
“mother” of all wordnets and it is the most referred to and studied one.

e Finnish WordNet is a semantic hierarchy copy of Princeton WordNet. All synsets
were translated by professional translators and semantic relations were taken over
automatically (Lindén and Niemi, 2014). At the moment, it is larger than
Princeton WordNet.

e Dutch Wordnet is the most expensive wordnet in the world. A licence for
commercial use costs 15,000 euros®.

e Polish Wordnet naturally keeps quickly growing, their project team consists of
35 members®.

The common feature of Princeton, Finnish and Polish wordnets is that they are the
largest wordnets in the world.

5.1.1 Description of wordnets

Princeton WordNet (PrWN)

WordNet (Fellbaum, 1998a) has become one of the defacto standard lexical
resources in Natural Language Processing (Farreres et al., 1998). Pr\¥WN is a large
manually constructed semantic network. It was composed by a team of expert
linguists and psycholinguists headed by George A. Miller at Princeton University’s
Cognitive Science Laboratory in 1985. After the death of G. A. Miller in 2007, the
team leader is C. D. Fellbaum. PrW¥WN has become the “mother” to all wordnets
(Fellbaum, 1998b) and is undoubtedly the most referred to and studied wordnet in
the world. The importance of Pr\WN is also due to the fact that according to the
webpage of The Global WordNet Association™ all wordnets (more than 70) referred to
in there include links to Pr'WWN or other wordnets that are linked to PrWN. Version
3.1 of PrWN consists of 117,773 synsets, including 206,779 lexical units.

 htep://www.cltl.nl/projects/previous-projects/cornetto/
* http://plwordnet.pwr.wroc.pl/wordnet/team
*® http://globalwordnet.org/wordnets-in-the-world/
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Estonian Wordnet (EstWN)

The Estonian Wordnet began as a part of the EuroWordNet project (Vossen, 1998b)
and was built by translating basic concepts from English to allow for the monolingual
extension. Words (literals) to be included were selected on a frequency basis from
corpora. Extensions have been compiled manually from Estonian monolingual
dictionaries and other monolingual resources. After the beginning, several methods
have been used, for example domain-specific ones, i.e. semantic fields like
architecture, transportation, etc. have been covered. Moreover, there have been
endeavors to automatically add derivatives and the results have been used in the sense
disambiguation process. Version 70 of EstWN consists of 67,674 synsets, including
110,869 lexical units.

Polish Wordnet - pIWordNet (PIWN)

Work on PIWordNet began in 2005 (Derwojedowa et al., 2008). Its developers
decided not to translate lexical concepts from PrW¥/N trees because these trees reflect
the structure of English rather than Polish. Thus, they built the semantic network
from scratch. PIWN development was organized in an incremental manner, starting
with general and frequently used vocabulary. The most frequent words from a
reference corpus of the Polish language were selected. Version 2.0 of PIWN consists

of 116,319 synsets, including 160,169 lexical units.
Cornetto (CorWN)

The goal of Cornetto was to build a lexical semantic database for Dutch, following
the structure and content of Wordnet and FrameNet. Cornetto comprises of
information from two electronic dictionaries: the Referentie Bestand Nederlands,
which contains FrameNetlike structures, and the Dutch wordnet (DWN), which
utilizes typical wordnet structures. DWN has a similar structure to the English
WordNet, although the toplevel hierarchy was developed from an ontological

framework and more horizontal relations are defined. The database has 70,371 synsets

and 119,108 lexical units.
Finnish Wordnet - FinnWordNet (FiWN)

The Finnish Wordnet project started about in 2010. Professional translators directly
translated more than 200,000 word senses in PrWN (version 3.0) in 100 days. The
direct translation approach was “based on the assumption that most synsets in PrWN
represent languageindependent realworld concepts” (Lindén and Niemi, 2014). The
benefit of this wordnet product is a wordnet that is directly aligned with PrWN. As a
side-effect of the evaluation, FiWN developers extended their wordnet to up to
120,449 synsets and 208,645-word senses in version 2.0. Thus, FiWN is statistically
larger than PrW¥/N.
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5.1.2 Data conversion and database structure

Our goal was a program that works in every language wordnet. There is a proposed
wordnet format in the context of the EU KYOTO project - the LMF (Lexical
Markup Framework) format for wordnets (Henrich and Hinrichs, 2010). However,
this format is not widely used. Therefore, there was a need to implement conversion
programs for every wordnet we used for checking. Below is a brief overview of the
origin of the wordnet databases and their data format.

Origin and data format of wordnet databases

o All EstWN versions were obtained from Kadri Vare from the University of
Tartu who exported them from Polaris as structured plain text files.

e PrWN version 3.0 came from Neeme Kahusk from the University of Tartu as
an exported plain text file of Polaris.

o PrWN version 3.1 was delivered by Randee 1. Tengi from Princeton University
as an SQIL-database.

e For all PIWN versions, downloadable links were emailed to us after
registration on the website of the developers’'. All databases were in the XML-
format.

e FiWN version 2.0 was downloaded from the website of developers® as plain
text files.

e CorWN version was downloaded as an XMLAile from the webpage of TST-

Centrale® after registration.

In addition to having a different data representation format, each wordnet may also
contain information on different tags. Moreover, it was discovered that the same
semantic relations between synsets were denoted differently. However, the minimum
information required was synset IDs, synsets (as the sets of lexical units), semantic relations
between synset IDs and, if possible, glosses (synset definitions). A separate relational
database was created with unified notations for every wordnet version. Each database
consists of three tables - semantic relations (REL), synsets (SS) and definitions (DEF)
(see Figure 5.1). It should be noted that every wordnet version database is in a separate
file and has table relationships, as shown in Figure 5.1.

U http://nlp.pwr.wroc.pl/plwordnet/download/?lang=eng
52 http://www.ling.helsinki.fi/en/lt/research/finnwordnet/download.shtml
5 http://tst-centrale.org/
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REL

< synset_ID1 o

semantic relation

< synset_|D2 >
SS DEF
L synset_ID 1 synset_ID L)
synset gloss

Figure 5.1. Relationships between Wordnet database tables
5.1.3 Main actions in the work of programs

Our programs utilize three different sequences of acts. The first is for instances that
will be found automatically and the second and third ones for instances found semi-
automatically. The common user interface for all programs is similar to Figure 5.2.
As regards all of the programs, the user selects a wordnet database from the combo
box and clicks on the button “START”. Most of the instance types will be found
automatically by clicking on the “START” button, but some of them will be found
semi-automatically, such as closed subsets which include the largest one and closed
subsets with roots and connected roots.
The general functions in programs that create instances automatically are:
o all the data of the database is saved into memory arrays
e instances of the particular test pattern are detected
e all instances of certain test pattern are drawn one by one, shown to the user in
user interface and then saved as a separate document with a file name that
contains:
— wordnet name and version
—  test pattern name
—  the number of instances
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HEART-SHAPED SUBSTRUCTURE

SELECT WORDNET DB EstWN_v68_DB.xlsx [+ START

fkehaosa_n_1} tkont_n_1, luu_n_1}

{kont_n_1, luu_n_1} EST68-000388-n | | EST68-063139-n {hkluu_n_1}

hiluu_n_1}

|ESTE8-041440-n |
{kamblaluu_n_1}
| ESTB8-054647-n |
{seesamluu_n_1}
|ESTBS-001861-n |
|ESTE8-063143-n |
{kandluu_n_1}
| EST68-003009-n |
{I6ualuu_n_1}
|EST68-051932-n|
{otsmikuluu_n_1}
|EST68-063135-n
{selluu_n_1}
|ESTBS-063127-n
foimuluu_n_1}
|EST68-063118-n |
{kiilluu_n_1, p!

{hammas_n_1}

|EST68-058735-n]
{iilaldualuu_n_1}

Figure 5.2. User interface of application of the pattern of heart-shaped substructure

The program of connected roots, on the other hand, automatically creates only the
source file for the visualization program Pajek (De Nooy et al., 2011). To depict the
instances as a graph, the user has to use Pajek and open the source file in it.
The program of closed subsets is only half-way developed. At the moment it
e automatically finds all closed subsets as interval graphs
e allows to user to select an interesting one with a double click and creates a
Boolean matrix out of it
o allows the used to copy the Boolean matrix to another application that turns
it into a bipartite graph with a minimized crossing number
e In the case of large closed subset, a fast algorithm is used to minimize the
number of crossings, which was developed by Ottokar Tilk in SciLab®* (Lohk
et al., 2013).

* http://www.scilab.org/
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52AN OVERVIEW OF ESTONIAN WORDNET ITERATIVE
EVOLUTION

The first attempt to check the structure of EstWN took place with version 55. One
of the things studied was how many branches a synset goes through until it arrives at
one or several root synsets. Presenting our results at the Estonian Applied Linguistics
Conference in spring 2011, Kadri Vider” provided our first feedback. Her comments
elucidated that EstWN is in need of that kind of structure checking.

In this section, a numerical summary of the corrections made by lexicographers
in EstWN versions 60 to 70 are discussed. This summary includes corrections related
to the noun and verb lexical units and corrections related to hyponymy relations. In this
process, version pairs 60-61, 61-62, 62-63, 63-64, etc. up to 69-70 are compared. The
older version is taken for granted in this comparison. It means that noun and verb
lexical units are taken from an earlier version and compared to a newer one. This is
also done with hypernymy relations.

Secondly, we look at how the number of test pattern instances changes in the
numerous versions of EstWN.

5.2.1 Correcting statistics of EstWN

As shown by the subsequent statistics, during its development process, EstWN also
goes through the process of correction. Our statistical overview only includes changes
in noun and verb synsets and hypernymy relationships between two sequential wordnet
versions. While synset ID may vary in different versions, we took lexical units (LUSs)
with their sense numbers for granted. It is important to note that the statistics do not
consider cases of new synsets and their new semantic relationships.

Obur statistics is divided into two parts - statistics related to synsets and that related
to hypernymy relations. We represent both parts separately.

Synset statistics

There are three separate features considered in the synset statistics (Table 5.3). Synsets
which are removed because all their members were removed belong into the first
group. For example, a comparison of versions 60 and 61 shows:

{pakend_1} (package) exists in version 60 but is removed in version 61.

(It is interesting to note that “pakend_1” appears again in version 62 together with

other lexical units and from version 64 onwards, it is represented again as it was in

version 60 - {pakend_1}.)

% from the University of Tartu
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The second group contains synsets where at least one lexical unit is removed, but the
synset itself is preserved. For example, comparing versions 66 and 67:
{tidruk_1, neid_2, tiitarlaps_1} (girl, maiden, young girl)
— removed: “tiitarlaps_1" (young girl)
— result: {tidruk_1, neid_2} (Eq_s)child_5, female child_1 girl_2, little
girl_1}
The third group encompasses synsets which have been merged, divided into many

synsets or have at least one new lexical unit.

Merged synsets (comparing versions 66 and 67)
{abielumees_1} (married man)
{mees_3, abikaasa_2} (hubby, husband)
— {mees_3, abikaasa_ 2, abielumees 1}

(Eq_s) {hubby_1, husband_1, married man_1}

Synsets divided into many synsets (comparing versions 65 and 66)
{aisting_1, mulje_2}
— {aisting_1} (Eq_s) {sensation_1, sense datum _1, ...}
— {mulje_1} (Eq_s) {belief_1, feeling_5, impression_4, notion_3}
A new lexical unit added to the synset (comparing versions 68 and 69)
{magistriope_1} (master's studies)
New lexical unit “magistratuur” (master's course)
— {magistridpe_1, magistratuur_1} (master's studies, master's

course)
Table 5.3 Synset statistics

I-group. Removed LUs with | Il-group. Removed LUs with 101
Compared removed synsets changed synsets Sroup.
: y ged sy Changed
versions
Lexical units Synsets Lexical units Synsets synsets
60_61 683 575 36 31 462
61_62 502 399 162 139 503
62_63 223 219 17 17 146
63_64 30 21 40 33 442
64_65 41 36 111 105 912
65_66 333 271 50 43 566
66_67 46 35 50 43 480
67_68 16 12 18 17 398
68_69 39 31 14 14 393
69_70 38 26 14 11 589
SUM 1,951 1,625 512 453 4,891
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Statistics of hypernymy relations

In hypernymy relation statistics, two types of corrections are distinguished - removing
and replacing. At the moment, the removal operations were not counted where a
synset was removed (Table 5.4). Upon comparing Table 5.4 with Table 5.5, it is clear
that the removal operation finds much more application. One of the reasons is that
there are hypernyms (concepts) that group together a number of direct subconcepts
but which have the wrong connection basis to their superordinates.

Table 5.4 Statistics of removing hyponymy and hypernymy relations

Hyponymy and The most frequently used hypernym in the
Compared hype'rnymy l fh l . f . F
versions relations removal of hyponymy-relations of its requency
removed subordinates

6061 2,299 {te:jldus_l, Feadusa%a_.l, :..} 198
(science, science discipline)
{elund_1, organ_2}

61_62 1,898 (Eqs)organ._4) 48

62_63 470 | firma_1} 213

- (Eq_s){business firm_1, firm_1, ...}

{haigus_1, tobi_1}

63_64 1,342 (Eq_s)(disease_1] 293

64_65 3,052 | tkast-1) o 56
(social rank, social station, social status)
{litkuma_3}

65_66 2,812 (Eq_s) {change position_1, move_14} 39

66_67 3,054 | (muutma_2] 80
(alter, change)
{piev_4}

67_68 1,951 (Eq_s){day_4 mean solar day_1, ...} 49
{sooritama_4, ...}

68_69 2,266 (Eq_s) {do_6, execute_3, perform_1} 48
{tegevus_1, toiming_2, ...}

69_70 2,767 (Bqs) {activity_1) 119

SUM 21,911 1,143

The last column in Table 5.4 provides better context to the second column of
statistics. It is a notable fact that there are hypernyms which have taken part in
removing several relationships. The most frequently used ones are represented in the
fourth column. An interesting fact is that some synsets were handled to over 200 times
in such corrections (Table 5.4).
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The next example (comparing versions 60 and 61) represents a case where a hyponymy
relation is apparently removed due to the fact that “cigarette” is a too specific concept
for “artefact”. Later, “cigarette” is given the parent “tobacco products”.

{artefakt_n_2, asi_n_4, tehisasi_n_2} (Eq_s) {artefact_1, artefact_1} —
hyponymy —
{suits_2, sigaret_1} (Eq_s) {cigarette_1, cigarette_1, fag 1}

Table 5.5 Statistics of replacing hyponymy/troponymy and hypernymy relations

Hyponymy
and The most frequently used hypernym in the
Compared . .
) hypernymy replacement of hyponymy-relations of its Frequency
versions .
relation subordinates
replaced

{hotellikett_n_1}

60_61 “ (hotel chain) 2
{korruselamu_n_1}

61.62 148 (multi-storey building) 4
{kaigukang_n_1, kiigukast_n_1}

62_63 98 (Eq_s) {gear case_1, gearbox_1} 2
{koneakt_n_1, suhtlusakt_n_1}

63_64 120 (Eq_s) {speech act_1} 3

64 65 814 {eh{tus}éérustﬁnﬁl,‘remondltt')érustfnf1,.‘.} 76
(building tool, repair tool)
{kéneakt n_1, suhtlusakt n_1, ...}

65_66 222 (Eq_s) {speech act_1} 3
{filosoof_n_1, méttetark_n_1}

66_67 816 (Eq_s) {philosopher_1} 114

67 68 854 {hl’lg.ieenitarbeq_n_l} 4
(hygiene utensils)
{koneakt_n_1, suhtlusakt_n_1, ...}

68_69 660 (Eq_s) {speech act_1} 3

69 70 316 {loc?masaadus_n_l} 4
(animal product)

SUM 4,122 215

In Table 5.5 we see how many times hypernymy relations are replaced with new
semantic relations. This correction operation took place 4,122 times. The most
common alternative relation to hyponymy or hypernymy was near_synonymy, which
occurred about 1,800 times. This was followed by fuzzynym, at about 800 times.
Secondly, in the operation of replaced hypernymy relation, the frequency number of
synsets which handled this correction most frequently are much lower comparing to
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previous correction numbers in Table 5.4. The synset {philosopher} represented an
exception, which took part 114 times in the corrections of replaced hypernymy relation.
In addition to the different corrections for synsets and semantic relations, it is
worth mentioning that there are about 950 lexical units among nouns and verbs for
which synonyms are changed at least twice. An example is “toit_1" together with
“roog_2" and “s60k_2" from the same synset - (Eq_s) {dish_3} (a particular item of
prepared food) - their synonyms have changed four times, as shown in Table 5.6.

Table 5.6 A synset in the change process

Version | Synsets

63 {roog_n_2, s66k_n_2, toit_n_1}

64 {pala_n_3, roog_n_2, s66k_n_2, toit_n_1}

{pala_n_3, roog_n_2, sddgilaud_n_4, sd6k_n_2, toiduaine_n_2,
66 ) :
toidulaud_n_3, toit_n_1}

67 {pala_n_3, roog_n_2, s66k_n_2, toit_n_1}

{leivapoolis_n_2, pala_n_3, roog_n_2, sddgipoolis_n_2, s6dk_n_2,
toidupoolis_n_2, toit_n_1}

68

5.2.2 The use of test patterns

In order to employ the closed subset patterns in EstWN (version 60), a collaboration
was started with linguists-lexicographers Kadri Vare and Heli Orav from the
University of Tartu (Lohk et al., 2012a), (Lohk et al., 2012b), (Lohk et al., 2014a),
(Lohk et al., 2014b). This collaboration was beneficial to both sides - the
lexicographers were interested in validating and correcting their wordnet and we were
interested in finding out how useful the test patterns are in the validation process.

Table 5.7 reflects the release date of different EstWN versions together with the
adaptation of test patterns. The latter shows when test patterns were taken into use
or in which EstWN version instances of test patterns were sent to lexicographers. As
illustrated by the table below, the closed subset test pattern is not much used. This is
because the instances of closed subset can often be too large for convenient handling.
In addition, finding instances of closed subset are still semi-automatic.
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Table 5.7 The release dates of the EstWN versions and test pattern adaptations

= 2 |3 .
5 ® g 3
Releasing date version | 5 2| g | 2 g £ | =
8 2 g ° 5 = [ E=
T =
April, 2011 60 X
September, 2011 61 X
November, 2011 62 X
January, 2012 63 X
April, 2012 64 X
September, 2012 65 X X
January, 2013 66 X X
May, 2013 67 b'e b'e b'e X X
September, 2013 68 X X X X b'e X
December, 2013 69 X X X
July, 2014 70 X X X X X X
December, 2014 71 X X X X X X X

There are three test patterns that were never sent to a lexicographer to be analysed -
large closed subset, connected roots and roots in closed subset. However, they have been

introduced at different conferences (Section 3.3).

5.2.3 A numerical overview

As shown in Table 5.7, different types of test pattern were applied at different times
and versions. It is important to note that every time a lexicographers add a new lexical
unit or synset, they may also correct the semantic network of wordnet. Furthermore,
every new wordnet version brings along new instances of test patterns. For example,
the short cuts are the only pattern that requires 100% correction. Nevertheless, after
the correction of that type of instances, the newer version still reveals them again.
Moreover, together with the test pattern, root synsets are delivered to the
lexicographers in a random way with information about their depth and the number

%6 Substructure that considers the content of synsets
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of subordinates. In addition, there is information about “orphan” nodes (null graphs)

- synset without any semantic relation.

Table 5.8 A numerical overview of EstWN spanning eleven versions

51 o
2 @ g ” g 3 ¥ ES E
Vesion| = | = |22 & | 5|58 T2 5|25 &£
E 7 17| 8
60 142 24| 1,296 23513,445| 1,123 | 1,825 104 | 301 |3,057x457
61 183 221,592 2591 3,560 1,309 | 1,861 121 380 | 3,344x472
62 102 161,700 299 3,777| 1,084 | 1,941 128 | 41512,970%x356
63 114 16| 1,815 321|3,831| 1,137 2,103 141 447 | 4,103%405
64 149 1511,893 33713,882 11,173 2,232 149 | 471 |4,374x425
65 248 141,717 1941 2,171 791 451 132 | 459 |3,875%263
66 144 411,677 1191 1,796 | 613 259 121 6712,907%218
67 129 411,164 791 928 477 167 24| 407 319x21
68 131 4| 691 60| 537 232 38 18 54 319%x21
69 121 4 102 18] 291 35 1 8 23 3507
70 118 4 51 7 21 70 0 3 7 123x4

Based on Table 5.8, since versions 65 and 66, almost all the numbers of instances
have started to decrease. A particularly high impact on the reduction appears in
version 68, where many other test patterns were used in addition to all the multiple
inheritance cases. Beside information about the number of test pattern instances,
Table 5.8 contains information about the number of noun and verb root synsets as
well as multiple inheritance cases. The first two help to validate wordnet hierarchies
globally. Despite the fact that the numbers of noun roots are too big (Section 2.2.1),
about 75% (in version 70, 88 of 118) of roots are related to hierarchies with one
additional level. These cases prove that the correction of EstWN is not complete

yet.

5.3 DIFFERENT WORDNETS IN COMPARISON

This section provides a few comments about four wordnets which are represented in
numbers in Table 5.9. This table has the same fields as Table 5.8 for 11 EstWN
versions - the instances are only shown for automatically detectable test patterns. The
only difference in comparison to Table 5.8 is in the field of the largest closed subsets

(LGSs), where the first five largest closed subsets are shown.
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As FinWN was translated on the basis of PrWN Version 3.0, it is interesting to
compare these both (Table 5.9). In spite of the fact that FinWN has been expanded
and corrected in version 2.0, it still has quite similar numbers of instances in
comparison to PrWN Version 3.0. Even the largest closed subsets are rather analogous.
Furthermore, the largest verb closed subsets are the same size and in the same 50th
position. When comparing Pr\WN Versions 3.0 and 3.1, it must be agreed that the
semantic network of the latter version has not changed significantly. Nevertheless,
PrWN and FinWN differ from other ones due to the fact that LGSs are from a noun
hierarchy and the first verb closed subset is far from the first position.

Table 5.9 Wordnets in comparison

Version

Roots - verb
Multiple
inheritance cases
Short cuts
Heartshaped
substructure
Dense
component
,Compound*
pattern
The largest
closed subsets

Roots - noun
Rings
Synset with many
TOOtS

1,333x167-n
377%34-n
PrWN 143x27n
3.0 12 | 334 1,453 40| 2,991 18| 155| 115 358 504x24n
141x19n
50. 60x4-v
1,064x126-n
366%33-n
PrWN 143%27n
31 12| 340 1,425| 41| 2,821 21 149 107| 366 15226
500%24-n
52. 60x4-v
1,334x167-n
409%34-n
FinWN 143x27n
V2.0 12 | 334 1,453 40| 2,991 18| 155| 115| 394 527x24n
143x19-n
50. 60x4-v
11,032x589-n
4,423%545-v
2 2| 2,438(351| 5,309 62| 1,226 217| 549 317%43n
233x17n
62x8v
29,638%4,321-n
3632x545v
669 | 44| 10,155] 546 | 36,670 | 118,466 | 4,894 | 734| 672 255%x28v
88x22v
156x21v

CorWN
v2.0

PIWN
vl.8
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30,794%4,683-n
PIWN 3718x551v
20 637 | 42| 10,942 553 | 57,887 | 205,254 | 5,037 | 778| 541 393x58v
- 254x28v
88x22v

Although CorWN is surprising in terms of the small number of noun and verb roots,
its second closed subset is larger than the second one in both of the PIWN versions.
Meanwhile, the 5% LGS of CorWN is much smaller than the ones in other wordnets.

Quite a large number of instances of synsets with many roots and the largest closed
subsets in PIWN indicate two types of structure specialities. The first refers to the
situation where multiple inheritance cases run over many hierarchy levels (vertically).
This includes also all ring’s instances. The second one embodies the case where several
multiple inheritance cases occur on a certain hierarchy level (horizontally).

5.4 CONCLUSIONS

Verifying the existence of test patterns’ instances is one of the possible methods to
measure the condition of the semantic hierarchies of a wordnet. In this work, we may
take for granted the results of the last validated EstWN version. That is to say, we
may use the numbers of test patterns instances from the last EstWN Version 70 in
Table 5.8 and compare these numbers with the numbers of other wordnet test
patterns’ instances from Table 5.9. However, a second possible method to measure
the condition of the semantic hierarchies of a wordnet is to compare two sequential
versions of this wordnet and estimate the changes of semantic hierarchies through
the numbers of instances.

In this chapter, we found the number of every test pattern’s instances for five
different language wordnets - EstWN, PrWN, FinWN, CorWN and PIWN.
Moreover, while the use of test patterns finds application in 11 versions of EstWN,
we found these numbers for these versions (from 60 to 70). In such a manner, we
obtain an overview of the EstWN iterative evolution. But apart from that, we also
detected the correction operations and their numbers for every pair of two sequential
versions (Table 5.3 - 5.5). Here we have to consider that every EstWN version always
contains correction operations that are made due to adding new lexical unit or synset
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into the semantic network as well as corrections made due to applying test patterns
to the semantic network.

We discovered, if we do not consider the totally new synsets every new version
acquires, that there are quite a large number of different correction operations per
EstWN version made by the lexicographer. We found that the average number of
corrections per EstWN version is approximately 3,300°" and the most frequently used
correction across the 10 EstWN versions was the removal of hypernymy relations. This
correction operation was applied 21,911 times. In that case, an average lexicographer
carried out 2,200 corrections for each version. Cases where semantic relations were
removed along with a synset were not considered.

The first test pattern instances we delivered to lexicographers for EstWN version
60 was the closed subset (Table 5.7). We used this pattern for some experiments in our
first two joint papers. Later we brought short cut into use and from version 65 heart-
shaped substructure and since version 66 dense component. The bigger changes in the
number of multiple inheritance cases began with versions 65 and 66 (Table 5.8). For
example, from version 66 to version 70, the number of EstWN multiple inheritance
cases (thus also the number of test patterns’ instances) in the semantic hierarchies of
IS-A relation are reduced approximately 97%.

In the future, because we have all the information about the corrections related
to synsets and hypernymy relations made by a lexicographer in versions 61 to 70, we
believe that this will be useful for another kind of feedback. For instance, it could
indicate whether changes to synsets and hypernymy relations have been conducted in a
systematic way.

Finally, as the latest version (70) of EstWN in Table 5.8 reveals far smaller
numbers of test pattern instances than the other four wordnets in Table 5.9, we
would recommend applying these patterns to the other four wordnets as well.

*" From tables 5.3 - 5.5: (1,625+453+4,891+21,911+4,122)/10 = 3,300.2
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CONCLUSIONS AND FUTURE WORK

This chapter summarizes the main results of this thesis and proposes work that could
be undertaken in the future.

Developing a semantic network of wordnet is a big challenge. At first, developers
have to choose the appropriate approach for wordnet building - what lexical
resources, building models or automation levels to use. Secondly, how to avoid
introducing errors into the semantic network during the building and expanding
process. Thirdly, how to keep the network constantly clear of errors or how to
frequently validate the semantic network of the wordnet. In this work, we deal with
this third phase. More specifically, how to check and validate the semantic hierarchies
of the wordnet.

Indeed, no matter how the construction of the semantic hierarchies is carried out;
there will always be possibilities for importing errors into its network. For instance,
if aiming to translate source wordnet to target wordnet some of following errors may
appear: translation errors, errors in source semantic hierarchies, errors related to
different semantic hierarchies in both languages, and errors related to culture and
region specific concepts.

DISCUSSION OF THE RESEARCH METHODS AND APPROACHES
EMPLOYED

A variety of methods for validating the semantic hierarchy of a wordnet already exists.
In this thesis, we classified them into three groups characterized by two features -
whether they use additional lexical resources and whether the content of the synset is considered.
The first group of methods - lexical resources based - use both of these features. The
second group - rules system based - only use the second feature, and the third group -
graph-based - does not use any of these features. Our approach, the graph-based one,
differs from others by at least two aspects: in validation it uses specific substructures in
semantic hierarchies and also gives an overview of the threaded hierarchies and their size and
depths.

The graph-based approach is the most formal, does not depend on the language
of a semantic network, but is up to now most rarely used in practice. Some papers
that study the graph-based approach deal with substructures such as cycles, null graphs,
short cuts, rings, and dangling uplinks. One reason for their infrequent use may be that
most of them are automatically avoidable with the wordnet management system.
However, one of the main objectives of this work is to prove that in addition to
cycles, rings, dangling uplinks and null graphs, there are other kinds of subgraphs
which can also be helpful in validating the semantic hierarchy of a wordnet.
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We refer to these substructures, most as yet undiscovered, some inspired by other
authors, as test patterns. Their common feature is multiple inheritance, which is often
prone to different semantic errors. Semantic errors have a variety of causes, and they
will be explored by test patterns that propose different perspectives on the semantic
hierarchies of wordnet. To do this we implemented algorithms and made programs
for every test pattern and we used them mainly to check and validate the IS-A
semantic relation in different versions of Estonian Wordnet semantic hierarchies.

Our approach is based on the following sequence of actions:

e after a new wordnet version release, the lexicographer send us the new

wordnet database,

e our program detects all the particular subgraphs (test pattern instances) from

a certain wordnet version and saves them as a file,

e the lexicographer validates the instances and corrects them in the wordnet

management system, if necessary

e In this work, we verified the existence of test patterns’ instances and their

numbers across 11 Estonian Wordnet versions where test patterns were used
for the validation of semantic hierarchies and we discovered that the wordnet
semantic hierarchies changed drastically. For example, from version 66 to
version 70, the number of EstWN multiple inheritance cases (also the number
of test patterns’ instances) in the IS-A relation’s semantic hierarchies
decreased approximately 97%.

Although test patterns give good results in the case of Estonian Wordnet, it is
important to note that multiple inheritance is not always wrong. One reason for that,
is the possibility of reorganizing all cases where multiple inheritance is used. For
example, “hostel” may be simultaneously a “building” as well as an “institution”.
However, the lexicographer may decide to organize “hostel” into two synsets. This
would eliminate the multiple inheritance completely. Furthermore, there are no
guidelines as to which of the two options a lexicographer should choose (Verdezoto
and Vieu, 2011), and so a lexicographer must rely on his or her language perception.
Moreover, different lexicographers have different language perception, and their
perception may change over time (Capek, 2012). Additionally, it is doubtful that they
can be consistently systematic working with polysemic words. Considering all the
above, test patterns are one option for checking how systematically these polysemic
words, which cause multiple inheritance cases, are handled.

As we discussed in Chapter 3, all test patterns’ instances may help to detect errors
that are typical to them. However, it should be understood that “typical errors” are
not always definitive of some test patterns. That is to say, we cannot claim that every
test pattern brings out the same typical errors for every language wordnet because
they are developed using different building methods and lexical resources. This is
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because some of the typical errors related to certain test patterns are specific to the
wordnet. For example, when the heartshaped substructure test pattern was applied to
the Princeton WordNet, Princeton University linguists detected that in most of the
cases this pattern’s instances referred to the case where instead of an IS-A relation the
role or typerelation should be used. In that case use of role and type-relation was a
problem because it is not present in Princeton WordNet. For that reason, we cannot
assume that the same issue is characteristic of every wordnet. Indeed, by constantly
applying the heartshaped substructure on Estonian Wordnet (from version 65) the
number of instances dropped to zero. According to our later statistics none of the
correction operations was related to exchanging an IS-A relation for a role or type-
relation.

ANSWERS TO THE RESEARCH QUESTIONS

In order to answer the main question “How to check and validate the semantic
hierarchy of a wordnet?” all the sub-questions must be answered.

(Chapter 1) How different construction approaches may affect the semantic

hierarchies of wordnet?

e What is the impact of the particular feature of hypernymy on the semantic

hierarchy?

According to (Miller, 1998), the hypernymy relation of a noun actually has many
relations. He highlighted two of them. The first is known as IS-A or IS-A-KIND-OF
relation and the second one is ISUSED-AS-A-KIND-OF relation. IS-A belongs to the
“taxonomic category” and ISUSED-AS-A-KIND-OF belongs to the “functional
category”. For example, {chicken_2} as {bird} belongs to the “taxonomic category”, but
{chicken_1} as {food} belongs to the “functional category”. In this example, both
categories are used in different hypernymy relations. However, occasionally these
categories are in one relation, e.g. {poker_1, fire hook_2, ...} as {fire iron} or presented
as one synset with many parents, e.g. {written agreement_1} as {legal document} and
as {agreement].

e  What is the impact of polysemy on multiple inheritance in the semantic hierarchy

of a wordnet?

There are typically two ways of presenting a polysemous word (lexical unit) in the
wordnet semantic hierarchy — the first is to organize it into two or more synsets, whilst
the second is to place it in one synset that has many parents. An example of the first
is in Pr'WN, where {samba_2} is “dance music” and {samba_3} is “dance”. The

second example is {cheese_1} that is simultaneously “food” and “dairy product”.
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e  What is the impact of regular polysemy on the regularity of multiple inheritance!
Regular polysemy means that one word is related to at least two meanings as a
variation of another word with equivalent meanings. If both polysemous words are
presented (separately) in one synset, the regularity of multiple inheritance is evidenced.

o  What are the three aspects every wordnet creator must consider and how do they

affect the quality of the semantic hierarchies of a wordnet?
In wordnet building, a creator must choose what lexical resource(s), building model
and automation levels to use. These three aspects in different combinations have a
significant impact on the quality of the semantic hierarchies. On the one hand,
wordnet quality depends on the quality of the lexical resource sources, yet on the other
hand, the methods used in information extraction are very important. In addition, the
automation level may have an impact on target wordnet culture or region specific

concepts and semantic relations.

(Chapter 2) What methods are used in the validation of the semantic hierarchies

of a wordnet?

e How to systematize the methods of validating employed in semantic hierarchies?
We discovered two features that divide the methods of validating used in the semantic
hierarchies of a wordnet. These features were presented as two questions: 1) whether
this method use lexical resources? 2) Whether this method consider the content of a
synset?

Thus, using these two features, three groups of methods can be distinguished:

— I group of methods uses lexical resources and the content of synsets. It employs
methods in order to extract knowledge from lexical resources. One well-known
approach is to use lexico-syntactic patterns.

— II group of methods uses only the content of synsets. It applies different rule
systems to synsets and semantic relations to validate the semantic hierarchy. For
instance, this group encompasses the use of ontology meta-properties and top-
ontology features if they are part of the wordnet.

— 1II group of methods does not use any of these two features. These methods
approach the semantic hierarchy from the perspective of a graph and verify the
existence of particular substructures in it, e.g. cycles, rings, dangling uplinks.

— Into which group of methods does our approach belong?
Our approach for validating the semantic hierarchies of a wordnet belongs to 111
group.

o What types of errors occur in wordnet?

There are roughly three types of errors:

1) Syntactic (also formal or surface) errors are related to the source file structure or

data presentation in it. For example, a tag is empty or a record is presented twice.
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2) Semantic errors are related to the semantics of synsets and relationships, e.g. an
inappropriate lexical unit in a synset or a wrong semantic relation.
3)  Structural errors are related to the semantic hierarchy of the wordnet as a graph,
e.g. cycles or dangling uplinks.
— Into which group of methods does our approach belong?
Qur approach catches the possible structural errors that refer to potential

semantic errors.

(Chapter 3) What test patterns to use in order to check and validate the semantic

hierarchies of a wordnet?

This thesis was limited to patterns which contain the multiple inheritance cases. This is
mainly because multiple inheritance in wordnet semantic hierarchies is often used in an
inappropriate way. For example, according to (Gangemi et al., 2001), there are many cases
where multiple inheritance is not used as a conjunction of two properties.

How to describe test patterns?

We used graph-based presentation (mathematical model) and textual description.

What is the most similar work to ours?

The most similar work was by (Fischer, 1997), (Liu et al., 2004) and (Richens,
2008). They provided the idea of using short cuts and rings. The idea of “synsets with
many roots” partially originates from (Richens, 2008).

What direction to follow in validation on the basis of different test patterns?

While this thesis introduces ten different test patterns, this question is answered in a
general way. Based on the fact that every test pattern instance contains multiple
inheritance cases, two general questions can be proposed for each instance: whether a
certain concept can simultaneously have many parents or whether the parents of the
same concept are on the same hierarchical level. The directions on every test pattern
instance tend to be quite specific. For instance, for “connected roots”, a total of six

questions were proposed, which may refer to particular inconsistencies.

What kinds of errors are typical to every test pattern?

Similarly to the reasoning above, this question is answered in a general way as well.
In most cases (based on Chapter 4, “Test patterns in action”), we believe that every
error can be classified under two general groups of errors — a wrong or a missing
semantic relation. Specifically, typical errors can be the following:

— a synset has a connection to a specific and a general concept,

—  unfinished work with a subhierarchy,

—  the root synset is too specific to be a root synset, it belongs to another hierarchy,

—  the multiple inheritance is not justified or has to be expanded
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(Chapter 4) How to validate test pattern instances in the wordnet semantic

hierarchies in practice?

o  What are the examples for validating the instances of test patterns?
We presented nine examples from different Estonian Wordnet versions. Two examples
belonged to Princeton WordNet (version 3.1). In the problem descriptions, we followed
the recommendations given in Chapter 4.

e  Who validates the semantic hierarchies of a wordnet?
Usually an expert linguists/lexicographer. However, in the future we hope to help
him/her with more concrete recommendations. At the moment, further investigation
is required.

e  When to validate the semantic hierarchies of a wordnet
Generally, it depends on what kind of development process is selected. In the case of
Estonian Wordnet, validation occurred after each new wversion release.

(Chapter 5) How to check the instances of test patterns in the wordnet semantic
hierarchies?
o What are the main actions of a program implemented to find test pattern
instances!
1) Read data from database tables and save them in memory arrays, trees, and
stacks.
2) Find all instances of a test pattern.
3) Show them one by one to the user and save them in a file.
o  What is the effect of the test patterns used for validation on the EstWN semantic
hierarchies?
According to Table 5.8 (Numerical overview of EstWN over eleven versions), the use
of test patterns is clearly mostly manifested in two points. To begin with, when a
lexicographer corrected the Estonian Wordnet (version 66) on the basis of the “dense
component” pattern for the first time, its instances decreased from 121 cases to 24,
but this even had a strong effect on other numbers of instances, e.g. the number of
“rings” decreased by 868.

Secondly, from wversion 67 (Table 5.7) onwards, the lexicographer has utilized
more test patterns for the validation, and other strong effects on the numbers of test
pattern instances have occurred.

Finally, if versions 66 and 70 are compared, the number of EstWN
multiple inheritance cases (thus also the number of test patterns’ instances)

in the semantic hierarchies of IS-A relation are reduced approximately
97%.
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CONTRIBUTIONS

The main contributions of this thesis:

e  Mathematical models as graphs (test patterns) which describe yet undiscovered
substructures useful to check and validate the semantical hierarchies of wordnet-
type dictionaries. In addition, these test patterns are presented along with typical
errors they may help to detect and usage examples.

e Crosslanguage test patterns applicable in all wordnets in the world (there are
about 50 different language versions of wordnets)

e Test patterns as the tool of lexicographer to check and validate the semantic
hierarchies of wordnet. Test patterns simplify the work of lexicographer
significantly as their instances help to point exactly to the places in the semantic
hierarchies that may reveal certain type of errors.

e Implemented algorithms to find the instances of test patterns.

e An overview of 10 versions of Estonian Wordnet iterative evolution where test
patterns were employed and which prove the efficiency of test patterns in
validation of the semantic hierarchies of wordnet.

FUTURE WORKS

This thesis concentrated on hypernymy relations among noun and verb hierarchies.
Nevertheless, the proposed test patterns are applicable to other types of semantic
relations. In the beginning of our study, test pattern of closed subset were applied to
near synonymy relations (Lohk et al., 2012a). As certain test patterns help to investigate
how different concept subgroups are related, it would be interesting to see if there is
any regularity in the use of near synonymy relations. In section 5.2, we found that the
hyponymy/hypernymy relation was replaced with near synonymy in about 1,800 times.
Furthermore, since the number of near synonymy relations is quite big (13,528) in the
latest EstWN version, this semantic relation appears worth further investigation.
Moreover, the hyponymy/hypernymy relation was replaced with fuzzynymy relation in
about 800 times. This relation appears 19,136 times in the latest EstWN version.
Therefore, we believe it would be fruitful to investigate this relationship as well.
Secondly, section 2.1.2 introduced a method (Nadig et al., 2008) that uses
information from an explanatory dictionary to check and validate the semantic
hierarchies of a wordnet. This approach presumed that every entry (head word) in
the dictionary contains either its hypernym or synonym. This idea helps to construct a
hierarchy to which our test patterns can be applied. For instance, the Estonian

explanatory dictionary’® could be used for this test.

8 http://www.cki.ee/dict/ekss/
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Thirdly, it has been mentioned that instances of different test patterns may
overlap. It means that the same multiple inheritance case may appear in more than one
different test pattern instance. In the future, it could be useful to create an interactive
application that allows the user to change the current test pattern view. This assists in
more adequately validating particular multiple inheritance cases. In one of our
experiments, the instances of a dense component had the best overlap with other test
pattern instances.

Fourthly, there are about 70 wordnets in the world. All of our test patterns are
applicable to them. The minimum information required is the synsets, their ID and
the semantic relations between the synsets.

Lastly, the information gathered about operations made in correcting the
hierarchies of EstWN spanning 10 versions can also be used. If we find a way to
categorize it, this information will be another source feedback for the lexicographer.
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ABSTRACT

The goal of this thesis is to prove that semantic hierarchies of wordnettype
dictionaries do contain yet undiscovered substructures which correspond to certain
descriptions (test patterns). The usage of these patterns to validate semantic
hierarchies may improve wordnet structure significantly.

More precisely, this thesis studies test patterns that contain the multiple inheritance
cases (i.e. cases where one synset has many parents and that correspond to polysemy
in the lexical semantics). Here, test patterns are examined and every case of applying
a test pattern to the wordnet hierarchy is termed as a test pattern instance. Multiple
inheritance plays an important role because it is often prone to different semantic
errors.

Every test pattern represents different perspective to the substructures of the
semantic hierarchy, pointing to different type of possible errors in it. All test patterns
together cover all multiple inheritance cases in a semantic hierarchy several times.

The main research method in this dissertation is pattern-based validation. The
whole process is conducted as follows: programs created by the author of this thesis
will detect each instance of the test patterns and these are automatically stored in a
file; the lexicographer validates each case and makes corrections, if necessary, using
the wordnet management system.

One of the most important results of this thesis are descriptions of mathematical
models or graphs that represent yet undiscovered substructures (test patterns) of
the semantic hierarchies of the wordnet-type dictionaries.

This work associates every test pattern with possible types of errors and equip
them with usage examples.

All test patterns are cross-language, i.e. they are applicable to every language
wordnet (approximately 50 different languages).

Second important result is test patterns as the tool of lexicographer in validation
process. Test patterns simplify the inspecting of the semantic hierarchies of wordnet
significantly, because they point to substructures that may need the correction by
lexicographers.

Third important result is an overview of 10 versions of Estonian Wordnet
iterative evolution where test patterns were employed and which prove the efficiency
of test patterns in validation of the semantic hierarchies of wordnet. For instance,
from version 66 to version 70, the number of Estonian Wordnet multiple inheritance
cases (it means also the number of test patterns instances) in the semantic hierarchies
of IS-A relation are decreased approximately 97%.
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KOKKUVOTE

Doktoritdé eesmirk on tdestada, et wordnet-tiitipi suursonastike semantilistes
hierarhiates esineb seni avastamata alamstruktuure, mida on méistlik kasutada
hierarhiate kontrollimiseks ja valideerimiseks ning mille jirjepideval - iga uue
wordnet’i versiooniga - rakendamisel paraneb suuresti semantiliste hierarhiate
struktuur.

Tapsemalt uuritakse semantiliste hierarhiate alamstruktuure, mis sisaldavad
mitmese pirimise juhtumeid, st selliseid, kus iihel tipul on mitu vanemat ja millele
leksikaalses semantikas vastab poliiseemia. T66 kontekstis nimetatakse niisuguseid
kindla kujuga graafi alamstruktuure testmustriteks (vaadeldavad kui klassid
objektorienteeritud lihenemises). Igat konkreetset juhtu, mis on testmustri kaudu
wordnet'i hierarhilisest struktuurist eraldatud, nimetatakse isendiks. Mitmene
parimine on aga siinjuures oluline sellega seotud voimalike semantiliste vigade tottu.

Iga testmuster esindab erisugust vaadet semantilise hierarhia alamstruktuuridele,
osutades neis voimalikele eri tiitipi vigadele. Koikide testmustrite korraga kasutamisel
kaetakse semantilise hierarhia koik mitmese parimise juhud mitmekordselt.

Uurimismeetodina kasutakse mustritepohist hindamist. Kogu protsess toimub
jargmiselt: t66 autori loodud programmide abil leitakse igale testmustrile isendid, mis
salvestatakse automaatselt faili; leksikograaf hindab igat juhtumit ja teeb vajaduse
korral korrektuurid wordnet’i semantilises hierarhias selle haldamisstisteemi abil.

To6d peamine tulemus on wordnet-tlitipi sonastike semantilises hierarhias
leiduvate ja seni avastamata alamstruktuuride (testmustrite) kirjeldused
matemaatiliste mudelite ehk graafidena.

Toos seostatakse iga testmuster voimalike veatiitipidega, mida need on suutelised
avastama ja esitatakse kasutusniited.

Koik testmustrid on keelte iilesed, st rakendatavad iga keele (ca 50) wordnet’i
puhul.

To6 teine viga tihtis tulemus on testmustrid kui leksikograafi t60riist wordnet’i
semantilise hierarhia valideerimisel. Testmustrid lihtsustavad tuntavalt wordnet’i
hierarhiate libivaatamist, sest neile on omane osutada vaid hierarhia sellistele
piirkondadele, kus asub véimalik leksikograafi korrigeerivat sekkumist vajav koht.

Too kolmas oluline tulemus on iilevaade Eesti Wordneti kiimne versiooni
testmustrite rakendamise arengust, mis kinnitab testmustrite efektiivsust wordnet’i
semantiliste hierarhiate korrigeerimisel. Niiteks, alates Eesti Wordneti 66.
versioonist kuni 70. versioonini on mitmese pirimise juhtude arv (ka testmustrite
isendite arv) langenud = 97%.
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Abstract

Each expanding and developing system
requires some feedback to evaluate the
normal trends of the system and also the
unsystematic steps. In this paper two lexical-
semantic databases — Princeton WordNet
(PrWN) and Estonian Wordnet (EstWN)- are
being examined from the visualization point
of view. The visualization method is
described and the aim is to find and to point
to possible problems of synsets and their
semantic relations.

1 Introduction

Wordnets for different languages have been
created for a quite a long time'; also these
wordnets have been developed further and
updated with new information. Typically there is
a special software for editing wordnets, for
example VisDic?, WordnetLoom (Piasecki et al
2010), Polaris (Louw, 1998). These editing tools
often present only one kind of view of the data
which might not be enough for feedback or for
detecting problematic synsets/semantic relations.
The visualization method described here can be
used separately from the editing tool; therefore it
provides an additional view to data present in
wordnet.

For initial data PrWN version 3.0° and
EstWN version 63* have been taken. PRWN
contains of 117 374 synsets and EstWn of 51 688
synsets. The creation of EstWN started in 1998
within the EuroWordNet project’. At present the

'http://www.globalwordnet.org/
*http://deb.fi.muni.cz/clients-debvisdic.php
Shitp://wordnet.princeton.edu/
*http://www.cl.ut.ee/ressursid/teksaurus/
Shttp://www.illc.uva.nl/EuroWordNet/

[kadri.vare@ut.ee]

Tallinn, ESTONIA
[leov@staff.ttu.ee]

main goal is to increase EstWN with new con-
cepts and enrich EstWN with different kinds of
semantic relations. But at the same time it is
necessary to check and correct the concepts al-
ready present (Kerner, 2010).

The main idea and basic design of all
wordnets in the project came from Princeton
WordNet (more in Miller et al 1990). Each
wordnet is structured along the same lines: syno-
nyms (sharing the same meaning) are grouped
into synonym sets (synsets). Synsets are connect-
ed to each other by semantic relations, like
hyperonymy (is-a) and meronymy (is-part-of).
As objects of analysis only noun synsets and
hyperonymy-hyponymy relations are considered
(of course, it is possible to extend the analysis
over different word classes and different seman-
tic relations). So, due to these constraints we
have taken 82 115 synsets from PRWN (149 309
different words in synsets) and 41 938 synsets
from EstWN (64 747 different words in synsets).

2 Method

We will explain our method's main idea with a
small artificial example. Let us have a small sep-
arated subset presented as a matrix:

Uk W N~

L1f2]3[4]5]

~|—=|o|~=|c|~
Njol=|ol=|o
wl=|lo|lo|lo|o

Figure 1. Relation-matrix and bipartite graph

In the rows of that table we have synsets
and in columns hyperonyms. On the right side of



that figure we have presented the same data as a
bipartite graph where all column numbers are
positioned on the upper line and all rows on the
lower line. Every connecting line on the right
side has been drawn between every “1”-s column
and row number. As we see a lot of line cross-
ings there exist even in our very small example.
It is possible to reorder the rows and columns of
that table into optimal positions so that the num-
ber of line crossings would be minimal possible.
If there is full order then there will be no cross-
ings of lines.

Generally this crossing number minimi-
zation is a NP-complete task. We are using the
idea of Stephan Niermann's (2005) evolutionary
algorithm to minimize the number of line cross-
ings.

In our example the optimal result will be:

1 [1JoJo 1[3]2

stafofo

safaiTo

4+ oo

2lofo]1 [1]3]s5]4]2]
13 2

Figure 2. Reordered (arranged) relation-matrix and
bipartite graph

As we can see there are no crossings and
all connections are separated into two classes —
let’s call them closed sets. We have got a nice
and natural ordering for rows and columns. With
that kind of picture the relations between words
(synsets) are easier to see and understand. We
will present real cases from PrWN and EstWN
later.

3 Practical application of the method

Next we will describe the steps that should be
taken in order to obtain visual pictures for
lexicographers.

e First the word class and a semantic relation
of interest is chosen from wordnet. For nouns
and verbs hyperonymy and hyponymy are
probably the most informative relations, for
adjectives and adverbs near_synonymy (but
of course this method allows us to choose
different semantic relations in combination
with different word classes).

e In order to find closed sets we use the
connected component separating algorithm
for graphs given in D. Knuth (1968). For
example using hyponym-hyperonym relation

and word classes of nouns then there will be
7907 closed sets for EstWN and 15452
closed sets for PrWN. Every closed set is
presented in a table as a row with different
lengths. An arbitrary closed set is similar to
the following picture in Figure 3.

Hyponym-synsets Hyporonym-synsets

( Y \
Isszfss2| .. [ssalssi]| .. [ssn]

SS1 - synset 1, SS2 - synset 2, ...
Figure 3. Example of a closed set

e As a next step we use all connections for
those two sets in a wordnet to get the relation
matrix as it is shown in Figure 1 left part.

e Then the minimal crossing algorithm is used
(result is seen on the right side of Figure 2).

e As the last step a lexicographer analyzes the
figures.

It is still important to mention that our
approach is not quite useful for analyzing the
large closed sets. The reason is that in Nierman’s
evolutionary algorithm if the size of the matrix
grows than the time increases with the speed
O(n?). For example, to solve the 30x30 matrix, it
takes 3 minutes and to solve 60x60 matrix, it
takes 60 minutes. That is the reason why in this
paper only closed sets that do not exceed the 30
hyponym sets are considered. The pictures from
closed sets (Figure 4, 5, 6) were solved as fol-
lows: Figure 4 (3 x 5 matrix) 0,28sec, Figure 5 (4
x 11 matrix) 1,5sec, Figure 6 (4 x 12 matrix)
1,7sec.

For larger closed sets it is better to use
the modified Power Iteration Clustering method
by Lin and Cohen (2010) instead of Niermann’s
algorithm.

As a matter of fact, the largest closed set
in EstWN has 4103 hyponyms-synsets x 405
hyperonym-synsets and the largest closed set in
PrWN has 2371 hyponyms-synsets x 167
hyperonym-synsets (Figure 3). As for large
closed sets, it could be sensible to use only the
relation matrix (Figure 2, left side) to detect
where possible problematic places occur.

4 Intermediate results

In this paper we focus on the synsets having two
or more hyperonyms, which is the reason of
closed sets, since it is more likely to find prob-
lematic places in these synsets.



For example in EstWN only one
hyperonym for a synset should ideally exist
(Vider, 2001). In EstWN there are currently
1 674 concepts with two hyperonyms, 145 con-
cepts with three or more hyperonyms and the
concept which has the most hyperonyms - 9 - is
*alkydcolour’.

In PrWN there are 1442 concepts with
two hyperonyms, 34 concepts with three or more
hyperonyms and the concept with the most
hyperonyms — 5 — is 'atropine'.

Of course in wordnets a synset can have
multiple hyperonyms in many cases, in EstWN
many of the onomatopoetic words, for example
(typically they have hyperonyms which denote
movement and sound). But also there are cases
where one of the hyperonyms is in some ways
more suitable than another. Even if a synset has
multiple hyperonyms a cluster still often presents
a homogeneous semantic field.

One of the purposes of the visual pictures
is to help in detecting so called human errors, for
example:

e in a situation where in the lexicographic
(manual) work a new and more precise
hyperonym is added during editing process
but the old one is not deleted,

e lexicographer could not decide which
hyperonym fits better;

e lexicographer has connected completely
wrong senses (or words) with hyperonymy
relation;

e lexicographer has not properly completed the
domain-specific synsets etc.

The first three points can indicate the
reason of why one synset has multiple
hyperonym-synsets.

For example, in Figure 4 all the members
of the cluster seem to form a typical set of aller-
gic and hypersensitivity conditions and illnesses.
In EstWN currently allergies and diseases caused
by allergies do not form such a cluster, because
they do not share hyperonyms. But also different
clusters exist where some problems can appear.

For example, in Figure 5 where all the
other characters (suicide bomber, terrorist, spy
etc) except ‘programmer’ are bad or criminal by
their nature. This leads to a thought that maybe
‘programmer’ as a hyperonym to ‘hacker’ and
‘cracker’ is not the best; it might be that ‘pro-
grammer’ is connected with some other semantic
relation.
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Figure 4. Rearranged bipartite graph, PrWN
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Hyperonym-synsets:
1. ettepanek, pakkumine - proposal
2. rituaal, talitus, ... - rituaal
3. sakrament - sacrament
4. véidmine - unction, anoiting

Hyponym-synsets:
4. paaripanek - marriage ritual
6. riitus - rite
7. viljakusrituaal - fertility rite
3. armulaud - Holy Communion
10. ordinatsioon - ordination
12. ristimine - baptism

9. konformatsioon, ... - confirmation
11. piht, pihtimine - confession
8. haigete salvimine, ... - extreme unction

2. rats, ratsionaliseerimisettepanek - proposal
for rationalization

1. kosjaminek, kosjareis, ... - a visit to bride's
house to make a marriage proposal

5. religioosne rituaal - religious ritual

From EstWN many problematic synsets and/or
semantic relations were discovered by using this
method. In Figure 6, for example, from EstWN

there is an example of a closed set for nouns. It
can be seen that the word ratsionaliseerimis-
ettepanek (’proposal to rationalization’) does not
belong to this semantic field (this semantic field
can be named ‘different kinds of rituals’ for ex-
ample). It is strange that  words
ratsionaliseerimisettepanek (‘proposal to ration-
alization’) and kosjakdik (‘a visit to bride’s house
to make a marriage proposal’) belong to the same
closed set. Both these synsets share a hyperonym
ettepanek (‘proposal’), but kosjakdik should be
connected to ettepanek  (‘proposal’) by
is_involved relation and the hyperonym to
kosjakdik should be ‘ritual’ instead.

Also the relation of hyperonyms
voidmine (‘unction') and sakrament (‘'sacrament').
should be interesting. It can be seen that all the
semantic relations of hyperonym vdéidmine
('unction') belong actually to sakrament
('sacrament’). So it is possible to state that sacra-
ment should be hyperonym to unction. Another
question arises with the word armulaud ('Holy
Communion'). In principle, this word is correctly
connected to both sacrament and ritual, but still —
all of the hyponyms of sacrament are some sorts
of services. These connections are probably
missing from the system.

In addition, a minor detail — although
abielu ('marriage') belongs to sacrament, it is in
EstWN categorized only as a ritual and not even
directly but implicitly by the word paaripanek
('marriage ritual')

5 Conclusion

In order to find mistakes from closed sets it is not
necessary to use a bipartite graph. In some cases
only the relation-matrix will be enough (Figure
1,2 left side). Clear created groupings can be
considered as an advantage of bipartite graphs,
which present the hyponym synsets connecting
the hyperonym synsets. Often these connections
can turn out as the problematic ones. Sometimes
it is necessary to use the wordnet database in
order to move a level up to understand the mean-
ing of a synset.

Out of the 20 arbitrarily extracted closed
sets 6 seemed to have some problems. And in
PrWN there were 185 closed sets with
hyperonym synsets having at least three
hyperonyms. This seems to be a promising start
towards using visual pictures. The situation is
similar in EstWN, and since EstWN is far from
“being completed” then this method has already



proven useful for lexicographers in the revision
work.
To conclude, the structured bipartite
figures are informative in following ways:
e [t is possible to use different kinds of
semantic relations to create closed sets.

e [t is possible to detect subgroups.

e [t is possible to detect wrong and missing
semantic relations.
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HOW TO CREATE ORDER IN LARGE CLOSED
SUBSETS OF WORDNET-TYPE DICTIONARIES

Ahti Lohk, Ottokar Tilk, Leo Vohandu

Abstract. This article presents a new two-step method to handle and
study large closed subsets of WordNet-type dictionaries with the goal
of finding possible structural inconsistencies. The notion of closed
subset is explained using a WordNet tree. A novel and very fast method
to order large relational systems is described and compared with some
other fast methods. All the presented methods have been tested using
Estonian® and Princeton WordNet? largest closed sets.

Keywords: thesaurus, closed set, seriation, Power Iteration Clustering
(PIC), reducing number of crossings, WordNet

1. Introduction

There are more than 60 WordNets in the world3. The main idea and basic design
of all these lexical resources came from Princeton WordNet (more in Miller et al.
1990). Each WordNet is structured along the same lines: synonyms (sharing the
same meaning) are grouped into synonym sets (synsets). Synsets are connected
to each other by semantic relations, like hyperonymy (IS-A) and meronymy
(IS-PART-OF). In this article only hyperonymy-hyponymy relations are considered
as objects of analysis. Of course, it is easy to extend the analysis over different word
classes and different semantic relations.

WordNet has been used for a number of different purposes in information sys-
tems, including word sense disambiguation (Li et al. 1995), information retrieval
(Rila et al. 1998), automatic text classification and structuring (Morato et al. 2004),
automatic text summarization, natural language generation (Jing et al. 1998),
machine translation (Khan et al. 2009) and even language teaching applications
(Morato et al. 2004). A description of the Estonian WordNet and its properties has
been given by Orav et al. (2011).

In applications where WordNet usage is considerable, the quality of the result
depends on the quality of the WordNet used. Our analysis shows clearly that many

' Estonian WordNet: http://www.cl.ut.ee/ressursid/teksaurus/test/estwn.cgi.et (08.01.2013).
2 Princeton WordNet: http://wordnet.princeton.edu/ (08.01.2013).
3 The Global WordNet Association: http://www.globalwordnet.org/gwa/wordnet_table.html (08.01.2013).
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WordNet-type dictionaries have a large closed subset (Table 1) caused by such
semantic relations where one synset has connections to more than one supersynset.
Liu et al. analyse mistakes in WordNet structures that arise particularly in cases
where a synset has more than one sypersynsets (Liu et al. 2004). Richens extends
theideas of Liu et al. and presents a list of anomalies in the WordNet verb hierarchy
and methods for finding them (Richens 2008)4. Vider (2001) proposes that in the
best case every synset has only one supersynset. Closed subsets with more than one
supersynset refer to possible causes of errors (Richens 2008, Lohk et al. 2012a).
We present a convenient tool to study the possible structural inconsistencies of
such large separated subsets.

For every synset in WordNet we have a matrix representation, as in Figure 3,
upper level on the right. As we have to deal with very big matrices one needs a well
ordered final representation of such a matrix to understand its hidden structure.
Our goal is to reorder that matrix into the form of Figure 3, lower level on the right.
That representation corresponds to the so-called Multidimensional Scale represen-
tation in psycholinguistics.

In the next section we explain the content of a closed set (Lohk et al. 2012b).

2. Closed sets

The synsets of WordNet-type dictionaries have as semantic connections hierar-
chy creating ones (has_hypernym, has_meronym, etc.) as well nonhierarchical
ones (near_synonym, be_in_state, etc.). Using hierarchical connections makes
WordNet to be a set of trees, whereby part of those trees are threaded (That is a
fact from authors’ analysis). The vertices of trees are synsets and edges are always
some semantic connections.

Such tree has always a notion (synset) on the highest level (so-called root
vertice) and other vertices on different levels. In given context we call root vertice
also a root synset.

_____ , Level I (with root synset)

——————————————————————————————————————————— Level 2

Level 4

N Level 5
0 |

Q .
) ] é) e J) X _ fevds
Closed sets E_é__i Eié?w; 71[4"917

Figure 1. Natural tree of the WordNet with closed sets
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|
T
]
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4 Results tables relevant to’Anomalies in the WordNet Verb Hierarchy paper delivered to COLING 2008, Manchester,
UK, August 2008: http://www.rockhouse.me.uk/Linguistics/ (08.01.2013).




We have an invented example of such a WordNet tree in Figure 1. The synsets
of the given tree (vertices) can be divided into seven levels. On the first level is the
most general semantic synset — the root synset, and on the last levels (level 6 and
level 7) synsets with a possibly concrete meaning. For example, based on semantic
connection has_hyponym Princeton WordNet (version 3.0) has 346 root synsets
(=trees) and Estonian WordNet (version 64) 204 synsets.

In order to understand closed subsets (Lohk et al. 2012b) in Figure 1 we have
to consider only any two neighbouring levels. Let us take for example levels 3 and
4. If we separate those levels with their vertices, one can see that the connections
between vertices create two closed sets of vertices. To recognise possible errors it
is important to study such sets, where subsynset has a semantic connection with at
least two different supersynsets. Such sets are presented in Figure 1 with thick lines
and there are four of them. (The number of all closed subsets in Figure1 is 15). For
example, Estonian WordNet (version 64) has as a maximal closed set with dimen-
sions 4,945 x 457. In the language of Figure 1, this closed set has 4,945 vertices in
the lower level and 457 vertices in the upper level.

The following table presents an overview of maximal closed sets in the WordNet-
type dictionaries that we have analysed to date.

Table 1. Dimensions of the maximal closed set in a WordNet

Seq. Name and version Number Dimensions
No. of the WordNet of the synsets of the maximal closed set
1 Polish WordNet 1.7 105074 28279 x3595
2 | Cornetto, 1.3 70 492 10418 x 556
3 Estonian WordNet, 64 54078 4945 x 457
4 Princeton WordNet, 3.0 117 659 1333 x167
5 Finnish WordNet, 1.1.2 117 659 1248 x 165
6 Catalan WordNet, 3.0 99 253 1007 x 91
7 Slovenian WordNet, 3.0 42919 248 x3

The number of closed subsets separated using the semantic relation has_hypero-
nym for all those WordNets remains between 4000 and 20 000.

A very suitable algorithm to separate closed subsets is given by Flannery et
al. (2009). An example of a closed subset with real data is presented in Figure 2.

[allergic rhinitis_1_n} {rhinitis_1_n}

{hypersensitivity
reaction_1_n}

{anaphylaxis_1 _n}

[allergic reaction_1_n,

allergy 1 _n} {rash_2_n}

[hives_1_n, nettle rash_1_n,
urticaria_1_n, urtication_2_n}

(heat rash_1_n, miliaria_1_n,

prickly heat 1 _n}

Figure 2. Real example of a closed subset (Princeton WordNet, version 3.0), rotated 90 degrees

The next section is dedicated to the study of such maximal closed sets.
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3. Improving identification of mistakes by reducing
the number of crossings

To visually identify possible mistakes in the connections between the synsets of a
closed subset of a WordNet it is necessary to visualize the connections as clearly
and with as little clutter as possible. One way to achieve this goal is to reduce the
number of crossings in the graph representation of the WordNet by reordering
vertices as shown in Figure 3.
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Figure 3. Graph (its corresponding adjacency matrix plotted on the right) with different
permutations of vertices, illustrating how a good reordering can reduce the number
of crossings in the bipartite graph (from 206 to 0 in this example)

There are many algorithms for this task, with different approaches — such as genetic
algorithms (Mékinen, Sieranta 1994), heuristic algorithms (e.g. barycenter (Sugi-
yama et al. 1981), median (Eades, Wormald 1994)) and for small graphs even exact
methods (Jiinger, Mutzel 1997). In the same paper in which Jiinger and Mutzel
introduced their exact method, they also compared different heuristic algorithms
on larger graphs for which the exact method is not viable. They concluded that
the iterated barycenter method was clearly the best choice for both its speed and
solution quality.

3.1. The two-step method for reducing the number of crossings
In this work we introduce a novel technique which outperforms other widely used
methods including barycenter heuristic. Our method consists of two steps:

1. Power iteration seriation;
2. Median heuristic.

First let us focus on the second step — the median heuristic by Eades and Wormald
(1994). The median heuristic is a well known method for crossing minimization. To



reduce crossings, this method finds the median of the positions of adjacent vertices
for every vertex and then ranks the vertices in a layer according to these values.
Technically it is very similar to the barycenter heuristic (Sugiyama et al. 1981), the
only difference being that the latter uses mean values of the positions of adjacent
vertices instead of median values. This method is often applied iteratively, fixing
one layer and reordering the other in turns, until there is no change in the order of
vertices. The final outcome of the median (and also barycenter) heuristic depends
on the initial state of the graph. To gain better results one can restart the algorithm
anumber of times with different random initial orderings and choose the best result
but, as Jiinger and Mutzel (1997) concluded, for bigger graphs the results improve
only slightly. The purpose of the first step of our method is not to rely on random
ordering, but to preprocess the graph with the aim of providing as good a starting
point for the median heuristic as possible.

The first step of our method is a custom modification of a very fast (approxi-
mately linear to the input size), effective and simple clustering algorithm, Power
Iteration Clustering (PIC) by Lin and Cohen (2010). The name of their method
comes from the power iteration eigenvalue algorithm on which it is based.

The power iteration algorithm is used to find the dominant eigenvalue A
(assuming there is one i.e. [A;] > |As] 2 |Ay] = ... = |Ay]) and eigenvector v, of a
matrix A. The algorithm takes the steps described in Figure 4. After a sufficient
amount of iterations b, converges to v, of A.

Procedure Power Iteration(A):
1. Choose random nonzero vector by # 0; t = 0;
_Abe_
llabe|l’
3. t =t + 1 and repeat step 2.

2. Calculate by =

Figure 4. Description of power iteration eigenvalue algorithm

The PIC algorithm applies power iteration to a row-normalised (all elements in
a row sum up to 1) similarity matrix W. Since the dominant eigenvector of W is
a constant vector, it is useless for clustering (that’s also the reason for additional
constraint: b, # c1, i.e. initial vector must not be a constant vector). Therefore,
to turn the power iteration eigenvalue algorithm into a clustering algorithm,
Lin and Cohen augmented it with a stopping criterion which stops the process
before converging to the constant dominant eigenvector. As a result we get a vec-
tor b, (PIC-vector) which is an eigenvalue-weighted linear combination of all the
eigenvectors of W and turns out to be a good clustering indicator. The main pro-
cedure of PIC is described in Figure 5, where € is a small number (e.g. 1079) used
as a parameter for stopping criterion and d, is a vector describing the changes
(compared to previous iteration) in the values of the elements of vector b,. The
algorithm is stopped when for two consecutive iterations d; has remained almost
constant i.e. none of the absolute differences of changes are larger than €. Lin
and Cohen used k-means on the PIC-vector to obtain the final result in the form
of clusters.
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Procedure PIC(W, €):
1. Choose random vector by #0 A by #¢cl; dy=1
Whe | _ _ .
m’ dt-l-l - ]bl‘+l blla
3. Iflldpsy — dellw > €, thent =t + 1 and repeat step 2;
otherwise output by.

2. Calculate byyq =

Figure 5. Description of the main subroutine of PIC algorithm

Our own work has shown that PIC-vector can also be successfully used for seria-
tion. To do that, we first calculate two PIC-vectors — one for rows and the other
for columns. Then we reorder the rows and columns of the matrix according to the
ascending or descending order of the values in the corresponding PIC-vector. The
exact procedure is shown in Figure 6 where W, and W, are normalised similarity
matrices, b, and b, PIC-vectors and [, and [, labels for reordering. Lower indices r
and c denote rows and columns respectively.

Procedure PISeriation (W, W_e€):

1. b, =PIC(W,€) Get PIC-vector for rows...

2. b, =PIC(W,€) ..and columns.

3. I, =sort(b,) Sort both vectors and get labels
4. I.=sort(b,) indicating the original positions.
5. A=A[l. 1] Reorder rows and columns of A

Figure 6. Description of seriation procedure using PIC algorithm

For the first step of the crossing minimisation method we use the power iteration
seriation with a very simple symmetric similarity function where the similarity
s(x;,%;) = s(x;,%;) between two vertices x; and x; from the same layer is equal to
the number of their common neighbours in the opposite layer: s(x;,x;) = s(x;,x) =
[n(x)~n(x;)| (Where n(x) denotes the set of neighbours of x). If we represent the
bipartite graph as an adjacency matrix A and nth row of A as A(n), then we can
rewrite the function as follows:

A(D) - A()), if x;and xjare upper layer vertices

sGirx;) = s(xp,xi) = {AT(L') “AT(D if x;and x;are lower layer vertices
’ i i

The similarity matrix of upper layer vertices S, (or row similarity matrix of A) where
element S,(i,j) = s(x;,x;) can then be calculated as S, = AAT and the similarity matrix
of lower layer vertices (or column similarity matrix of A) can be calculated as S, =
ATA. Both matrices have to be normalised before using power iteration seriation
on them.

Since the elements of PIC-vector corresponding to similar objects (vertices in our
case) tend to obtain similar values, the positions of vertices after seriation also tend
to correlate with the number of common neighbours. As a result subsets of vertices
with many common neighbours clump together after processing with power itera-
tion seriation in the first step of our method. This kind of approach alone does not
always provide very good results in terms of the number of crossings. For example,
itis possible that one layer has to be reversed, because power iteration seriation can
produce results where the band of ones in the adjacency matrix runs from top-right



to bottom-left (Figure 7b) instead of top-left to bottom-right (Figure 7a), which is
not good from the crossing number perspective. In some conditions (when the graph
consists of more than one connected component or even when there are multiple
components which are weakly connected to each other; with ‘noise’; suboptimal
€, etc.) it is possible that some subset of similar vertices will be positioned too far
away from their common neighbours (Figure 7¢). Additionally, there is a risk that
some subsets of vertices within layers could be in reverse order (Figure 7d). Even
worse, very often multiple problems come up simultaneously.

All the problems mentioned above are solved by applying a median heuristic
to the result of power iteration seriation. The median heuristic is not just compen-
sating for the weaknesses of power iteration seriation, but the output of the latter
is also a very good initial permutation for the former, enabling it to achieve much
better results than some random permutation would. For example: on the inital
graph from Figure 1, the iterative median heuristic could only reduce the number
of crossings to 27 (Figure 8), while power iteration seriation in conjunction with
median heuristic reduced the number of crossings to 0 (Barycenter heuristic reduced
the number of crossings to 28).

Figure 7. Example graph from Figure 1 illustrating some problems with power iteration seriation: a)
one of the optimal permutations of vertices; b) lower layer in reverse order; c) subset of similar vertices
in one layer are too far from their common neighbours; d) Subset of vertices in one layer is in reverse
order

Figure 8. Result of iterative median heuristic on the initial graph from Figure 3

This kind of two-step method not only provides a much smaller number of crossings
but may also provide these results while being faster than the iterative barycenter
or median algorithm. This is possible because after preprocessing the graph with
power iteration seriation, only one iteration of the median heuristic is sufficient to
produce a superior result than the iterative barycenter or median method alone. If
time is not crucial, then additional iterations of the median heuristic may be applied
to polish the result further. Some additional improvement can also be found by try-
ing different values for PIC’s stopping criterion parameter € (10 — 107 divided by
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number of rows in similarity matrix was usually optimal for us). Next we will give
some examples how this method performed on the real WordNet graphs.

3.2. Experiments on WordNet graphs

In this section we give an overview of our tests on the largest closed sets of synsets
from Estonian and Princeton WordNets. The largest closed set from Estonian
WordNet can be represented as a 4,945 by 457 matrix (see Table 1). In the case of
the Princeton WordNet the matrix size is 1 333 x 167 (Table 1).

We ran our tests on a PC with 6 GB of RAM and an Intel® Core™ i7-870 Proces-
sor and compared three different methods: iterative barycenter, iterative median
and our two-step method. In the two-step method we used only one iteration of
median heuristic and for PIC’s stopping criterion parameter € we chose 107 divided
by number of rows in similarity matrix. All 3 methods were run on the same initial
permutation of vertices. The results are shown in Table 2.

Table 2. Results of three methods compared with a random permutation on the largest closed
sets of two WordNets

Estonian WordNet (v 64) Princeton WordNet (v 3.0)
Time (s) Crossings Time (s) Crossings
Initial - 2349957 - 265 940
Median 4.1 904 629 0.9 36 862
Barycenter 16.9 308 444 1.5 22927
2-step method 0.4 84 884 0.1 5484

The two-step method turned out to be roughly 9—42 times faster than compared
methods while producing more than 3—10 times fewer crossings. From these results
we can conclude that our two-step method is the best choice for minimising the
number of crossings in WordNet graphs.

Some possible ways of using the Minimal Crossing method to detect inconsis-
tencies in WordNet structures is given by the author and others (Lohk et al. 2012a,
2012b). The detailed handling of those and others inconsistencies would require
a separate article.

4. Looking at the results

As aresult of using our two-step method we did get an ordered matrix (Figure 9a).
By converting this matrix with the labels of synsets into a MS Excel worksheet
we have the possibility of studying the large closed subset more methodically. To
make it easier to understand the result it is useful to freeze the headings of rows and
columns. That makes it possible to move around in the table so that the synsets on
both levels are always visible. To find possible errors one has to study such places
in that table where conceptual synsets in rows and columns are conspicuously dif-
ferent. Usually such an occasion happens when one concept has several parents.
The decision about a possible error will be naturally made by the lexicographer.
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Figure 9. The biggest closed subset of Estonia WordNet: a) closed subset after ordering; b) closed
subset for the investigation, converted for Excel
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5. Conclusion

Wordnet as a lexical and semantical database is widely used in different language
technology applications. Therefore it is important to ensure the quality of any Word-
net used. Previous study has shown that WordNet with its hierarchical structures
consists of many relations which quite easily cause errors in the Wordnet struc-
ture (Lohk et al. 2012). In this paper we propose a formal way to detect and study
possible inconsistencies using closed subsets. The notion of a closed subset has
been explained using the WordNet tree. Separated closed subsets are represented
as matrices and a new and fast two-step method reorders such sparse relational
systems into an easily visible and understandable view. Our method has been com-
pared with other fast reordering methods and tested on Estonian and Princeton
WordNets. As a final suggestion we transform the subsets with correct syntactic
labels into an Excel spreadsheet to enable convenient study of places where the
structural connections of concepts (synonym synsets) are suspicious.
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KUIDAS LUUA KORDA WORDNET’'lI TUUPI
SONARAANMATUTE SUURTES KINNISTES
ALAMHULKADES

Ahti Lohk, Ottokar Tilk, Leo Vohandu

Tallinna Tehnikatilikool

WordNet kui leksikaalsemantiline andmebaas leiab laialdast kasutust keele-
tehnoloogia rakendustes, mistottu on ilmne, et tulemuse kvaliteet soltub paljuski
wordnet’i enda kvaliteedist. Varasemad uurimused on niidanud, et wordnet’i
hierarhiat tekitavates puudes esineb seoseid, mis pohjustavad tema struktuuris
vigu (Lohk, Vohandu 2012). Uhe véimalusena pakutakse artiklis taolisi korvale-
kaldeid uurida ja avastada kinniste alamhulkade kaudu, mida esitatakse maatrik-
sina ja millele rakendatakse autorite pakutud uudset kahesammulist meetodit.
Kinniseid alamhulki selgitati tehislikult koostatud wordnet’i puu alusel. Pakutud
kahesammulist meetodit, mis sobib suurte relatsiooniliste siisteemide korrasta-
miseks, korvutati teiste kiirete varasemate meetoditega (raskuskeskme meetod ja
mediaanmeetod). Jouti jareldusele, et kahesammuline meetod pakub tulemuseks
nii paremat ristumiste arvu kui ka kiiremat algoritmi kui varasemad meetodid.
Meetodit testiti Eesti ja Princetoni wordnet’idel. Maatriksina saadud tulemusi
soovitati koos siinohulkade nimedega konverteerida tabelarvutusprogrammi, lii-
kuda mo66da korrastatud maatriksil olevat lairiba ning uurida ridades ja veergudes
olevaid siinohulkade neid kohti, kus moisted silmatorkavalt erinevad.

Votmesonad: tesaurus, suletud hulgad, jirjestamine, klasterdamine iteratiivse
astendamisega, ristumiste arvu vihendamine, WordNet
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Abstract

This paper introduces a test-pattern named a dense component for checking inconsistencies in the hierarchical structure of a wordnet.
Dense component (viewed as substructure) points out the cases of regular polysemy in the context of multiple inheritance. Definition of
the regular polysemy is redefined — instead of lexical units there are used lexical concepts (synsets). All dense components are evaluated
by expert lexicographer. Based on this experiment we give an overview of the inconsistencies which the test-pattern helps to detect.
Special attention is turned to all different kind of corrections made by lexicographer. Authors of this paper find that the greatest benefit
of the use of dense components is helping to detect if the regular polysemy is justified or not. In-depth analysis has been performed for
Estonian Wordnet Version 66. Some comparative figures are also given for the Estonian Wordnet (EstWN) Version 67 and Princeton
WordNet (PrWN) Version 3.1. Analysing hierarchies only hypernym-relations are used.

Keywords: wordnet, test-pattern, dense component

1. Introduction

Wordnet (Miller and Fellbaum, 1998) as a lexical resource
is attractive due to its hierarchical structure of synonym sets
(synsets), which is helpful for many natural language pro-
cessing (NLP) tasks. Wordnet is mostly used for machine
translation, automate analysis of text and word sense dis-
ambiguation, but also for text categorization, information
retrieval, text mining and even for creating new wordnets
(Morato et al., 2004). Polysemy as a feature of wordnet hi-
erarchical structure may complicate the NLP (Veale, 2004)
and affect the quality of these applications. At the same
time, the polysemy may help to find and define new se-
mantic relations between lexical units or synsets which in
turn help to improve utility of wordnet in NLP tasks. (Bar-
que et al., 2009) and (Freihat et al., 2013) use regular poly-
semy patterns to discover these new semantic relations. In
our research we redefine the meaning of regular polysemy.
To find the cases of regular polysemy in the hierarchical
structure of wordnet we use a test-pattern named a dense
component which is viewed as a substructure of the word-
net hierarchy. Generally defining, the dense component is
a bipartite graph that has at least two synsets with at least
two identical parents, but could contain additional synsets
with some common parents (synsets with dotted line) as
shown in Figure 1.

With respect to the state of the art, regular polysemy in
wordnet is viewed as a status where at least two lexical units
(members of synset) from the same or different level in hi-
erarchical structure are related to the combination of one of
the following:

1. lexical units (from higher level synsets) (Peters and
Peters, 2000; Freihat et al., 2013);

2. “conceptual signposts”(Peters and Peters, 2000)';

' A pair-wise combinations of nodes in the WordNet hierarchy

dense component

Figure 1: Dense component in a hierarchical structure

3. top ontology concepts, unique beginners or domain
category names (Buitelaar, 1998; Freihat et al., 2013).

However, in our view we apply the same idea of regular
polysemy (RP) but instead of abovementioned categoriza-
tion we use synsets as lexical concepts. So redifining the
RP we say that RP is a status where at least two synset have
at least two hypernyms with similar relations between those
hypernyms.

The paper fills the gap in the state-of-the art by asking the
main research question of how to check and evaluate reg-
ular polysemy in the hierarchical structure of wordnet? To
answer the question, we present a test-pattern named dense
component view on substructures of the wordnet hierarchy
in case of regular polysemy.

The structure of the paper is as follows: Section 2 gives ad-
ditional background for understanding the main body of pa-
per. Next, Section 3 presents formalized algorithm of dense
component. Section discusses the inconsistencies taxon-
omy. Section 5 evaluates the dense component yielding a

that are preferably more specific than the unique beginners but
still general enough to encompass several words and constitute
semantically homogenous groups”



numerical overview and finally, Section 6 concludes the pa-
per.

2. Features of Wordnet Dictionaries

Wordnets share properties for the concepts of polysemy that
are part of the definitions of the test patterns. On the other
hand, regular polysemy is only part of one test-pattern def-
inition, namely the pattern dense component. In the re-
mainder, Section 2.1. gives general structural features for
wordnet and Section 2.2. polysemy versus regular poly-
semy.

2.1. Wordnet-like dictionaries

The fundamental approach for designing WordNet-like dic-
tionaries came from Princeton WordNet (Miller, 1990).
Each WordNet shares particular structural features. First,
synonym sets (synsets) group many synonyms that share
the same meaning and are also referred to as concepts. Se-
mantic relations connect synsets to each other, e.g., by hy-
pernymy, meronymy for creating a hierarchical structure,
and caused by, near synonym that do not create a hierarchi-
cal structure. In this article, we consider only hypernymy-
hyponymy relations as objects of analysis. Furthermore,
there is no extension limitation for the approach to differ-
ent semantic relations that shape the hierarchical structure.
For details about Estonian Wordnet, we refer the reader
to (Oim et al., 2010). Furthermore, Princeton WordNet has
117 773 synsets and 88 721 hypernym-hyponym relations.
In Estonian Wordnet Versions 66, these values are 58 566
and 51 497 respectively, while for Versions 67, the values
are 60 434 and 52 678 respectively. Princeton WordNet has
hypernym-hyponym relations only in cases of nouns and
verbs; in Estonian Wordnet in case of nouns, verbs and ad-
jectives.

2.2. Regular polysemy

According to (Ravin and Leacock, 2000), polysemy is
multiplicity of meanings of words. In wordnets, polysemy
should appear as one concept with several hypernyms. If
the latter are regularly included then the polysemy itself
is regular. The best known definition of regular (also
systematic or logic) polysemy gives (Apresjan, 1974).
In (Langemets, 2010) Apresjan’s definition is simplified:
regular polysemy is a status where at least two words have
at least two meanings with similar relation between those
meanings. For example, if the word school has meanings
institution and building than the same is true about a hos-
pital. The latter is also an institution as well as a building.
According to (Freihat et al., 2013), institution-building is
an example for a polysemic pattern. Our goal in regular
polysemy cases is to check if the polysemic pattern is
justified with respect to regular polysemy.

Following section formulates a mathematical concept of
dense component.

3. Definitions and algorithm of the dense
component

Let G = (Y, A, E) be a bipartite graph whose partition has
the parts Y and A; £ C A x Y is the set of edges. Let

[Y|=mand |A| = n.

Our goal is to glue together some nodes from A under cer-
tain conditions. Therefore it is convenient to represent the
result by

G ={9;: 9; =< Li,N; >:
i=1,...,k:1 <k<n},

where L; is the set of glued nodes from A and N is the set
of neighbours of L;.

For a natural number 7 we define a binary relation
R(G) C C x C:

R(GQ), = {(9i,9;) : 9: € G, g; € G, |N; N N;| > 7}.

We say, that g; and g; from G are T-connected, if (95,95) €
R(G),. Obviously, R(G), is symmetrical and reflex-
ive and the emptyness of R(G), can be detected in time
O(k? -m).

For given G and (u,v) € R(G), we denote

(G\{u.v}) U

where z =< Ly, U Ly, Ny U N, >.

glue(u, v, R(G);) =

Algorithm 1 7 -closure
1:=0; GY:={< {g:},N; >:
G €AN={y:(9y
while R(GY), £ 0 A
R(G! )
1=

)€ B}

do choose u, v : (u,v) €
Gl .— glue(u v, GL);
od Gjr =G

The result of the algorithm, G‘i is called 7-closure of G.
Every step of the cycle glues two nodes, therefore the Al-
gorithm 1 halts after at most n — 1 steps.

Due to commutativity and associativity of the set union (U),
the 7-closure does not depend on the order of choosing ele-
ments in the body of the cycle. Therefore C‘i is unique for
G.

Definition: Dense component is every item g in graph éj
(Algorithm 1) and it is corresponding to Fig. 1.

geGl (2)

In next section we explain what kind of inconsitencies can
be found with help of previously described algorithm of
finding dense components.

4. Inconsistencies of Substructure
4.1. Inconsistency taxonomy

Inconstency types lexicographer is focusing on are follow-
ing:

1. Non-justified regular polysemy — in accordance with
Section 2.2., linguists have to check if the regular
polysemy is justified or not. Furthermore, having
expanded view of dense component (i.e. additional
synsets connected to dense component), perspective of
regular polysemy may help to detect situations where
there exist other synsets that are not connected to the
same polysemic pattern as shown in Figure 2.



{motell_n_1, ...}
motel

{hotell_n_1, ...}
hotel

{voorastemaja_n_1, ...}
hostel

1| {majutusasutus_n_1, ..} (218)

a housing enterprise

{majutushoone_n_1, ...} (2|2)
accomodation building

{teenindusasutus_n_1, ...}
service agency

{asutus_n_1, ...}

_--~"1  establishment, intitution

{asutushoone_n_1, ...}

institution building

Figure 2: Dense component, non-regular use of polysemy

2. Ignoring the principle of economy (redundant se-
mantic relation) — this inconsistency is typical to an
asymmetric ring topology in cases where one branch
is redundant such as in Figure 2. (Liu et al., 2004;
Richens, 2008).

Figure 3: Asymmetric ring topology, dotted line is redun-
dant

3. Inappropriate semantic relationship — it implies that
a semantic relationship type must change. This incon-
sistency affects every test-pattern.

4. Wrongly inherited domain category — if one synset
inherits simultaneously two different domain cate-
gories, one of them is wrong (Liu et al., 2004). The
gloss of the synset indicates which of the categories is
most appropriate (Miller and Fellbaum, 1998). Un-
fortunately, this inconsistency is applicable only on
PrWN, because its every synset has the information
about the domain category in contrast to EstWN.

4.2. Some examples

In this section we present three dense component exam-
ples with their specific inconsistencies. In order to facili-
tate the work of lexicographer, additional synsets connected
to dense component are marked using dotted line. Mostly
connected synsets (usually located in the middle of the fig-
ures 2, 4, 5) are called parents of the dense component. Ev-
ery parent contains information about its number of subor-
dinates (represented in brackets). First number shows con-
nections to subordinates in the dense component, and sec-
ond one refers to total number of subordinates (see Figures
2,4,5).

In Figure 2, we have typical case where the regular poly-
semy is allowed — hotel is simultaneously the building and

the institution. While the nature of the motel is similar to
the hotel we expect that the motel is connected to same pol-
ysemic pattern as the hotel.

In Figure 4, we see the case where the concept cinnabar
mistakenly has got three hypernyms. According to the
definition of cinnabar, only one hypernym was left for
cinnabar — mineral. Colors as part of material have been
changed to holonym instead of hypernym.

In Figure 5, we meet the asymmetric ring topology case. In
order to facilitate the work of the lexicographer all these rel-
vant synsets can be higlighted as shown in the case of artis-
tic production, art. At the same time this is the case where
one co-hypernym ({artistic production, art}) becomes to
be parents for another ({applied art}). Le., {artistic pro-
duction, art} links with {glasswork, ...} and {leatherwork,
...} have to be removed.

5. Evaluation

In this section we compare EstWN Version 66 to 67 to see
the changes that have taken place in wordnet hierarchy
after correcting the dense components by the lexicographer.
Hereby, we focus on four different changes as follows: the
number of multiple inheritance, sizes of dense components,
the number of dense components and distribution of errors.

5.1. The number of multiple inheritances

Every polysemic case in dense component is related to mul-
tiple inheritance, i.e. with synsets that have at least two par-
ents/hypernyms in wordnet hierarchy. Therefore correcting
a dence component it affects multiple inheritances as well.

SUM H

1425 H

Nr of EstWN, v66 | PrWN, v3.1 || EstWN, v67
parents (number of (number of (number of
synsets) synsets) synsets)

5 1 1 -

4 5 3 1

3 68 30 32

2 1603 1391 1131
1677 1164

Table 1: Multiple inheritance counts before and after anal-

ysis and correction of the dense components.




{kassikuld_n_1}
fool's gold, iron pyrite

{keemiline thend_n_1, ...}

{kinaver_n_1}
cinnabar

{mineraalaine_n_1, ...} (1|14)
mineral

JUPRtTS chemical compound

{baarium valge_n_1}
barium white

{orgaaniline varv} (3|3)
organic color

{varvaine_n_1, ...}

{egiptuse sinine_n_1, ...}
Egyptian blue

{anorgaanilised varvid} (3|11)
inorganic colors

coloring material

{ooker_n_1}
ocher, ochre

{varvaine_n_1, ...}
coloring material

Figure 4: Dense component, wrong semantic relation

{helikunst_n_1, muusika}
sound art, music Sl

{klaasikunst_n_1, ...}
glasswork

RIS {kunst_n_1, ...} (2|42) JPPET creation, oeuvre
artistic production, art r

{loome_n_1, loomine_n_1}

{nahakunst_n_1, ...}
leatherwork Lo

{tarbekunst_n_1, ...} (214) [
applied art Tl

R {kunst_n_1, ..}

{keraamika_n_1, ...} e
ceramics

artistic production, art

Figure 5: Dense component, asymmetric ring topology

Looking at the Table 1, we see that after correction of dense
components there are no synsets with 5 parents in Version
67. Synsets with 3 parents are reduced about 50% and dual
inheritance is reduced about by 500 cases.

5.2. Size and number of the dense components

According to the number of parents in dense components
we present in Table 2 ten components with the highest num-
ber of parents with their occurances for two EstWN ver-
sions and for one PrWN version.

A considerable change after correction of dense compo-
nents can be observed in their number of occurences. In
the last row of Table 2 we see that the number of dense
components is fallen from 121 to 24. The number of the
biggest dense components (according to the number of par-
ents) and the number of small dense components have also
significantly decreased. E.g., both wordnets EstWN Ver-
sion 66 and PrWN Version 3.1 include the same number of
the smallest dense component (2 x 2) —59. After correction
this number dropped to 11.

5.3. Distribution of corrections

In Table 3 we give a detailed overview about corrections
that were made by the lexicographer. This table is based
on comparing dense components from EstWN Version 66
to Version 67 manually. The sum of the first column num-
bers (106+14+65+39+14) in Table 3 is not equal to 121,
because in many types of corrections have been included
by the same dense components.

The number 106 presented in the first row points to the situ-
ation where dense component as a pattern is useful particu-

EstWN, v66 | PrWN, v3.1 || EstWN, v67

Nr (synsets x (synsets X (synsets X
parents) X nr | parents) X nr || parents) X nr

1 5x9)x1 Bx5x1 Bx3)x1
2 6x6)x1 2x5x1 2x3)x1
3 (116x4)x 1 4x4)x1 Bx2)x1
4 Sx4)x1 Bx4)x1 Tx2)x1
5 Bxdx1 2x4)x2 6x2)x1
6 2x4)x3 Ox3)x1 5x2)x1
7 (19x3)x 1 (4x3)x2 (4x2)x2
8 (10x3)x 1 3x3)x3 3x2)x5
9 8x3)x2 2x3)x7 2x2)x11
10 “4x3)x1 9x2)x2 -
[ SUM | 121 | 107 24|

Table 2: Dense components (bipartite graphs) sizes in Es-
tWN (v66), Pr'WN (v3.1) and EstWN (v67). First ten com-
ponents.

larly in the checking of justness of regular polysemy cases.
If regular polysemy is not justified, it means that some se-
mantic relations have just been removed.

While asymmertic ring topology is possible in cases where
direct link exceeds/overpasses more then one level of hier-
archicy, we can not expect that dense component refers to
all these kinds of inconstistencies.

In th third row, in about 50% of cases of dense components
were engaged in the process of changing the semantic rela-
tions. Within this, 162 semantic relations were changed.



Hypernym relation was exchanged to near synonym 88
times, to fuzzynym 52 times etc.

Hierarchy was changed 39 times. Main reason was in cir-
cumstances where one co-hypernym or co-hypenym be-
came parent to the another.

Only 14 dense components did not need any corrections.
However, Version 67 consists of 24 dense components.
These 24 had their content as follows:

o 14 of them were without any correction

e 2 of them were changed a little bit

e 8 of them were new
Futhermore, all dense components in Version 66 were re-
vised, 1 868 synsets and 1 181 semantic relations were
added into Version 67 as well. For that reason new 8 dense

components arised in Version 67. regularity of multiple in-
heritance was not justified

regularity of multiple inheritance
was not justified
the principle of economy was
not followed
dense components was connected to
changes of semantic relation
162 | semantic relation was changed to
88 | near synonym
52 | fuzzynym
20 | holonym
2 | meronym
hierarchy was changed in cases
14 co-hypernyms/co-hyponyms,
one became parents to other one
connection to a synset is
replaced to other one
new synset was added
added or removed lexical
units from synsets
synsets were merged
removed synsets
hierarchical strcuture was
reorganized
no correction needed

106

14

65

N W &

4

Table 3: Distribution of corrections

6. Conclusion

In this paper, we propose to use a dense component as
a test-pattern to detect inconsistencies in substructures of
wordnet hierarchy. Dense component is viewed on the one
hand as bipartite graph and on the other hand as substruc-
ture of wordnet hierarchy and as a visual picture. It consists
of at least one regular polysemy and simultaneously at least
two synsets with at least two identical parents. Its finding
process takes place iterativelly trying to find fore current
dense component other synsets that have at least two par-
ents among the current dense component (see Section 3).

The greatest benefit the dense component may give to lexi-
cographer is helping to check the correctness of regular pol-
ysemy, i.e., it helps to see if the regular polysemy is justified
or not but it is not limited to that case. Exhaustive analysis
made by second author surprised positively because only
12% of dense components did not need any correction. The
number of dense components in EstWN Version 66 dimin-
ished after corrections from 121 to 24 in Version 67.
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Independent Interactive Testing of
Interactive Relational Systems

Ahti Lohk and Leo Vohandu

Abstract Many ontologies and WordNet type dictionaries have been created
with different interactive tools using specalists semantic knowledge to model
complicated relational structures. All that type man-machine systems have
usually many inconsistencies which are not easy to find. In our article we
present a formal methodology which analyzes and tests any given relational
table and hands out with a high probability erroncus subpatterns. The final
testing and estimating will again be made by a specialist. While looking for
structural and lexicographic errors we present as an example test results for
Princeton WordNet (PrWN, version 3.1) and Estonian WordNet (EstWN;,
version 65) and a new substructure found in WordNets possibly pointing to
the errors in the WordNet structure.

Key words: subpatterns, structural and lexicographic errors, WordNet type
dictionaries, WordNet structure

1 Introduction and Background

The main idea and basic design of all WordNet type dictionaries came
from Princeton WordNet [10]. Each WordNet is structured along the same
lines: synonyms (sharing the same meaning) are grouped into synonym sets
(synsets). Synsets are connected to each other by semantic relations, like "hy-
pernymy” and ”meronymy” (creating hierarchical structure) and ”is caused
by” and “near synonym” (creating non-hierarchical). In this article only

Ahti Lohk
Department of Informatics, Akadeemia tee 15a, Tallinn, Estonia, e-mail: ahti.lohkQttu.ee
Leo Vohandu

Department of Informatics, Akadeemia tee 15a, Tallinn, Estonia, e-mail: leo.vohandu@
ttu.ee



2 A. Lohk, L. Véhandu

hypernymy-hyponymy relations are considered as objects of analysis. Of
course, it is easy to extend the analysis over different word classes and dif-
ferent semantic relations.

Description of Estonian WordNet and its properties has been given by
Orav et al. [11].

The study of WordNet type dictionaries structure is necessary to get feed-
back from the system. Some feedback is given by programs which help to
create and maintain such dictionaries (e,g, Polaris [9], DEBVisDic [4],Word-
NetLoom [12], sloWTool [2], etc). Additionally there are some applications
which help open the concepts context (Visual Tesaurus [15], Visuwords [7],
Snappy Words [1] etc). Those applications allow one to find mistakes mainly
by chance, there exist no summary reports or lists of error structures. From
our viewpoint such reports are a must and they have to be analyzed by lex-
icographers. So we have a situation, where computer programs (created by
authors) find the substructures pointing to errors and a specialist - lexicog-
rapher estimates the origin of possible errors.

Numerically, PrincetonWordNet has 117,773 synsets and 88,721 hyper-
nymhyponym relations. In Estonian WordNet are these values respectively
56,928 and 49,181. Princeton WordNet has hypernym-hyponym relations only
in case of nouns and verbs, in Estonian WordNet in case of nouns, verbs and
adjectives.

In the next chapter we bring a short survey of substructures pointing to
possible errors. In the chapter 3 authors suggest a new substructure which
characterizes dictionaries of Wordnet type and points to a possible error
origin.

2 Related Works

Twenty-seven tests for validating WordNets are proposed by Smrz [15]. Most
of them are editing errors like "empty ID, POS, SYNONYM, SENSE (XML
validation)” or "duplicate literals in one synset”. But there are also some tests
for errors of hierarchical structure like: "cycles”, ”dangling uplinks”, ”struc-
tural difference from PWN and other wordnets”, “multi-paren relations”. Liu
et al [6] have found two cases that should be handled during the evolution of
WordNet - rings and isolators. Richens [13] (referencing to work of Liu), has
developed the idea of Liu’s rings distinguishing two type of rings:

e Asymmetric ring topology (Fig 1, substructure nr ”17)
e Symmetric ring topology (Fig 1, substructure nr ”2”)

Both Smrz [14] and Richens [13] have emphazised that problem of rings in
the WordNet structure is caused (at least in part) by a situation, where one
Independent Interactive Testing of Interactive Relational Systems 3 concept
has several parents. Vider [16] arms this opinion and asserts that in ideal case
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one concept has only one parent (hypernym). A detailed survey of cycles (Fig
1, substructure nr ”3”) has been given by Levary et al [5] with analyzes of
Princeton WordNet 2.0. Clear understanding of that problems essence has
already created generally a situation, where in WordNet type dictionaries
there are no cycles or there are few cases (see Sect. 77).

Next three subsections will give an overview about three substructures
representing the newest results of Princeton and Estonian WordNet.

Fig. 1 Substructures in wordnet structure (artificially constructed tree).

2.1 Asymmetric ring topology

Many synset related semantic connections represent the situation where lex-
icographers have designated a new, more precise link to another synset, but
did forget to remove the previous relation. In this case one synset is con-
nected to hypernym-synsets twice - directly and indirectly through other hy-
pernymsynset. This type of error occurs most frequently in the case of EstWN
where redundant links appear 108 times. In PrWN there are 24 redundant
links of hyponym.
In Figure 2 a redundant link is represented as a dotted line.
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ﬁ {cloth (%1:06:00), fabric, material, textile} |

{toweling (%1:06:00), towelling} ‘

¥
| {tenzy (%1.06.00), terty cloth tenyclott} |

Fig. 2 Asymmetric topology ring, hyponym relation, PrWN

2.2 Symmetric ring topology

Liu et al [6] and Richens [13] describe a substructure which has according
to Figure 1 substructure number 2. Liu et al [6] have an opinion that if two
hyponyms of a single hypernym exist then they must have opposite proper-
ties in some dimension and hence cannot have a common hyponym, because
a hyponym must inherit all the properties of its hypernym. They also argue
that this problem emerges when both hypernyms are in same category. Ac-
cording to this base in Figure 3 an exception is shown where synset/concept
{carrier(%1:18:00), immune carrier} with category/domain 18 has one par-
ent from the same category ({immune (%1:18:00)}) (according to Liu "main
category”) and other from ({transmitter (%1:17:00::), vector} ("the less im-
portant category”).

Exactly the same substructure as shown in Figure 3 does not exist in
PrWN (version 3.1) and EstWN (version 65). So, we found only cases where
between the highest concept ({causal agency (%1:03:00::), ...}) and the lowest
concept ({carrier (%1:18:00::), immune carrier}) we have more than one level
of concepts (see Figure 3).

Symmetric ring topology occured in the case of PrWN 215 times and in
the case of EstWN 173 times.

l—| {causalagency (%1;03:00::), ...} |—l

| {agent(%1:17:00::)} | | {individual (%1:03:00::), mortal, ...} |
¥
| {transmitter (%1:17:00::), vector} | | {immune(%1:18:00::)} |

{carrier (%1:18:00::), immune carrier}

Fig. 3 Symmetric ring topology, hyponym relation, PrWN

Given subconstruction is not limited to two level subordinates but there
can be even more levels of subordinates as it is shown in Figure 2. Symmetric
ring topology occured in the case of PrWN 215 times and in the case of
EstWN 173 times.
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2.3 Cycles

A cycle can be discovered, by traversing the nodes of the hierarchical structure
and reaching the same node repeatedly. Cycles are a very rare phenomenon
in the Princeton WordNet. Only one cycle has been discovered in the case of
semantic relation of domain category (see Figure 3). Our analysis of Estonian
Wordnet last versions has shown that they do not have cycles any more.

l—{ {computer science (%1:06:00), computing}

{computer (%1:06:00). computer machine, ...}

Fig. 4 Cycle, semantic relation domain category, PrWN

All those three substructures pointing to a possible error need the interven-
tion of a lexicographer. In the first case ( section 2.1) and third case (section
2.3) of substructures it can be sufficient to delete the superfluous connection.
In the case 3.2 there could be a need for a more fundamental refreshening
process.

3 The heart-shaped substructure

A special substructure has been found in the wordnet hierachical structure.
Two concepts (hypernym-synsets) are related through a subconcept (subordi-
nate) directly and through another subconcept — one concept directly, other
concept indirectly. The adjacent picture shows that two hypernym-synsets
share same subconcepts twice. Present construction needs some explanations
about its usefulness. But, the first observations made personally by Fellbaum
(personal communication, January 17, 2013) have given a positive feedback.
All viewed images have been pointing to some errors in the structure. Not
once was that structure detected in the case of verbs and hyponym relation.
Noun and hyponym relation occurred 149 times.

3.1 An Example

There has been a hypothesis proposed by Fellbaum: many synsets with mul-
tiple inheritance may not be an error but reflect two different hyponym re-
lations, such as type and role. One of the main techniques to define or check
semantic relations Role or Type is to use "rigidity” attribute/property [3].
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{drug(%1:06:00::)}
Def:"a substance that is used as @ medicine or narcotic”

- {narcotic(31:06:00::)} T
I Def: adrug that produces numbness or stupor; often I

taken for pleasure or to reduce pain; EXTENSive Use
can lead to addiction | !

{controlled substance (%1:03:00::)} :
Def: a drug or chemical substance whose 1
I
1

possession and use are controlied by low

nonadaictve
addiction

{3
5t
=
L2
28
g1
g3
QE&
-5 E
A
35t
235
2E
TE
=1

{soft drug(%1:06:00::)}
Def:adrug of abuse thot is considered
relatively mild and not likely to couse
{hard drug(%1:06:00::)}
Def:anoatic that is consiaered relatively
strong and likely to couse aadiction
{club drug [%1:06:00::)}
Def:acontrolled substance that is usually
taken by young people at dance clubs and

{cannabis (%:1:06:00::), ganja, marijuana, ...}
——-—--— type Def: the most commonly used illicit drug; considered a soft
drug, it consists of the dried leaves of the hemp plant; smoked
---------- role orchewed for euphoric effect

Fig. 5 Heart-shaped substructure, hyponym relation, PrWN

The main idea is that, if a superconcept (synset) is a rigid concept then the
semantic relation should be role, but when the superconcept is a non-rigid
concept then the semantic relation should be type. In order to check these
kind of relations one can ask:

1. Is X always or necessarily a Y7
2. Can X stop being a Y?

If the answer to the first question is “yes” or to the second one "no” then the
semantic relation should be type, but in the opposite case role. Figure 5 shows
a heart-shaped substructure with hyponym-relations. The drugs/medicines
can be linked to a Type superordinate(and give its chemical properties) and
to a Role superordinate (what it is supposed to do for a patient). By replacing
the hyponym-relation with type or role relations the erroneous substructure
will be corrected.

Fellbaum has been manually examining all the cases of ”Heart-shaped
substructures” and found that many are in fact Type/Role distinctions.
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4 Discussion and Conclusion

In this paper the most common hidden substructures in wordnet hierachical
structure have been studied. A short overview of detected erroneous sub-
structures found by other authors has been given. Authors offered a new
substructure called ”Heart-shaped substructure” that is pointing to possible
errors in WordNet hierarchical structure. The pattern in Figure 5 has been
evaluated by the experienced Fellbaum from the Department of Computer
Scinece at Princeton University and she confirmed that it assists to iden-
tify errors in WordNet structures. In chapter 3 we presented a case study of
heart-shaped substructure by Fellbaum.

Authors have also studied other error-pointing substructures in WordNets.
More detailed survey of those did not fit into the frame of this short article,
but we just mention some error-pointing substructures:

Separated trees with one to five levels which probably should be con-
nected to other bigger tree. F.e. counting only one and two levels hyponym
trees more the 200 ones have been found in both PrwN and EstWN.

The lowest level synset with many parents. This situation is neces-
sarily not to be considered as a defect, but it can be when those synsets are
expected to have more precise definitions, so they have only one parent.

Large closed subsets are the biggest separated pieces (connected com-
ponets) in bipartite graphs. In case of noun, hyponym realtion and PrwWN
the largest closed subset is 1,333 x 167. In case of EstWN with same POS
and relation the largest closed subset is 4,945 x 457. The number 1,333 is
as hyponyms in bipartite lower level and 167 is as hypernym in upper level.
Special study these of such big chunks has been presented in another papers

(8] [7]-
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Abstract

This paper proposes some  test-patterns
(viewed as sub-structures) to evaluate the
hierarchical structure of wordnets. By observ-
ing hierarchical structure, both top-down and
bottom-up experiments are carried out on four
wordnets: Princeton WordNet (version 3.1),
Cornetto (version 2.0), the Polish Wordnet
(version 2.0) and the Estonian Wordnet
(version 67). The top-down approach is used
to find small hierarchies, which are defined
as having up to three levels of subordinates
starting from unique beginners (rootsynsets).
The bottom-up perspective is looking at the
links that appear due to polysemy, and yet
these are not. These redundant links form
“asymmetric ring topology”, and should be
eliminated.  Finally, an additional particu-
lar feature of large closed subsets will be
introduced.  Addressed views provide an
opportunity to evaluate and/or improve the
structure of wordnet hierarchies. This paper
also provides an overview of the current status
of these four wordnets from the according to
our proposed test patterns.

1 Introduction

No linguist doubts the importance of wordnets.
There are currently about 60 different wordnets
worldwide. There are different views on the
amount of information that is put into the system
of synsets. But Miller and Fellbaum’s primary
goal, to create a large hypernym/hyponym rela-
tional style synset system is the same everywhere.
Groups of specialists are involved in every imple-
mentation of wordnet for a given language. Every
specialist has her/his subjective view about the re-
lational connections between synsets.

It is important that every team has a strong be-
lief in the high quality of the system they have cre-
ated.

The theory and practice of building and check-
ing computer chips with many millions of ele-
ments has proven that one has to build an indepen-
dent test system to check designer created connec-
tions. As wordnets are similarly complex systems,
we aim to build such a test system for wordnets.

Tartu, Estonia
heili.orav@ut.ee

Tallinn, Estonia
leo.vohandu@ttu.ee

The task of tests is to create lists of different
types of inconsistencies which any Wordnet has
at the given moment. Structural inconsistencies
do not always translate to a wordnet error. The
last word in checking wordnet lists always belongs
to a lexicographer. What is truly crucial is that
such lists are comprehensive. Tests must check all
structurally weak areas of a given wordnet at any
given moment.

After a lexicographer has made needed correc-
tions, there follows a repetition of the same test.
Such an iterative process has only one goal — to
come to a clear understanding of all the weak
places a given test can find.

Every created test has a different power. Some
tests point with 100% probability to an error made
by a lexicographer, although the error rate is usu-
ally below 100%. Such tests also have an impor-
tant lexicographic value, as a long list of inconsis-
tencies usually points to a complicated linguistic
problem lacking a unique solution.

In this article we study
nym/hyponym relations.

only hyper-

2 Background of the wordnets

2.1 Princeton WordNet (PrWN)

Wordnets (Fellbaum, 1998) have emerged as one
of the basic standard lexical resources in the
language technology field. Princeton WordNet
(PrWN) and most other wordnets are structured
into synsets. A synset is usually described as cap-
turing a lexicalised concept. Synsets are linked by
conceptual relations with names borrowed from
linguistic work on lexical semantics, such as hy-
pernymy, holonymy, meronymy and so on.

More than 60 languages followed suit for build-
ing wordnets for their vernacular and very dif-
ferent compilation strategies have been applied.
Some teams have decided to translate PrtWN and
adjust the result of that translation. Some word-



net developers have chosen an opposite route, such
as expanding from the most frequent words or
from top concepts as it has seen in ontological ap-
proaches.

The following is a brief introductory description
of three databases from the Fenno-Ugric language
family, and the Germanic and Slavic branches of
the Indo-European language family.

2.2 Cornetto

The goal of Cornetto! was to build a lexical se-
mantic database for Dutch, following the structure
and content of Wordnet and FrameNet. Cornetto
comprises information from two electronic dictio-
naries: the Referentie Bestand Nederlands, which
contains FrameNet-like structures, and the Dutch
wordnet (DWN) which utilises typical wordnet
structures. DWN has a similar structure as the
English WordNet although the top-level hierar-
chy was developed from an ontological framework
and more horizontal relations are defined. The
database has 70,371 synsets and 119,108 lexical
units.

2.3 Polish Wordnet (pIWN)

Work on PolNet began in 2005 (Derwojedowa,
2008), and its thesaurus is currently composed of
nearly 116,000 synonym sets. The plWN develop-
ment was organised in an incremental way, start-
ing with general and frequently used vocabulary.
The most frequent words from a reference corpus
of the Polish language were selected.

2.4 Estonian Wordnet (EstWN)

The Estonian Wordnet began as part of the Eu-
roWordNet project (Vossen, 1998), and was built
by translating base concepts from English to al-
low monolingual extension. Words (literals) to be
included were selected on frequency basis from
corpora. Extensions have been compiled manu-
ally from Estonian monolingual dictionaries and
other monolingual resources. After the start sev-
eral methods have been used, for example domain-
specific, i.e there have been dealt with semantic
fields like architecture, transportation etc, there are
some endeavors to add derivatives automatically
and the results have been used of sense disam-
biguation process. Version 67 of EstWN consists
of 60,434 synsets, including 82,515 words.

'nttp://www2.let.vu.nl/oz/cltl/
cornetto/index.html

3 Related works

The most similar research to our paper has been
done by Tom Richens, who has studied the anoma-
lies in the WordNet verb hierarchies (Richens,
2008). Under the notion of topological anoma-
lies, he notes three types of sub-structures in the
hierarachical structure of WordNet that should be
checked: “cycles”, “rings” (these in turn are clas-
sified into “asymmetric ring topology” and “sym-
metric ring topology”) and “dual inheritance”. He
emphasizes that if “dual ineritance” (which also
includes “asymmetric ring topology” and “sym-
metric ring topology”) appears, it merits investi-
gation.

In his paper, Richens refers to the work of Pavel
Smrz (Smrz, 2004) and Yang Liu (Liu, 2004).
Smrz proposes twenty-seven tests for quality con-
trol in wordnet development. In most cases these
tests are dealing with editing errors like “empty
ID, POS, SYNONYM, SENSE (XML validation)”
or “duplicate literals in one synset”, but some of
them are errors of hierarchical structure, like “cy-
cles”, “dangling uplinks”, “structural difference
from PWN and other wordnets”, “multi-parent re-
lations”.

Lin proves and refers to two kind of hyper-
nymy faults in WordNet (about version 2.0): rings
and isolators, and asserts that “In the future, some
amendments should be made to solve these issues
during the evolution of WordNet” (Liu, 2004).

Research about quality and evaluation of Word-
Net are made also by Aron N. Kaplan et al.
(Kaplan, 2001), Philippe Martin (Martin, 2003),
Raghuvar Nadig (Nadig, 2008) and Tom4s Capek
(Capek, 2012).

4 Top-down view, small hierarchies

A top-down view of the structure will begin walk-
ing through the unique beginner separating all hi-
erarchical structures (see Fig. 2), which end af-
ter the root of the concept on three next levels.
This view can be useful for detecting small hier-
archies that have somehow remained unconnected
to a higher hierarchy. A large number of small hi-
erarchies points to a lack of feedback (see Table
D).

PrWN was originally constructed with 25
unique beginners (rootsynset). These rootsynsets
were later connected to a single unique beginner
labeled entity” (Miller, 2007). From Table 1, it
can be seen that in the PrWN there are only 11



Princeton WordNet

rootsynset
1 add. level
2 add. levels
3 add. levels

352 (n-12, v-340, a-0)

155 (n-11, v-144, a-0)

81 (n-0, v-81, a-0)

48 (n-0, v-48, a-0)

3 add. levels

Cornetto
rootsynset|497 (a-454, n-2, v-2, r-12, ¢-27)
1 add. level 285 (a-263, r-11, c-1)
2 add. levels 148 (a-137, r-1, c-10)

40 (a-37, n-1, c-2)

Polish WordNet

rootsynset
1 add. level
2 add. levels
3 add. levels

861 (n-531, v-35, j-295)

586 (n-335, v-25, }-226)

159 (n-100, v-9, j-50)

49 (n-34, v-0, j-15)

Estonian WordNet

rootsynset
1 add. level
2 add. levels
3 add. levels

169 (n-129, v-4, a-36)

128 (n-94, v-0, a-34)

18 (n-16, v-0, a-2)

6 (n-6, v-0, a-0)

the noun and verb trees.

Princeton WordNet

{Creator (%1:18:00::), ...}
{hypostasis (%1:18:00::), ..}

{Holy Trinity (%1 18:00:), ..}

Polish WordMet

fwios_n_1}

fwitosek_n_1}

{rzesa_n_2}

Table 1: Number of rootsynsets and number of
hierarchies that have only up to three additional
levels of subordinates. (Numbers in brackets are
about parts of speech as it is shown in every Word-
Net database.)

noun root synsets with one additional level of hi-
erarchy, which is probably either due to human er-
ror, or unfinished work.

According to Table 1, Cornetto has only two
noun and two verb hierarchies. That shows that
every added synset is located directly into a large
hierarchy. (Rootsynsets for the nouns are iets:2
and niets:1, translated as ”something” and “noth-
ing”.)

The much smaller number of Estonian Word-
net’s rootsynsets (169) is due to the fact that the
team has gradually started to take into account
the specific nature of the information obtained by
structural tests. For example, in version 65, the
number of rootsynsets was 303. Most of the de-
crease in rootsynsets is due to the fall of noun root-
sysets has been reduced from 248 to 129.

It may be wise to take advantage of the low
number of verb root concepts of EstWN to im-
prove other wordnets’ verb hierarchies. This is
certainly the case when the number of root con-
cepts is too big.

The number of small hierarchies can be reduced
considerably trying to locate them in the bigger
hierarchy. This approach is a particular issue in

Estonian WordNet

fvastamine_n_3}

{turtsatamine_n_3}

ipakkumine_n_g}

Figure 1: Small hierarchies. Rootsynsets with one
additional level.

5 Bottom-up view, asymmetric ring
topology

In this view, we are moving from lower level
synsets to higher ones starting from synsets with
many parents and separating substructures where
such synsets are related to other synset directly
and indirectly (see Fig. 2). The resulting subset
is also referred to as a asymmetric ring topology
(Richens, 2008) (see Table 2). This sub-structure
may occur if lexicographers have created a new,
more precise link to another synset, forgot to re-
move the previous relation. In this case one synset
is connected to hypernym-synsets twice - directly
and indirectly through other hypernym-synset (see
Fig. 2)

6 The Largest Closed Subset (LGS)

LGS in hierarchical structures has been regarded
as a coherent bipartite graph (Lohk, 2013).



Synsets with | Asymmetric
many parents |ring topology

Prwwm 1,425 30
Cornetto 2,438 306
plWN 10,542 476
EstWN 1,167 69

Table 2: Synsets with many parents and asymmet-
ric ring topology numerically

195 - {besnijden:1}- {bewerken:2}

d_v-6554

Figure 2: Asymmetric ring topology seen in Cor-
netto

{snijden:8}

{bewerken:2}

In many cases LGS seems to be like particular
feature of the hierarchical structure that links dif-
ferent hierarchical structures started from unique
beginners. It is remarkable that in many cases the
upper base of the bipartite graph consists of root-
synsets (see Table 3). Authors think that this con-
flict arises because the concepts of the root level
are put to the same level with non-roots.

In Figure 3 an artificially constructed hierachi-
cal structure with one unique beginner (root node)
has been shown. Closed subsets are highlighted by
rectangles. Our interest is to find only the biggest
ones, this is possible when a closed subsynset has
at least two parents (represented with thick lines).

According to Figure 3 and Table 3 lower nodes
in a closed subset are related to the first number in
the second column of the table and upper nodes in
a closed subset are related to the second number
also in the second column of the table.

In the case of PrWN, every upper base synset
in the bipartite graph belongs to the synset “en-
tity;” in the case of Cornetto, to “iets:2” (in eng:
”something”); and in the case of EstWN into
“olev” (in eng: essive). Cornetto has one more
large closed subset, related to verbs. As can be
see in Table 1, the overall number of verb hi-

AN
T
L=

closed subsets

Figure 3: Artifically constructed tree of the Word-
Net with closed subsets

Synsets of
The Root
biggest svnsets closed subsets
&8 . ¥ that are
closed in closed
connected to
subset subset
root synsets
PrwiN 1,004 x 126 ] 1
Cornetto® 11,032 x 589 0 1
Cornetta® 4,423 x 545 1 2
pIWN 30,794 x 4,683 142 76
EstWN 1,526 x 66 ) 1

Table 3: The largest closed subsets

erarchy is two and second big closed subset of
Cornetto (in Table 3) connects these two (root
synsets {afspelen:1, gebeuren:1, ..} and {zijn:7,
uitmaken:2, vormen:5}).

While PrWN is obviously the most studied (see
WordNet bibliography?) and Cornetto has a com-
mercial version?, it can be assumed that their hier-
archical structure has received more attention (see
Table 3, the number of rootsynsets in closed subset
is in the case of Pr'WN and Cornetto 0).

Earlier tests with the Slovenian Wordnet (ver-
sion 3.0) showed that a very large closed set may
not be typical for all wordnets. It turned out that
the largest closed subset size in this case was only
248 x 3.

LGS and closed subsets with many hypeonyms
may be generally useful if the hypernyms in the
upper base of closed sets are separated and their
levels of concept are evaluated. Additionally, LGS
seems to indicate the correctness (or uncorrect-
ness) of the hierarchical structure, although this

*http://lit.csci.unt.edu/~wordnet/
3http: //tst-centrale.org/nl/producten/
lexica/cornetto/7-56



claim has not been definitively verified.

7 Discussion and Conclusion

The most difficult issue for wordnet compilers
with regard to noun hierarchical relationships is to
find the top hypernyms. The same also occurs in
regard to finding the top concepts for the most fre-
quent verbs, both transitive and intransitive. As
for adjectives, the situation is even more unclear,
as wordnets for various languages deal with ad-
jectives differently. In some wordnets, adjectives
are hierarchical (as seen in Table 1: Cornetto, Es-
tWN), but in PWN, adjectives have different types
of” semantic connections.

One analyses only the short hierarchies in all
wordnet variants, (root level plus up to 3 lower
levels) one comes to the realisation that new add-
ons for wordnets have created a situation in which
missing feedback has lost the information required
to correctly connect synsets.

All wordnets studied here show that the expan-
sion process requires strong and effective feed-
back.

As is made clear by Table 1, in the top-down
perspective, three of the four wordnets studied
here require either verb or noun hierarchy correc-
tion. However, as Cornetto has only two hier-
archies for nouns and verbs, it has somehow ex-
cluded small hierarchies. This shows that Cornet-
tos team is using different tools or/and ways for
add-ons.
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Abstract. The goal of this paper is to introduce test patterns for checking incon-
sistencies in the hierarchical structure of wordnets. Every test pattern (displayed
as a substructure) points out the cases of multiple inheritance and two of them
are studied in depth by expert linguists, or lexicographers. Furthermore, this re-
search associates test patterns with the inconsistencies they help to detect in
wordnets, and presents instances of the test patterns. All examples use the Esto-
nian Wordnet (Versions 66 or 67), some results we are shown for the Princeton
WordNet (Version 3.1).

Keywords: wordnet, hierarchical structure, evaluation, test patterns, multiple
inheritance

1 Introduction

Many tasks of natural language processing, such as machine translation, information
retrieval and word sense disambiguation use wordnets as a lexical resource. Therefore,
wordnets are attractive due to their hierarchical structure of lexical concepts. Unfortu-
nately, there are no good methods to study the condition of its hierarchical structure.
Richens [1] and Liu [2] describe two different types of rings in the substructure of the
wordnet hierarchy that point to inconsistencies like a wrongly inherited domain cate-
gory or ignoring the principle of economy. A common denominator of these two type
of rings is that they consist of multiple inheritance cases.

With respect to the state of the art, research has been conducted for individually
testing the hierarchy substructures of wordnets. For example, David Levary gives an
overview of the loops and self-references in the hierarchical structure of wordnets [3].
Liu [2] and Richens [1] show all rings of asymmetric and symmetric nature in a ring
topology that is based on the same structure. In Smrz [4], the author presents 27 tests
for quality control in wordnet development. Only some of those tests are for checking
errors in the hierarchical structure, like “’cycles”, “dangling uplinks”, “structural differ-
ence from the Princeton WordNet and other wordnets”, or “multi-parent relations”.
However, there are no test pattern systems that would help to investigate a hierarchical
structure in a general way, especially in the case of multiple inheritance.
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© Springer-Verlag Berlin Heidelberg 2011



This paper fills the gap in the state-of-the-art by asking the main research question
of how test patterns help to check and evaluate the multiple inheritance in the hierar-
chical structure of wordnets. In order to answer the question, we present different test
patterns as different views on the substructures of the wordnet hierarchy in the cases of
multiple inheritance. The need to check the hierarchical structure emerges because of
wordnet extensions with new concepts and semantic relations that either happen man-
ually [5], semi-automatically [6, 7], or fully automatically [8, 9]. Thus, every pattern
reveals different inconsistencies in the hierarchical structure. The majority of incon-
sistency cases are caused by redundant, missing or wrong semantic relations between
synsets. The utility of the patterns lies in supporting expert linguists who check sub-
structures after the extensions in any human language wordnet.

We structure the paper as follows: Section 2 gives additional background for under-
standing the main body of the paper. Next, Section 3 shows test patterns for checking
the wordnets. Section 4 discusses the inconsistency taxonomy related to these test pat-
terns. Section 5 evaluates the test patterns providing a numerical overview and finally,
Section 6 concludes the paper and presents future work.

2 Features of Wordnet-like Dictionaries

Wordnets share properties for the concepts of polysemy that are a part of the definitions
of'the test patterns. On the other hand, regular polysemy is only a part of one test pattern
definition, namely of the pattern dense component. In the remainder, Section 2.1 gives
general structural features for wordnet and Section 2.2 polysemy versus regular poly-
semy.

2.1 Wordnet-like dictionaries

The fundamental approach for designing WordNet-like dictionaries came from the
Princeton WordNet [10]. Each wordnet shares certain structural features. First, syno-
nym sets (Synsets) group many synonyms that share the same meaning and are referred
to as concepts. Semantic relations connect synsets to each other, e.g. by hypernymy,
meronymy for creating a hierarchical structure, and caused by, near synonym that do
not create a hierarchical structure. In this article, we consider only hypernymy-hypon-
ymy relations as the objects of analysis. Furthermore, there is no extension limitation
for approaching different semantic relations that shape the hierarchical structure.

For details about Estonian Wordnet, we refer the reader to [5]. Furthermore, Prince-
ton WordNet has 117,773 synsets and 88,721 hypernym-hyponym relations. In Esto-
nian Wordnet Version 66, these values are 58,566 and 51,497 respectively, while for
Versions 67, the values are 60,434 and 52,678, respectively. Princeton WordNet has
hypernym-hyponym relations only in the cases of nouns and verbs; in the Estonian
Wordnet in the case of nouns, verbs and adjectives.



2.2 Regular polysemy vs the regularity of multiple inheritance

According to Ravin and Leacock [11], polysemy is the multiplicity of meanings of
words. The best-known definition of regular (also systematic or logic) polysemy is
given by Apresjan [12]. According to Langemets [13], regular polysemy is a status
where at least two words have at least two meanings with a similar relation between
those meanings. For example, if the word school has the meaning institution and build-
ing, then the same is true about a hospital. The latter is also an institution as well as a
building. According to Freihat et al. [14], institution building is an example of a poly-
semic pattern.

Multiple inheritance in wordnet hierarchies is the case where one synset has at least
two parents, i.e., the synset inherits properties from many concepts. The regularity of
multiple inheritance is comparable to regular polysemy in that instead of words, there
are synsets and instead of a polysemic pattern, there exists a pattern of many parents. It
is important to mention that if synsets are singletons, then there is no difference between
the meanings of regular polysemy and the regularity of multiple inheritance.

Next, the set of test patterns for checking wordnet hierarchy-inconsistency is given.

3 Test Patterns

For every form of inconsistency, we will give a specific test pattern that is applicable
to every language wordnet. Every pattern addresses a specific substructure of the hier-
archical structure in wordnets and has the property of multiple inheritance, i.e. poly-
semy. For the sake of test pattern set’s completeness, the patterns presented in Section
3.1 are inspired by Liu and Richens [2, 1] while the remainder are entirely original
work.

3.1 Rings

This pattern is a substructure where one superordinate has a subordinate via two
branches, e.g. in Figure 1 and 2, U, has the subordinate L;. We distinguish two types
of rings. In the case of a symmetric ring topology (SRT) the lengths of all chains in the
branches are equal, i.e. m = n in Figure 1. In an asymmetric ring topology (ART) the
lengths are different, i.e. m # n in Figure 2. Note that while Figures 1 and 2 only show
two branches, this pattern extends to more branches.

Fig. 1. Pattern of a symmetric ring topology



When a synset has information about a domain category, then both types of rings al-
low to detect a certain inconsistency automatically, e.g. in a situation where L, and
Lo, are from different domain categories. Research in [2] confirms that one synset as a
concept cannot inherit properties from same domain categories.

Fig. 2. Pattern of an asymmetric ring topology

The asymmetric ring topology with one redundant branch as in the center of Figure 2
indicates that the branch connecting U; to L; is not allowed because this connections
already transitively exists via L;; [10].

3.2 Closed subset (CS)

A modified equivalence-class-finding algorithm [15] yields the following pattern. As
Figure 3 shows, and based on the sequence of hypernym relations, our algorithm sep-
arates all coherent bipartite graphs. The inconsistency occurs when the location infor-
mation about the root synset equals the upper level of a bipartite graph, e.g. U, in Fig-
ure 3. This information indicates that the upper base involves concepts that should be
on different levels. Thus, a root synset may either be added to a higher level, or con-
nected to pre-existing higher-level concepts.

U1 U2 Us

L1 L2 L3 L4 Ls Le

Fig. 3. Pattern of a closed set

3.3 Dense component (DC)

A dense component is a substructure of the hierarchical structure of wordnets that has
at least two synsets with at least two identical parents. Every such kind of substructure
presents the case of regular polysemy, i.e., systematic polysemy. Therefore, in the eval-
uation process, expert linguists/lexicographers have to check if regular polysemy is jus-
tified or not. The lower level synsets in Figure 4, L; and Ls, have at least two identical
parents, Uz and Us. Additionally, dense components may have synsets in common that



have at least two parents in the upper level’s set of nodes. For example in Figure 4, L;
and L3 have in common not only the synset L, but also the nodes U to Us from the
upper level. Separating this information keeps the polysemic context clear while every
dense component is presented with related synsets to simplify the work of expert lin-
guists/lexicographers.

L1 L2 L3

Fig. 4. Pattern of a dense component

3.4  Heart-shaped substructure (HSS)

In the case of a heart-shaped substructure, two upper level synsets have one common
subordinate directly in common. For example in Figure 5, U; and U, have one common
L, and simultaneously the upper level synsets also have L3 partially transitively in com-
mon via L,. Linguists from Princeton University have found that this pattern is helpful
for detecting wrong semantic relations, mostly role and type relations. Unfortunately, a
complete analysis has not been done for the Estonian Wordnet yet, but Figure 11 shows

an example.
Uq U2

L2

L3
Fig. 5. Pattern of a heart-shaped substructure

3.5  Substructures through a synset member or a part of a compound word
(COM)

The Estonian Wordnet consists of many cases where an upper level synset’s lexical unit
relates to the main word in a compound word which is a member of the subordinates
set, e.g. Uz to L; to Ls in Figure 6. Additionally, an upper level synset’s lexical unit
may also relate to subordinates that have the same lexical unit, e.g. L, to Ls. Further-
more, this pattern must simultaneously have at least one additional superordinate, e.g.
U, from among L; to Ls in Figure 6.

To evaluate this kind of pattern, expert linguists/lexicographers must ask: if U; is
connected to L, why it is not connected to Lo, L3, L4 or Ls? This question helps to make
a decision regarding inconsistencies that this pattern may have. In case of the Estonian
Wordnet, we found that sometimes this pattern points to a situation where a subordinate
should have additional synsets with different meanings, e.g. L1.



U1 U2

L1 L2 L3 L4 Ls

Fig. 6. Pattern of COM

In the next section, we will introduce the inconsistencies that relate to respective test
patterns.

4 Inconsistencies of Substructures

The purpose of our test patterns is to check after presenting a pattern if an instance of
that wordnet's substructure contained inconsistencies. Thus, in Section 4.1, we will list
these inconsistencies and in Section 4.2, we will give examples.

4.1  Inconsistency taxonomy

Any correction a linguist/lexicographer carries out affects a substructure by either de-
leting, inserting, merging or modifying a synset.

1. Regularity of polysemy — in accordance with Section 2.2, linguists have to check if
the regularity of multiple inheritance is justified or not. Linguists also check which
synsets have to be connected to a pattern of parents.

2. Ignoring the principle of economy (redundant semantic relation) — for building
a wordnet as a lexical inheritance system, we consider the following: every synset
in a wordnet hierarchy has to be connected to the nearest concept. Here we focus on
cases where one synset (S1) is connected to specific parents (S2) and at the same
time to parents that are ancestors (S3) to both synsets (S1 and S2).

3. Inappropriate semantic relationship — it implies that the semantic relationship's
type must change. Atserias et al. [16] point to a situation that occurs in Princeton-
WordNet “the IS-A link is used to code other types of relations (e.g. similar or
place)”. The same problem holds for a role and type relation that wordnets have not
defined yet [17].

4. Wrongly inherited domain category — if one synset inherits many different con-
cepts from different domain categories, at least one of them represents an exception
to the linguistic theory [2] that a concept has to inherit properties only from the su-
per-concept of the same domain category. The gloss of the synset indicates which of
the categories is most appropriate [10].

5. Root synset on the wrong level — this is a sub-problem of the unique-beginners
problem that Smrz [4] defines and means that dangling uplinks occurred.



The assignment options of inconsistencies to test patterns are given in Table 1 com-
prises. The sequence numbers in the first column correspond to the inconsistency enu-
meration above while the test pattern abbreviations are given in the first row.

Table 1. The kinds of inconsistencies the test patterns help to detect

ART | SRT | CS | DC | HSS | COM

Root synset on the wrong level

1 | Regularity of multiple inheritance x+

2 | Ignoring the principle of economy x+

3 | Inappropriate semantic relation X X X X x+ x+
4 | Wrongly inherited domain category x+ x+ X X X X
5

X+

The symbol ”+” added to the table cells in addition to x denotes that a respective test
pattern is particularly suitable for detecting a specific inconsistency type. Note that col-
umn ART has two "+ assignments as Figure 2 shows two different examples, namely

with and without a redundant link.

4.2  Some examples

In this subsection, we will present the examples that cover the test patterns that are
given in Section 3. Figure 7 represents the case of an asymmetric ring topology with an
empty branch. Here the suman is connected to bootlegger directly (dotted line) and

indirectly.

{inimene, indiviid, ...}
(human, individual, person)

{arimees, aritegelane, ...}
(bourgeois, businessperson)

{hangeldaja, sahkerdaja, ...} ‘

(trafficker)

{kombineerija, kompunnija, ...}
(bootlegger, smuggler)

Fig. 7. Instance of an asymmetric ring topology

According to the understanding that a wordnet is a lexical inheritance system, only
the nearest concepts in the hierarchy have to be connected. Therefore, in Figure 7, the
dotted line as a connection between the specific bootlegger and the too general human

is redundant.



{rahapesu} (money laundering)

{végistamine} (assault, rape, ravishment)

{peitmine, salastamine,
varjamine} {kallaletung, ...} (attack, attempt)
(concealment)

{morv, ...} (homicide, murder, slaying)

{kuritegu, kurités {vargus, ...} (larceny, stealing, theft)

seaduserikkumine, ...}
(crime, misdemeanor,
offence, violation)

{arvutikuritegu, ...} (computer crime)

{véljapressimine, ...} (blackmail)

|
|
|
|
{huligaansus, ...} (hooliganism, vandalism) ‘
|
|
|
{roim, veret6é} (felony) ‘

Fig. 8. Instance of a closed subset

Figure 8 depicts a closed subset. Two general concepts are related to specific ones. The
concept with a colored background indicates to the root synset or unique-beginner case
or concept without any parents. In order to solve this situation, this kind of dangling
uplink needs to be connected to a more general concept.

{helikunst, muusika}
sound art, music

{loome, loomine}

artistic production, art

i creation, oeuvre ‘

glasswork artistic production, art :
{nahakunst, ...} {tarbekunst, ...} (2|4) : ;
leatherwork applied art R {kunst, ...} :

{keraamika, ...}

’ {Klaasikunst, ...} {kunst, ...} (2|42)
§ ceramics

{ehtekunst, ...}
jewelry art

Fig. 9. Instance of a dense component

Figure 9 presents an example of a dense component where the dashed lines present
background information and the colored background points to the same concept. This
kind of additional information is for the linguist who does not need to check the wordnet
management system for the background of every instance of a dense component.

As the co-hypernyms are concepts of a different level, due to artistic production
involving also applied art, it means ,,kunst“ must be the parent of ,tarbekunst™ and the
links between ,.kunst* and ,.klaasikunst* and also ,,kunst* and ,,nahakunst* are redun-
dant. In Figure 10, the key synset is ,,madu® (serpent) that is included in three com-
pound words as ,,boamadu’ (boa), ,10gismadu (Crotalus) and ,miirkmadu® (Vipera
aspis). ,Boamadu‘ (hoa), in turn, simultaneously has the superconcept of ,,sall* (scarf).



{riietusese}

1 - {boa, boamadu} (sall | (garment)
(boa) (scarf)
2 - {ldgismadu} {madu}
(genus Crotalus) (serpent, snake) LT {reptiil, roomaja) |
3 - {mlrkmadu} i (reptile, reptilian) §
(Viperaaspis) | TS

Fig. 10. A substructure via a synset member or a part of a compound word

{alternatiivmeditsiin, ...} {ravimeetod, ...}
(alternative medicine) (method of treatment)

{loodusravi} {homdopaatia}
(naturopathy) (homeopathy)

{mudaravi, ...}
(mud cure/treatment)

Fig. 11. Instance of a heart-shaped substructure

Finally, Figure 11 shows an instance of a heart-shaped substructure. The question arises
why “homdopaatia” (homeopathy) is not a subcase of “loodusravi” (naturopathy). Sec-
ondly, are “mudaravi” (mud cure) and “homdopaatia” (homeopathy) subcases of “al-
ternatiivmeditsiin” (alternative medicine) or of “ravimeetod” (method of treatment)?
On the basis of the definitions of these concepts, lexicographers decided that both are
subcases of the method of treatment and that alternative medicine is connected to them
via a holonymy relation.

5 Evaluation

We focused on two test patterns, namely the dense component (DC) and asymmetric
ring topology with index zero (ART)), i.e. with a redundant link as depicted in Figure
2. Since the test patterns overlap, correcting the instance of the dense components test
pattern also affects other test pattern instances, as shown in Table 2. The test pattern
system of the Estonian Wordnet Version 66 indicated that the number of multiple in-
heritance cases reduced from 1,677 to 1,164 in comparison to the Estonian Wordnet
Version 67.

Table 2. The number of occurrences of test patterns

EstWN (v66) EstWN (v67) PrWN (v3.1)
ARTo 119 79 41
2 | ARTx 821 611 1,181
3 | SRT 567 270 531




4| CS 21 11 9
5 | DC 121 24 107
6 | HSS 450 167 149
7 | COM 932 406 366

In the process of using all test patterns to check the wordnets the lexicographer has to
use the following typical actions:

— add a new synset

— merge synsets

— remove a synset

— add or remove lexical units from a synset
— change a semantic relation

— add or remove a semantic relation

These actions usually take place through the wordnet management system and will be
repeated after every extensive change in the hierarchical structure of wordnet.

6 Conclusion

In this paper, we proposed the use of test patterns for detecting inconsistencies in the
substructures of wordnet hierarchies. After specifying how these patterns relate to the
types of inconsistencies, examples of real cases demonstrated test pattern applications.
In the evaluation, we showed that test pattern application yields many reductions in
inconsistencies in the substructures of wordnet hierarchies. Consequently, linguists and
lexicographers have a set of heuristics available for locating inconsistencies faster.

Different test patterns, covering often same hierarchical structures (but in different
perspective) help to check wordnet hierarchy in the multiple inheritance cases. It turns
out, those different perspectives point to different type of inconsistencies intended to
evaluate for lexicographer. Lexicographer evaluates the instances of test patterns and if
it is needed, corrects the wordnet hierarchical substructure, which the test patterns are
pointing. The test pattern system introduced here helps to detect at least five different
kinds of inconsistencies: regularity of multiple inheritance, ignoring the principle of
economy, inappropriate semantic relation, wrongly inherited domain category, root
synset on the wrong level. In order to solve these problems, the lexicographer has to
typically add, remove, or change the semantic relations or synsets.

After the first correction of wordnet hierarchical structure through test patterns, the
same process may repeat.

As future work, we plan to investigate wordnets further to come closer to pattern-set
completeness. Additionally, the currently conceptually specified patterns must be for-
malized. That way it would be possible to meaningfully automate the detection of pat-
terns in wordnet substructures, which would also include a recommendation system for
inconsistency detection.
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