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AC Alternating Current
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Symbols

A Matrix

ACE Area Control Error

Ci Contribution to the primary power/frequency control in a control
block or area i

c(x) Function representing constraints

Cpey, Capacitors 1 and 2 at the output of the bidirectional DC/DC
converters of HBESS I

ng'iznk DC link capacitor of the PV systems 1 and 2

E; Annual energy production within a control block or control area i

E, Annual energy production of the synchronous area

F; Cost rates of the generation unit i

f Amplitude

£ Space phasor

fn Nominal frequency

fset Frequency set point

f:(®) Sinusoidal function of the phase x

fa Real component of the space phasor

fp Imaginary component of the space phasor

G(s) Transfer function matrix

Gyy (S) Transfer functions part of the transfer function matrix 5(5)

iXpe Current in abc-Frame at the output of the DG/DS x in the
demonstrator

j1IBESSI DC current at the output of the battery model of HBESS |

Ibaty , Current 1 und 2 at the output of the battery modules 1 and 2 in
HBESS IlI

I Current phasor

I Load of the branch b

I; Current at the bus i

L, Current phasor flowing through the impedance Zy y..

laq Current in dg-Frame at the output of a VSI

igoed Current of the load in dg-Frame

ig
HBESS.d,q

Current at the output of HBESS | in global dg-Frame

if;';id Current at the grid side in dg-Frame
iggESS’ Current in dg-Frame at the output of HBESS |

li,d,qHBESS|

Current after the integrator in the inner control loop of HBESS |
(dg-Frame)

'ZiE;fII Reference current in dg-Frame for the inner loop controller of
o HBESS | (dg-Frame)
Ligref Reference current in dg-Frame for the inner loop controller of the

DG/DS x in the demonstrator

=

l

Space phasor equivalent of i, (t)
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I Subtransient fault current (RMS)

Lnax Maximum loading of a branch

Iypp Current at MPP (data sheet)

lpv, , DC current at the output of the strings 1 and 2

i, (1) Current of the phase x flowing at the AC side of a VSI

K Factor analogous to the network power frequency characteristic

k Sum of the number of elements of the interval of reactive power
for the nanogrid p

KHPESSI(s) Transfer function of the power controller of HBESS |

KHPESSH (5) Transfer function of the power controller of HBESS II

K}fvlrz (s) Transfer function of the power controller of the PV systems | and Il

K)/PESSH (5) Transfer function of the voltage controller of HBESS Il

1(5"1'2 (s) Transfer function of the voltage controller of the PV systems | and Il

K[ PESS1(s) Transfer function of the current controller of HBESS |

KPP (5) Transfer function of the current controller of HBESS I

KIPVLZ (s) Transfer function of the current controller of the PV systems | and Il

kip,, Integral gain of the PLL controller

kppp. Proportional gain of the PLL controller

ks, Smoothing gain of the PLL controller

L Inductance representing the output impedance of a VSI

Ly, Inductances in the bidirectional DC/DC converter of HBESS Il or
cable connecting HBESS | with PCC

Lg Equivalent inductance of the load and cable in the nanogrid

Leria Inductance representing the cable connection between the
nanogrid and the external grid

LI;L;ESS’ Inductance of the bidirectional DC/DC converter of HBESS |

LZ‘?J Inductance of the DC/DC converter of the PV system 1 and 2

L%, Equivalent output inductance of the DG/DS x in the demonstrator

n, Number of elements of the interval for a nanogrid p

o) Objective function

Py Active power programmed schedule values at the tie-lines

P, Active power at the load

Ppatset, , Set points 1 and 2 for the controllers of the bidirectional DC/DC
converters of HBESS II

Pgp Active power break point of the PV inverter in the demonstrator

PE,ax Maximum power factor of the PV inverter in the demonstrator

Pugpgss, Actual active power of HBESS |

PugEss,,, Actual active power of the home battery storage system

P; Active power at the bus i

pset Scheduled active power at the bus i

p;CV“ Transfer function of the power controller of the DC/DC converter in

the PV systems | and Il
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Pload

Active power of the load

Piosses Active power losses
Puypp Active power at MPP (data sheet)
PMPPl_z Active power at MPP of the PV system | and Il (modelling)
B, Nominal active power
Poy,., Actual AC active power of the PV inverter in the demonstrator
Ppy Active power of the PV system
Pm,l'2 Actual DC active power of the PV systems 1 and 2
Preq,, Active power reduction of the PV systems 1 and 2
Pr%dlz Active power reduction of the PV systems 1 and 2 (for reactive
' power provision)
Txef Active power set point of the DG/DS x in the demonstrator
Poyrpius Active power surplus
Py Addition of all active power measurements at the tie-lines
Q, Reactive power at the load
Q,i,army Reactive power of the farm y in the time step i
QuBEss, Actual reactive power of HBESS |
QHuBESSmay Maximum reactive power of the home battery storage system
Q; Reactive power at the bus i
sch Scheduled reactive power at the bus i
Qlysses Reactive power losses at the time step i
Qmax Maximum reactive power of the PV inverter in the demonstrator
(—jmmo Vector representing the reactive power of all nanogrids
Q};,anogn.dx Reactive power of the nanogrid x in the time step i

QPVmax _blue

Maximum reactive power of the PV inverter in the demonstrator
(blue zone)

QPVmax _green

Maximum reactive power of the PV inverter in the demonstrator
(green zone)

Qfef Reactive power set point of the DG/DS x in the demonstrator

Qletrpp Reactive power set pint at the PC of the TPP at the time step i

R Resistance representing the output impedance of a VSI

R, Resistance of the cable connecting HBESS | and PCC

Rs Equivalent resistance of the load and cable in the nanogrid

Ryria Resistance representing the cable connection between the
nanogrid and the external grid

R, Equivalent output resistance of the DG/DS x in the demonstrator

s Droop of a generator

SHBESS rgreq Rated apparent power of the home battery storage system

Sy Duty cycle of the switch x

Sk Subtransient short circuit power

§nanop Intervals of reactive power for a nanogrid p
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SeV,ared Rated apparent power of the PV inverter in the demonstrator
T Delay due to the switching frequency of the inverter in the DG/DS x
of the demonstrator
U Voltage magnitude (slack)
U, Rated line-to-line voltage
Vipe Voltage in abc-Frame at the output of the DG/DS x in the
demonstrator
‘ff”d Voltage at the grid side in global dg-Frame
gL’IHBESSI Voltage in global dg-Frame at the output of HBESS |
vgs¢ Voltage at PCC in dg-Frame
ggEss, Voltage in dg-Frame at the output HBESS |
Vabe, Input signal for the voltage source in the simplified model of the
DG/DS x in the demonstrator
v&quBESSI Input signal for the voltage source in the simplified model of HBESS

| (dg-Frame)

Vi,d,qHBESS|

Voltage after the integrator in the inner control loop of HBESS |
(dg-Frame)

v} Direct component of the voltage at PCC of the DG/DS x in the
demonstrator
v oEss DC link voltage of HBESS |
VDHCEL’f;If;Ef Set point of the DC link voltage controller of HBESS |
I/D‘élzf;lf_’;ef Set point of the DC link voltage controller of HBESS II
yFhz Set point of the DC link voltage controller of the PV systems | and Il
DCLink_ref
Vbe DC link voltage of HBESS Il
DPCVLZ Set point of the DC link voltage controller of the PV system | and Il
ref
VDCref Set point of the DC link voltage controller of HBESS II
y e DC link voltage of the PV systems | and |l
DC
Vpy, , Voltage at the output of the strings 1 and 2
V, Voltage phasor at the load
V4 Voltage of the bus bar d
Umax Maximum voltage of bus bar d
VUmin Minimum voltage of bus bar d
Vij Voltage at the bus i or j
l_/;(t) Space phasor equivalent of V;,.(t)
]_/’t(t) Space phasor equivalent of V,,.(t)
Vvpp Voltage at MPP (data sheet)
A Amplitude of the function V,, (t)
Ver (1) AC voltage of the phase x at the PCC of the VSI
Viaq Voltage in dg-Frame at the terminals of the DC/AC converter
Vi (1) Voltage of the phase x at the terminals of the DC/AC converter
Yij Admittance between the bus i and j
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Magnitude of the impedance representing transmission lines

Zg Net Magnitude of the internal impedance of the network

Z; Magnitude of the load impedance

Af Quasi-steady-state frequency deviation

AP Power deviation due to a disturbance in a power system
AP; Power deviation due to a disturbance in a control block or area i
AQ Reactive power step

AU, , Voltage at the impedance Zy ye¢

8 j Angle related to the voltage at the bus i or j

£ Phase shift

6 Angle of the impedance representing transmission lines
) Angle of the load impedance

0o Initial phase angle of the function £, (t)

0;; Angle related to the admittance y;;

Oref HBESS, Set point of the PLL (HBESS I)

OugEss; Feedback signal of the PLL (HBESS 1)

A; Network power frequency characteristic in a control block or area i
T Time delay

p Phase shift

Q@ Angle of the slack in a transmission system

W Angular frequency of the function £, (t)

WrHBESS; Angular frequency of the PLL (HBESS I)

Wy Angular frequency of the global frame
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1 Introduction

Power systems have changed tremendously not only in the generation, but also from
the legal perspective (Schwab, 2020). Moreover, two main processes have caused
in-depth changes in the energy supply, especially in Europe. These are:

e Liberalization of the electricity market

e Climate change

Before 1998, the energy supply market in Europe was completely different from the
energy supply market today. Each energy supply company had its own defined supply
area (monopole); this means that the customers could be supplied only by one
provider. The liberalization of the electricity market in 1998 meant that customers were
able to choose the electricity supplier independent of the local connection to the grid.

On the other hand, the rise of the temperature on Earth due to the climate change is
being produced mainly by the high emission of greenhouse gases, especially CO2 or
carbon dioxide. The decarbonization (substitution of primary energy sources such as
hard coal through solar radiation, wind, water or biomass) and the decommission of
conventional power plants (e.g., lignite and hard coal) are a measure to reduce the CO;
emissions and thus fight against the climate change. The European Union has five aims
related to its energy policy, two of them regarding energy efficiency and reduction of
CO.. The five main objectives are (Parliament, 2021):

e To ensure energy security through solidarity and cooperation between European
countries

e To ensure the functioning of a fully integrated internal energy market

e Toimprove energy efficiency and reduce dependence on energy imports

e To decarbonize the economy and move towards a low-carbon economy in line with
the Paris Agreement

e To promote research in low-carbon and clean energy technologies

Due to the European Union’s energy policy, the presence of the renewable energy
sources (RESs) in electric power systems in the continent has been increasing
tremendously in the last years. This and the shutdown of conventional power plants are
modifying the traditional electric power systems to a more decentralized structure.
Moreover, a reorganization of the conventional voltage and frequency control must be
considered by the application of new methods dealing with this issue. In addition, tasks
performed by conventional power plants must be taken over more and more by RESs
when big power plants are being decommissioned step by step in the future.
Otherwise, the change will lead to an instability of the transmission grid.

With the installation of RES and the decommissioning of conventional power plants
taking place, current power systems will be modified to a system of systems that should
operate as one (ENTSO-E, Vision on Market Design and System Operation towards
2030). These systems should have a special characteristic, which is interoperability.
Microgrids and nanogrids are important contributors to that, since they facilitate
interoperability by clustering controllable loads as well as RES. Indeed, this clustering
offers not only interoperability with other systems within the system, but also can
provide a proper coordination between TSOs (Transmission System Operators) and
DSOs (Distribution System Operators).

This scientific work presents a new approach for providing voltage and frequency
control from distribution grids. This thesis compromises the provision of active and
reactive power for voltage and frequency control by topological power plants (TPPs),
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which include nano- and microgrids. Regarding frequency control this work is focusing
on delivering active power for secondary and tertiary power/frequency control. Firstly,
this research work focuses on the modelling of the dynamic behaviour of a nanogrid in
grid-connected mode as well as on the distributed generation (DG) and distributed
storages (DS) part of it. The models are validated by specific measurements at a
demonstrator in Wildpoldsried, which is a small village located in the south of Germany.
Finally, this scientific work concentrates on the development of a method to minimize
power losses when providing reactive power by a TPP. In this part of the research, load
flow calculations and optimization methods are applied.

1.1 Thesis Objectives

The main goal of this scientific work is to research and develop a new approach for
the contribution to voltage control and frequency control in power systems based on
the provision of active and reactive power by nano- and microgrids as well as TPP.
Additional objectives of this scientific work are:
e To develop detailed and simplified models of DG and DS for dynamic analysis
of a nanogrid in grid-connected mode
e To analyze the stability of a nanogrid in grid-connected mode considering
time delays
e To develop an optimization method for the provision of reactive power at
the PCC with the goal to minimize power losses within TPP

1.2 Hypotheses

The main hypotheses of this thesis are:

e  For control and stability analysis, the switching of the IGBT of the inverters
in DS and DG can be neglected.

e The stability of a nanogrid in grid-connected mode can be influenced by
time delays present in communication infrastructures.

e New method based on local optima enables a TPP in a LV network to
provide reactive power to the MV level with a maximum relative error of 5%.

e New method based on local optima will make it possible to reduce power
losses significantly when providing reactive power to the MV level by a TPP.

1.3 Research Tasks

The main research tasks of this thesis are:

e Analysis of the integration of RES and provision of ancillary services by them
in modern power systems

e  Definition and categorization of ancillary services

e Definition of a nanogrid, a microgrid and a TPP

e Detailed mathematical explanation of the development of simplified models
for subsystems in a nanogrid when neglecting IGBT

e Development and validation of detailed and simplified mathematical
models of subsystems in a nanogrid

e Development and validation of a complete system (including subsystems of
a nanogrid as well as control centre)

e  Stability analysis of a nanogrid considering communication delays
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e Development of a method for the optimal provision of ancillary services by
aTPP

e Development of a method for the optimal provision of ancillary services by
a TPP as well as for the minimization of active power losses within the TPP

1.4 Contribution and Dissemination

This thesis presents an extensive view into the provision of ancillary services by nano-
and microgrids as well as topological power plants. Contributions were made in the
modelling of distributed generation, distributed storages as well as in combining them
for time domain simulations. Moreover, contributions include operation strategies for
the provision of ancillary services by interlinked nanogrids. This work is recommended
for network studies (transient and steady state) in the distribution and transmission
systems.

Scientific Novelties:

e Detailed and simplified mathematical models of home battery storage
systems as well as photovoltaics part of a nanogrid in grid-connected mode
were developed to be used in power system analysis.

e A novel systematic approach was developed for analyzing the impact of
time delays on the stability of nanogrids in grid-connected mode.

e A novel method based on local optima for the provision of ancillary services
by a TPP was developed.

e A novel method was introduced to minimize active power losses within the
TPP when delivering ancillary services at the PCC.

Practical Novelties:

e Concepts for the provision of ancillary services were developed to be used
in distribution systems as a measure to compensate the decommissioning
of conventional power plants and thus guarantee the stability of power
systems.

e A method of supplying scheduled values of reactive power by a TPP was
developed to contribute to a stable power system operation when
conventional power plants are decommissioned.

The scientific work presented in this thesis was published and presented orally in 6
international publications. In addition, the research was introduced in 1 doctoral
school.

The outcomes of this thesis are part of the investigations carried out in the projects
“IREN2” and “DeCAS”, which were funded by the German Federal Ministry for Economic
Affairs and Climate Action. Also, the research of “ZEBE Center of Excellence for zero
energy and resource efficient smart buildings and districts” (TAR16012) and “FinEst
Centre for Smart Cities (VFP19031 / 856602)” is provided.
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2 State of the Art

Due to political decisions and climate change, conventional power plants are being
decommissioned. At the same time, the integration of RES is experimenting a tremendous
increase, especially in LV networks. Additionally, the decommissioning of conventional
power plants means the reduction of the provision of ancillary services, which need to
be taken over by RES.

Since the focus of this thesis is on the contribution of nano- and microgrids to a TPP
regarding the ancillary services frequency and voltage control, the state the art of this
scientific work is structured according to the following topics:

e Transition from traditional to modern power systems
e Ancillary services

e Voltage-sourced inverters

e  Clustering generation and load

2.1 Transition from Traditional to Modern Power Systems

Power systems followed a centralized structure, which is basically composed of
generation, transmission and distribution systems. However, this centralized structure
is being modified due to the integration of RES and the decommissioning of
conventional power plants, as seen in Figure 2-1 (mainly in the distribution systems).
This generates a bidirectional load flow (Henninger, 2019), (Birkelbach, Woiton, Thiele,
& Westermann, 2018). On those bases, the main characteristics of modern power
systems are described in the following sections (in sections 2.1.2 and 2.1.3, the focus is
on Germany).

Transmission _ UHV Level j i [ i

system
HV Level é —
Distribution I‘a l f J—i

system | MV Level -

Figure 2-1. Overview of the current situation of a power system: Decommissioning of conventional
power plants, integration of RES as well as change in the direction of the power flow (Henninger,
2019).
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2.1.1 Generation

In Europe, power is generated by conventional power plants and RES. Conventional
power plants are categorized as nuclear power plants, lignite power plants, hard coal
power plants, and gas power plants. On the other hand, RESs are basically classified as
hydropower plants, wind power systems, PV power plants, electrical energy storages,
biomass/biogas power plants, geothermal power generation, and fuel cells. In particular,
conventional power plants are being decommissioned due to climate change policies.
For example, in Germany, 132 of these power plants were shut down from 2012 until
2020 (Bundesnetzagentur, Krafwerkliste, 2021). Next, a brief explanation of each
conventional power plant as well as RES is presented:

Nuclear power plants: Electricity is generated by the process of nuclear fission
(splitting apart nuclei) in a reactor. The heat generated by the reactor boils the water
circulating in the system into steam, which rotates a turbine and a generator. Nuclear
power plants have generally cooling towers (heat exchanger), where steam or water
vapor is released (Schwab, 2020). The number of operable reactors in Europe is 106;
the reactors under construction, planned as well as proposed are 4, 7 and 15,
respectively. This data corresponds to the European member states as of February
2021 (Association, 2021). In Germany, in order to increase nuclear safety, the last three
power plants (Isar 2, Emsland and Neckarwetheim 2) were shut down in April 2023.

Lignite and hard coal power plants: The principle is the same for these two kinds of
power plants. They produce electrical energy based on lignite or hard coal, which is
crushed, dried, and reduced to dust. The dust is burnt, which is a combustion process
that emits carbon dioxide (COz2). Then, it heats water to produce steam. The steam is
guided to the turbines. The rotary movement of the turbines in combination with a
generator produces electrical energy, which is sent to the electric power system (LEAG,
2021). Most of these power plants employ cooling towers, where water taken from a
river circulates for cooling purposes. One part of this water is reutilized after the
cooling process; the other part is lost due to evaporation and thus steam is released
from the cooling towers. There are around 707 coal power plants in the European
member states. These plants are either already closed or pledged to shut down
(Analytics, 2021), (Europe, 2021).
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Figure 2-2. Example of a hard coal power plant in Georgia (USA) (Survey, 2021).
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Gas power plants: These power plants burn natural gas to produce electrical energy.
The principle of functionality is the same as in lignite and hard coal power plants,
the difference is that air is compressed to spin the turbine. CO: is emitted when burning
natural gas, but according to (Quaschning, 2021), specific CO2-emissions in relation to
one kWh electricity by natural gas are around 60% and 57% lower than the
CO2-emissions of lignite and hard coal, respectively. In Europe, there are around 760 of
these power plants (Ltd., 2021).

Hydropower plants: They work in a way similar to lignite and hard coal power plants.
In the case of hydropower plants, water is used to produce the rotary movement of the
turbines, which in combination with a generator produces electrical energy. According
to (Nature, 2021), by the end of 2019, there were 21,387 hydropower plants in Europe
and 8,785 were planned or under construction.

Wind power plants: Wind power plants convert wind into electricity. Additionally,
they consist of a mechanical, electrical subsystem. The mechanical subsystem has usually
a hub, main bearing, shafts, brakes, and a gear box, as seen in Figure 2-3. On the other
hand, the electrical system has one generator and power electronics. Three types of
generators can be distinguished here: DC, asynchronous as well as synchronous
generators.

High-Speed Generator
Brake Shaft

Main Main Gearbox /
Hub Bearing shaft \ \

\

o~

Bedplate

Figure 2-3. Typical configuration of a mechanical subsystem in a wind power plant (Novakovic,
Duan, Solveson, Nasiri, & lonel, 2016).

Regarding the installed capacity in Europe in 2020 (see Figure 2-4), The Netherlands
led the installation of wind power plants with 1.979 GW, followed by Germany and
Norway with 1.650 GW and 1.532 GW, respectively. Figure 2-5 shows the installed
capacity in Europe from 2011 until 2020. Europe installed 14.7 GW of new wind power
plants in 2020. This is reduction of around 5.7% compared to the previous year.
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Figure 2-4. New installations of wind power plants in European countries in 2020 (WindEurope,
2021).
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Figure 2-5. Installed capacity of wind power plants in Europe from 2011 until 2020 (WindEurope,
2021).

PV power plants: In these power plants, the solar radiation is transformed to electricity
by using PV cells (arranged in a module, a string of series-connected modules, or an array
of parallel-connected strings). These cells generate DC current and DC voltage, which,
in turn, are transformed by a DC/AC inverter and then passed through a filter. Sometimes
DC/DC converters are applied so that the minimum DC voltage at the input of the
DC/AC inverter is achieved, otherwise the power cannot be supplied at the AC side.

The stacked bar graph of Figure 2-6 shows the annual installed capacity of PV in the
27 member states of the European Union (2000-2020). It shows the increase of the
installed capacity by 110% in 2020 compared to 2019. Moreover, by the end of 2020,
European countries installed 18.2 GW; the second-best year after 2011, whose annual
installed capacity was 21.4 GW.
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Figure 2-6. EU27 Annual solar PV installed capacity 2000-2020 (Schmela, 2020).

Electrical energy storages: These are systems that storage electrical energy depending
on the energy used, as seen in Figure 2-7. For example, electrochemical energy storage
systems store chemical energy that will be later converted to electrical energy.
Electrical energy storages can be applied to provide the following services (Zhang, et al.,
2017):

e  Electricity energy time-shift

e Peak load management

e Reduced curtailment of RES

e Primary frequency response, fast frequency response and synthetic inertia-like
response

e Reactive power and voltage support

e  (Critical load support during islanding and black-start capability

Electrical energy storage systems
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Figure 2-7. Classification of electrical energy storage systems (Commission I. E., 2021).

The market of electrical energy storage systems is growing. For instance, from 2013

until 2019, home storage systems (battery capacity lower than 30 kWh) in Germany
showed an exponential behaviour in their cumulative installed storage capacity and
inverter power, as depicted in Figure 2-8.
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Figure 2-8. Cumulative battery capacity and battery inverter power of home storage systems in
Germany (Figgener, et al., 2020).

Biomass/Biogas power plants: In this kind of power plants, electrical and thermal
energy are generated by applying biogas or biomass as energy source. Such a process is
called cogeneration or also named combined heat and power (CHP) (Valov, 2020).
According to (Commission E., 2021), the total CHP electrical capacity in the 27 European
Union countries was around 133.60 GW.

Geothermal power generation: These power plants use the heat within the Earth to
produce electrical energy. The principle of functionality is the same as in lignite and
hard coal power plants, with the difference of the source. In 2020, the installed power
capacity in Europe was 3000 MWe (Sanner, 2019).

Fuel cells: These are devices that convert chemical energy into electrical energy,
without the emission of polluting gases. When applying hydrogen as fuel, heat, water,
and electricity are generated (Melo, Yahyaoui, Farias, Frizera, & Tadeo, 2018). Fuel cells
are applied in transportation (buses, trains, personal vehicles) and power generation.
For example, surplus energy from wind and solar parks can be used to produce
hydrogen by applying electrolysis of water (decomposition into oxygen and hydrogen
gas). The produced hydrogen can be used later as fuel.

2.1.2 Transmission

There are three possible types of transmission in power systems: single-phase and
three-phase systems as well as the HVDC power links (Heuck, Dettmann, & Schulz,
2013).

Single-phase systems are applied in electric railways. In Germany, for example, the
nominal voltages for these single-phase systems are 110 kV, 60 kV, and 15 kV.

HVDC power links are currently required in Germany since more and more
decentralized generation units are being installed far away from the consumers.
In Germany, the distance between the offshore wind power plants located in the north
and the consumers situated in the south of the country (high presence of industry)
could reach 1,000 km. HVDC power links are a very good solution in these situations
(Valov, 2020). In order to transport power through long distances, DC technology is
fundamental, since AC transmission lines are technically and economically
disadvantageous (Pisani, Bruno, Saad, Rault, & Clerc, 2019). Technically, as stated in
(Heuck, Dettmann, & Schulz, 2013), the voltage drop in steady state depends on the
ohmic resistances; the capacitive and inductive reactances are not decisive. Undoubtedly,
there is no reactive power and no eddy currents. This means that conductors with smaller
cross-sections can be applied. As a consequence, economical advantages are obvious
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compared to AC technology. Figure 2-9 shows a single-line diagram of a HVDC power
link. The AC power is transformed to DC through a rectifier and then turned again into
AC by applying an inverter.

AC DC

Network 1 Network 2

Figure 2-9. HVDC power link (Heuck, Dettmann, & Schulz, 2013).

The public transmission system is a three-phase system. There are grids with meshed
topology that are required for the transportation of electrical energy to the distribution
system. This means that each node is supplied from at least two sides. If one line fails,
the other can take over the full power transmission. This is the so-called n-1 criterion
(Schwab, 2020). Conventional power plants, offshore wind power plants, and
hydroelectric power plants are directly connected to the transmission systems.
Moreover, transmission systems are control areas, which are spatially defined grids
under the responsibility of the transmission system operators (Bundesnetzagentur,
Control area, 2021). These control areas are interconnected with tie-lines. In the case of
Germany, there are four control areas located in the EHV level. These are the 380 kV
and 220 kV grids. The latter are older grids and the 380 kV voltage level has gained
acceptance through the years (Heuck, Dettmann, & Schulz, 2013). The German
transmission system operators are 50Herzt, Amprion, Tennet, and TransnetBW; they
have the following tasks:

e Provision of ancillary services such as power/frequency control (for keeping the
balance between generation and demand), voltage control and loss compensation.
These ancillary services should be also provided by RES connected in the
transmission systems.

e Transport of electrical energy over long distances not only with conventional AC
systems but also with HVDC power links.
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Figure 2-10. German 380 kV and 220 kV EHV level including HVDC networks (Schdfer K., 2022).

The presence of RES has caused modifications in the transmission systems. Before
their integration, the load flow was unidirectional. The compensation of voltage drops
at the MV level are/were carried out by applying transformers with voltage control
(Valov, 2020). Furthermore, the cross-sections of overhead lines are increased and the
Flexible AC Transmission Systems (FACTS) are being deployed so that the transmission
capacity can be improved. Additionally, tie-lines, which are the physical connection
between control areas (see section 2.2.4) were not designed for transporting electricity
surplus from RES. This issue produces congestions in the network, such as node
voltages out of the allowed limits. Congestion management methods, such as power
curtailment or redispatch (see section 2.2.1), are applied to eliminate these problems.

The integration of RES and the decommissioning of conventional power plants have
brought new questions regarding the reactive power provision in EHV levels
(transmission systems). The active power produced by RES in all voltage levels is
transported through long distances, which, in turn, can originate in an inductive
behaviour of the transmission lines. This inductive behaviour is produced when the
transported active power is greater than the natural load or surge impedance load (SIL)
of the transmission line (Kundur, 1993). Usually transmission lines have a capacitive
behaviour, since the natural load is high compared to the transported active power
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(Biechl, 1992), (Nayak, Sehgal, & Sen, 2006). When the inductive behaviour of the
transmission lines is imminent at EHV levels, the lack of capacitive reactive power could
occur. Thus, this must be provided nowadays by the RES (e.g., hydropower plants as
well as by wind power plants connected at EHV levels), as conventional power plants
are being decommissioned. On the other hand, on HV and MV levels, RESs have an
inductive behaviour for voltage support (reduction of the voltage at PCC) due to the
active power supply into the network (active power supply increases the voltage at
PCC). From the EHV voltage level, this will cause a voltage drop at this voltage level
(Valov, 2020), which, in turn, increases the risk of voltage collapse. Voltage collapse
occurs when the system voltage decreases slowly as the active power demand rises,
until a critical point is reached (Crow & Lesieutre, 1994), (Dobson, Glavitsch, Liu, Tamura,
& Vu, 1992), (Liang, Chai, & Ravishankar, 2022). Figure 2-11 shows the equivalent circuit
of a transmission system (source, impedance due to the transmission line and load)
with its respective power-voltage curve in per units (also called P-V curve). This curve is
used for stability analysis, and it is created with a set of load flow results by varying the
active and reactive power of the load. There is a point where the load flow cannot
converge anymore; this is the so-called V,,;;icq1- Furthermore, at this point, the derivate
of the P-V curve is infinite. Only above this point, a stable operation of the transmission
system is possible and if the load is inductive, then the system can reach the critical point
faster than in the capacitive case (Schwab, 2020). To counteract these issues, reactive
power compensation devices are being installed in transmission systems. For example,
the transmission system operator TransnetBW (located in the south of Germany)
applies the following technologies (TransnetBW, 2023):

e  Shunt reactors for voltage reduction

e Mechanically Switched Capacitor with Damping Network or MSCDN for

voltage increase
e  Static Synchronous Compensator or STATCOM for voltage increase and
reduction

VZ Power Factor = 1
1.0 ==\ __ . 7,6 I
- - - —_
~ - -« dy — :
. A ] :7=f —J P, +Q,
________ ; :."_‘-_“”ﬁ_f’ iP,
— =] S
“Pf/l ’f, U,@ YE ZL’T?
P /f - - ! La € E’
e Inductive ' » Veritical — —
’ 1 :0 P

Figure 2-11. Power-voltage curve and equivalent circuit of a transmission system.

Another important characteristic of modern power systems with high presence of
RES and less conventional power plants (less synchronous machines) is the reduction of
inertia, which resists to changes in the speed of electrical machines. This inertia is
provided by the stored kinetic energy in these machines (Mehigan, et al., 2020).
In power systems with a high number of RES (inverter-based) and low synchronous
machines, the frequency dynamics is faster, which can lead to large transient frequency
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and oscillations; on the other hand, the presence of mainly synchronous machines
makes the dynamics of the system slower (Ulbig, Borsche, & Andersson, 2015).
Furthermore, the complexity grows due to the volatile and random behaviour of RES
based on the solar and wind energy, which makes the inertia a function of the time.
However, in the literature, possible solutions to this issue are mentioned. For example,
in (Li, et al., 2022), wind turbines can contribute to the inertia due to the very high
kinetic energy stored in their rotating masses. In addition, it is also mentioned that
DC-link capacitors installed in PV systems as well as in battery storage systems can
contribute to the inertia; here a virtual inertia constant of a capacitor is defined.

2.1.3 Distribution

A distribution system is a grid part of a power system that delivers the electrical energy
generated in the transmission system to the end consumers (reason for using the word
distribution). Distribution systems are implemented in the voltage levels between 1 and
35 kV in Europe according to the standard EN 50160 (DIN) and have usually a radial
topology. Additionally, in Germany, there are around 900 DSOs and the length of the
network (LV, MV and HV) reaches about 1.8 MM km (Schéafer K., 2022).

In Germany, the 110 kV grid in the HV level of this country is considered as part of
the distribution system. This is due to the increasing load densities in big cities, which
pushes structures to appear in the voltage level that can be also found in the MV level
(Heuck, Dettmann, & Schulz, 2013). The length of this HS network in Germany is around
95,000 km (Bundesnetzagentur, Netzentwicklungsplan 2030 (2019)). Big cities, big
industries as well as wind and PV parks are connected here.

In the case of the MV level in Germany, the usual voltage levels are 20 kV and 10 kV
for the MV (sometimes also 30 kV), frequently with a ring structure (Schafer K. , 2022).
Industry and RES are also connected here. Moreover, the length of that network in
Germany is around 520,000 km (Bundesministerium fur Wirtschaft und Energie).

The LV level in Germany is mainly operated for households. Besides, the nominal
voltage is 400 V, and most of the RES are connected in this voltage level. The length of
that network in Germany is around 1,193,000 km (Bundesministerium fir Wirtschaft
und Energie).

Nowadays there are important changes due to the integration of RES as well as the
connection of more and more electronic devices. Distribution systems were designed
for a unidirectional load flow, but the integration of RES has caused new challenges in
the planning of distribution grids in the middle and low voltage level. For example,
the inductive reactive power is provided by the RES so that the voltages at the point of
connection are within the permitted limits. However, this provision of inductive power
has a disadvantage, which is the increase of the losses within the distribution system.
On the other hand, most of the electronic devices are connected in the low voltage
level. For the conversion from the AC to the DC current, these electronic devices usually
have capacitors, which change the power factor of the distribution grid in the low
voltage level from inductive to capacitive. This capacitive behaviour of the distribution
grid in the low voltage level should be compensated by installing inductive compensators
within the distribution grid, so that the exchange of reactive power with the upstream
grid is avoided; thus, the increase of losses is within the power system.

For unidirectional load flows, the voltage support is performed by the installation of
capacitor banks. The connection of RES in the distribution system has carried to a local
voltage support by RES and not only to the reinforcement of the network by installing
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cables and overhead lines with new cross-sections, but also to the adaptation of
protection systems to bidirectional load flows. Additionally, the voltage limits are
exceeded due to the power injection from RES. For this reason, different voltage
control techniques are being applied in distribution systems to keep the voltage within
the allowed limits (Xu & Taylor, 2008), (Turiman, et al., 2022), (Zeraati, Hamedani
Golshan, & Guerrero, 2018):
o On-load Tap Changers (OLTCs)
Reactive power supply by inverters
Power curtailment or reduction of the power production
Energy storage
Network reconfiguration or closing/opening of switches
Static synchronous compensator (STATCOM)
o Demand side management or reduction of the power consumption

Moreover, one important parameter that has been reduced due the integration of
RES and the decommissioning of conventional power plants is the RMS subtransient
fault current I/. The reason is that RESs are based on inverters with I} = I, where I,
is the nominal current (Grumm, et al., 2018), (Keller, Kroposki, Bravo, & Robles, 2011).
On the other hand, conventional power plants with synchronous generators can deliver
an RMS subtransient fault current that is eight times greater than the nominal current.
The reduction of the RMS subtransient fault current leads to the reduction of the
subtransient short circuit power S , as seen in equation (2-1), where U, is the rated
voltage, c is the voltage factor according to DIN EN 60909 (VDE, DIN EN 60909-0, 2016),
and Zg ye¢ is the internal impedance of the network. The latter is important for the
quantification of harmonics as well as flicker and computation of the voltage variation
in network planning and integration of RES (Plenz, et al., 2021).

O O O O O

c.U? (2-1)

SK =V3.U,.I§ =
ZK,Net

Network operators usually provide the short circuit power of the network (external
grid), and thus the internal impedance where the installation of the RES is planned.
According to (2-2), which is based on Figure 2-12, the reduction of the short circuit
power (increase of the internal impedance of the network) causes an increase in the
voltage variation AU ,.
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2.2 Ancillary Services

This section presents the state of the art regarding ancillary services and their
classification. Due to the importance of the ancillary services for frequency stability
(secondary and tertiary power/frequency control) well as for voltage stability (reactive
power) in this scientific work, these are described in more detail.

Ancillary services can be defined as the resources required for reliable and secure
transmission or distribution system operation (Kaushal & Van Hertem, 2019). A definition
from ENTSO-E states that ancillary services are a range of functions provided by the
TSO itself or acquired by the TSO from other users, so that they can guarantee the
security of the power system (ENTSO-E, Market Committee, 2020).

In the literature, the classification of ancillary services is not homogeneous.
For example, ancillary services are classified according to (Braun, 2008) and (Kaushal &
Van Hertem, 2019) depending on whether an island operation or grid-connected mode
is required. According to (Schafer K. , 2022), ancillary services are classified to four
categories, as seen in Figure 2-13; this categorization is reasonable and is presented in
this scientific work. The descriptions of the following categories correspond mainly to
(Schafer K., 2022); other sources were also reviewed:
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Figure 2-13. Ancillary services (Schdéfer K., 2022).

2.2.1 Congestion Management

The goal of the congestion management is to ensure that all the sources and resources
are protected against overloading. Such tasks as redispatch/congestion management
belong to that category. Operators of power plants submit schedules to the transmission
system operators (schedule means how the power plant will operate during a specific
period). Then, with this information, the transmission system operators perform load
flow calculations, which help to get an overview of the state of the power system
(voltages and overloading of branches within the allowed range). If the results of the
load flow calculations are permissible, then the submitted schedules can be implemented
by the operator of the power plant. If the results of the load flow computations are
impermissible, the submitted schedules are intervened and corrected by the transmission
system operator. In Germany, this modification of the schedule for prevention of
network congestion is called redispatch, which is nowadays applied due to the high
presence of RES.

2.2.2 Network Recovery

The main task here is to restore the supply as soon as possible after faults within the
power system. Important topics here are black start capability and island mode.
A blackout is an uncontrollable and unpredictable fault in a power system that
leads to a breakdown of supply to consumers in large areas of the power system
(Bundesnetzagentur, Stromnetz, 2023). Within the network recovery, there are
important topics such as blackout capability and island mode. The black start capability
is the faculty of a power plant to start functioning without energy coming from the
external network. There are power plants that require starting energy from the
network in order to begin the operation. For such power plants, this is impossible after
a blackout.

2.2.3 Voltage Stability

Voltage stability means keeping the voltage constant within a defined range.
To guarantee voltage stability, capacitive or inductive reactive power is required.
In addition, it is important to identify sources of reactive power so that the voltage
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stability can be ensured. Reactive power provision from other voltage levels, operation
of STATCOM (Static Synchronous Compensators), application of tap changers or
synchronous condensers (generators without active power production) are examples of
approaches for reactive power provision for voltage stability.

The tasks of the voltage stability ancillary service are (Biechl, 1992):

e To compensate reactive power close to a required place by trying to avoid
the transport over long distances

e To achieve balanced voltage profiles within the network

e To optimize the generation and consumption of reactive power so that
active power losses are minimized.

The voltage stability ancillary service can be categorized in three types of control
approaches (Rebours, Kirschen, Trotignon, & Rossignol, 2007):

Primary voltage control: This is an instantaneous local control similar to the primary
power/frequency control. This control stabilizes the voltage at the terminals of, for
example, generation units based on droop control (Braun, 2008) or load tap changers in
the case of transformers. The response time of this control is in the order of few
seconds due to local measurements and relative small time constants (Al-Majed, 2008),
(Biechl, 1992).

Secondary voltage control: It controls the reactive power provision of multiple
generation units, inductor or capacitor banks, synchronous condensers or load tap
changers based on the measurements of one or multiple bus bars, also called pilot
buses (Al-Majed, 2008), (Taranto, Martins, Falcao, Martins, & dos Santos, 2000) (Biechl,
1992). For this reason, this control is centralized. Furthermore, the coordination is
performed by the network operator, which manages the provision of reactive power by
accessing local generation units or load tap changers for some transformers within a
regional voltage region and by calling them up to participate in the voltage control
(Rebours, Kirschen, Trotignon, & Rossignol, 2007). Additionally, the response time of
this type of control is in the range of 30 and 100 seconds (Al-Majed, 2008).

Tertiary voltage control: It performs the provision of the reactive power set points
for the secondary voltage control to optimize the voltage profiles of the power system
and to minimize the active power losses. These set points are generated based on
optimal power flows. The response time of the tertiary voltage control ranges from
15 minutes to several hours (Al-Majed, 2008), (Braun, 2008), (Rebours, Kirschen,
Trotignon, & Rossignol, 2007).
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Figure 2-14. Overview of the primary, secondary and tertiary voltage controller in a specific region
(Al-Majed, 2008), (Taranto, Martins, Falcao, Martins, & dos Santos, 2000).

Voltage controllers (primary, secondary, and tertiary) are outlined in Figure 2-14,
where a very good example of a primary voltage control is an AVR (Automatic Voltage
Regulator), which is applied for maintaining the output voltage of a synchronous
generator at a defined value. Figure 2-14 also shows the pilot bus, which is essential for
the measurements of the secondary voltage control. Regarding this pilot bus, it should
be selected such that its voltage characteristic represents its region. This is achieved
when the electrical distance between the pilot bus and the other bus bars within the
region is small. At the same time, the electrical distance between the pilot bus and the
adjacent regions should be large enough (Biechl, 1992). An example of pilot busses and
regions is represented in Figure 2-15. Apart from that, the tertiary control generates
the set points for the secondary control based on an optimization (optimal power flow
(Lopera-Mazo & Espinosa, 2018)) process, and as mentioned before, its objective is to
enhance the voltage profiles and to minimize the active power losses.

As shown above, the voltage controllers for voltage stability have a hierarchical
structure.
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Figure 2-15. Example of an electrical network with pilot busses and three different regions (Biechl,
1992).

2.2.4 Frequency Stability
Before describing this ancillary service, it is necessary to present the definitions of
synchronous areas, control blocks as well as control areas.

The European continent is a combination of synchronous areas. A synchronous area
is defined as “areas covered by synchronously interconnected TSOs, such as the
synchronous areas of Continental Europe, Great Britain, Ireland-Northern Ireland and
Nordic and the power systems of Lithuania, Latvia and Estonia, together referred to as
‘Baltic’ which are part of a wider synchronous area” (Schittekatte, Reif, & Meeus, 2019).
An example of a synchronous area in Europe is the UCTE (Union for the Co-ordination
of Transmission of Electricity), which is in the continental part of Europe, depicted in
Figure 2-16. The main task of the UCTE is to define technical and organizational rules
for the unrestricted interoperability of the members regarding power exchange and
support in case of faults. Currently there are 23 UCTE members; the geographical limits
are also shown in Figure 2-16. The UCTE members together with other synchronous
areas are part of the ENTSO-E (European Network of Transmission System Operators
for Electricity) (Schwab, 2020), (Gerasimov, Gerasimov, & Nikolaev, 2014). The ENTSO-E
members are also shown in Figure 2-16: UCTE, Nordel (Nordic Electric System
Operators), UKTSOA (United Kingdom Transmission System Operators Association),
ATSOI (Association of Transmission System Operators in Ireland), and BALTSO (Baltic
Transmission System Operators). Furthermore, Figure 2-16 indicates correspondingly
the type of connections between the different synchronous areas.
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Figure 2-16. Synchronous areas in Europe (Bompard, Fulli, Ardelean, & Masera, 2014).

The synchronous area of the continental part of Europe (UCTE) is divided into control
blocks (see Figure 2-17), where each of them is responsible for the frequency control
(Ippolito, Musca, & Zizzo, 2021). At the same time, a control block can contain one or
several control areas. A control area is defined as: “a coherent part of the interconnected
system operated by a single system operator.” (Schittekatte, Reif, & Meeus, 2019).
In other words, a control area is a TSO. In Germany, there are four control areas or
TSOs. These are represented by 50Herzt, Amprion, Tennet, and TransnetBW. The control
block is formed by the four TSOs plus Energinet, which is the TSO and control area in
Denmark West. Another example is France. Here there is just one control area or TSO,
which is operated by RTE (Réseau de Transport d’Electricité). In this example, the control
block is also managed by RTE.

Control Area Control Area Control Area Control Area Control Area Control Area

Figure 2-17. Structure of the UCTE (Fussi, 2011).

After analyzing the structure of a synchronous area, it is necessary to understand
which types of power plants are part of a synchronous area. A description of the
transmission and distribution systems in Germany is presented. These topics are
covered in the last chapter.

For every moment in time, the load and generation must be balanced. The frequency
stability ancillary service is required when an imbalance between the electrical load and
the power generation occurs. Additionally, depending on the frequency deviation,
different control loops may be necessary for maintaining the frequency stability of the
power system (Beaty, 2013), which is shown in Figure 2-18. In Europe, there are four
types of frequency control (Kaushal & Van Hertem, 2019):
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Figure 2-18. Overview of frequency control as a function of time.

Inertia support or instantaneous reserve: As described in (Schafer K. F., 2020), when
an active power imbalance occurs, a share of the electrical power takes place
immediately, which means a distribution of power among the electrical machines
depending on the impedances of the grid as well as on the generators. This process
occurs in a short time. Afterwards, a mechanical load sharing among the synchronous
machines follows in the network depending on the moment of inertia. That type of
frequency control is the so-called inertia support or instantaneous reserve, which in
other words is produced by the kinetic energy of the rotating parts of the generators
when an imbalance between electrical load and power generation occurs. It occurs in
the frequency range of +/-10 mHz (also called dead band) around the nominal
frequency. It is necessary to point out that there is no other control within this dead
band. In (dena, 2014), it is mentioned that RES, such as wind power systems or PV,
do not contribute to the inertial support unless technical modifications are carried out.

Primary power/frequency control: It is also called FCR (Frequency Containment
Reserve). This control, as presented in (Bevrani, 2014) and (Schafer K. F., 2020),
is activated when the frequency deviates by more than +/-10 mHz (dead band) in the
power system. Furthermore, its full activation takes place automatically within 30 s
after the frequency deviation and the period to be covered is 0<t<15 min per fault
event. Its aim is to stabilize the frequency in case of power fluctuations. Moreover,
this type of control is local and occurs at the generation units. In other words,
it is a decentralized control. Additionally, the primary power/frequency control is
a droop-based control, and its response is within a few seconds. Also, this droop-based
mechanism behaves as a proportional control, which means that the primary
power/frequency control brings the frequency of the power system to a fix value
(stabilization), but not to the nominal (50 Hz in Europe). Generators participating in
this ancillary service follow the curve shown in Figure 2-19. The figure shows that
for frequencies lower than 49.8 Hz, the generator supplies 100% of the maximum
offered active power for the primary power/frequency control. At frequencies higher
than 50.2 Hz, the generator consumes 100% of the maximum offered active power.
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Within the dead band, neither supply nor consumption of active power by the generator
occurs. For other cases, the control of active power is performed linearly and behaves
according to the droop of a generator (with nominal active power B,) according to

Af /f (2-3)

S =

n

Moreover, there is an important parameter called the network power frequency
characteristic, which is the quotient of the power deviation AP due to the disturbance
in the power system and the quasi-steady-state frequency deviation Af (ENTSO-E.
2009, Policyl, 2009), (Fussi, 2011). The network power frequency characteristic in a
control block or control area i is given by

AP; . (2-4)
A= A_f in MW /Hz

The greater this parameter, the lower is the frequency deviation after a disturbance.
For example, if the network power frequency characteristic in continental Europe is
around 18,000 MW/Hz and if a power plant of 1,000 MW is disconnected, then this
disconnection will produce a frequency deviation of -0,056 Hz.

Each control block and control area contributes to the primary power/frequency
control. The requested contribution c; is given by

E; (2-5)
Ci = E_l
u

where E; is the annual energy production (including energy production for export)
within a control block or control area and E,, is the annual energy production of the
synchronous area (e.g., UCTE) (Ippolito, Musca, & Zizzo, 2021), (Fussi, 2011). The addition
of all contributions c; within the synchronous area must be 1.
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Figure 2-19. Curve P vs. f for primary power/frequency control.
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Secondary power/frequency control: It is also called aFRR (automatic Frequency
Restoration Reserve). After a disturbance occurs within a control area or control block,
for example, lack of active power generation by a certain source, the instantaneous
reserve and then the primary power/frequency control are activated in all control
areas or control blocks (included the affected control area). Then, the secondary
power/frequency control of the control area or control block, where the power
unbalance occurred, is initiated to accomplish the following goals (Schafer K. F., 2020):

e Torestore the power balance within the unbalanced control area

e To bring the frequency to its nominal value

e To keep the power interchanges within the control areas to their
programmed scheduled values

The block diagram of the secondary power/frequency control is illustrated in Figure
2-20.

Jser - f

Measurement » ¢

tie-line Jf ;
|

Kap c,

Pl’i - AP )

Measurement . Q——> Pl C /

tie-line

Measurement
tie-line

Py

Figure 2-20. Block diagram of the secondary power/frequency control (Fussi, 2011).

At the tie-lines of each control block or control area, power measurements are
performed. Then, the addition of all the measurements P; is compared with the
programmed schedule values at these tie-lines P:

AP =P; — P, (2-6)

Next, the power variation AP is added to KAf. K is a factor similar to the network
power frequency characteristic. The result of this addition is the ACE (Area Control
Error):

ACE = Py — Py + K(fser — f) = AP + KAf (2-7)
In Figure 2-20, the block Pl is the proportional integral controller whose output goes
to the corresponding power plants part of the secondary power/frequency control. It is

necessary to point out that each of these power plants has a corresponding participation
factor C.
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For a better understanding of this controller, the following example is presented
(Fussi, 2011). Suppose that there are two control areas within a control block with the
following parameters (assumption K= 4):

e Controlareal > K; = 4, = 1,000 MW /Hz
e Controlarea2 > K, = 4, = 600 MW /Hz

Suddenly, the control area 2 loses one power plant with a rated power of 800 MW.

This means a frequency variation of -0.5 Hz:

AP AP 800 MW 2-8
total Af’ Acotal 1,601_(IJ MW
z
=—-05Hz

Subsequently, the primary power/frequency control set in each control area is
P, = —A4,Af = —1,000 * (—0.5) = 500 MW (2-9)

P, = —A,Af = —600 * (—0.5) = 300 MW (2-10)

These results show that there is a load flow of 500 MW from control area 1 to
control area 2. The ACE for each control area is given by

ACE, = 500 + 1,000 = (—0.5) = 0 MW (2-11)
ACE, = =500 + 600 = (—0.5) = —800 MW (2-12)

The ACE value is not zero in the control area, where the power plant is missing.

Additionally, the characteristics of the secondary power/frequency control are:

e According to (ENTSO-E. 2009, Policyl, 2009), this control can be centralized,
pluralistic (decentralized) and hierarchical.

e It is fully implemented within a maximum of 5 minutes after its activation
and should be completed after 15 minutes.

e In Germany, the parameters of the Pl control can vary between 0 and 0.5
for the proportional part as well as between 60 s and 300 s for the integral
time constant (Zeitler, 2022).

e Generators participating in the secondary power/frequency control must be
connected to the controller with a secured communication link (Brauner,
2016).

Tertiary power/frequency control: It is also called minute reserve or mFRR (manual
Frequency Restoration Reserve). This type of control is activated manually or
automatically by performing re-scheduling/change in the dispatch of the participant
generation units. It must be fully activated within the first 15 min (Fussi, 2011). For this
type of control, conventional power plants as well as controllable loads can be used
(Schafer K., 2022). Moreover, it has the purpose to relieve or replace the secondary
power/frequency control, since power plants providing secondary power/frequency
control cannot operate for infinite time. The tertiary power/frequency control is
applied for restoring the secondary power/frequency control, to manage eventual
congestions, to bring the frequency to its nominal value as well as the tie-line powers to
the specified values if the secondary power/frequency control is not enough (Bevrani,
2014).
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The TSO’s responsibility for the frequency control ends after one hour (Schafer K.,
2022).

Reserve Replacement Process: If the frequency deviation cannot be restored after
60 min by the primary, secondary and tertiary power/frequency controllers, then the
balancing group manager (BGM) is responsible for bringing the balance in the
transmission system (Schafer K., 2022).

2.3 Voltage-Sourced Inverters

Commonly, the following RES can be distinguished (Tran-Quoc, et al., 2007):

e RES based on power electronics (e.g., PV systems, batteries)

e RES in combination with asynchronous machines/doubly-fed asynchronous
machines/synchronous machines and power electronics, which is the case
of wind turbines.

e  RES coupled with synchronous generators (e.g., hydropower plants)

Most of the RES are based on DC/AC converters (hereunder: inverter), which make
the conversion from DC to AC power possible. Importantly, these inverters could be
based on the following technologies (Yazdani & Iravani, 2010):

MOSFET (Metal-Oxide-Semiconductor Field-Effect Transistor)
IGBT (Insulated-Gate Bipolar Transistor)

e  Gate-Turn-Off Thyristor (GTO)

e Integrated Gate-Conmutated Thyristor (IGCT)

Furthermore, inverters can be categorized as current-sourced inverters (CSI) and
voltage-sourced inverters (VSI) with the following characteristics (Kharjule, 2015),
(Yazdani & Iravani, 2010):

e (CSl: The DC-side current is not changed, but the DC-side voltage. Thus,
at the DC-side of the converter, a large inductor is applied.

e VSI: The DC-side voltage is not changed, but the DC-side current. Thus,
at the DC-side of the converter, a large capacitor is used.

For active and reactive power provision of RES with VSI inverters, the dg-Frame is
widely applied in the modelling of these inverters in order to guarantee not only a
decoupled control of active/reactive power, but also its transfer to the external grid
(Yazdani & Dash, 2009), (Beg, Rahmoun, Armstorfer, Rosin, & Biechl, 2016), (Rodriguez
Amenedo, Alnartes Gomez, Alonso-Martinez, & Gonzalez de Armas, 2021), (Bisht,
Subramaniam, Bhattarai, & Kamalasadan, 2018), (Khan & Memon, 2023).

For frequency and voltage support, RES with VSI inverters use also measurements
(voltage, frequency as well as active power) at its PCC in order to generate new set points
of active and reactive power for the internal controllers of the VSI (see Figure 2-21).
These characteristic curves can be classified as (VDE, VDE-AR-N 4105, 2011), (VDE, VDE-
AR-N 4110, 2018), (VDE, VDE-AR-N 4120, 2018), (Juamperez, Yang, & Kjzer, 2014):

P(f): Active power as a function of the grid frequency
Q(V): Reactive power as a function of the voltage at PCC
Q(P): Reactive power as a function of the active power at PCC

e cos@(P): Power factor as a function of the active power at PCC

These strategies are even being implemented in countries with high penetration of
RES. One example here is Germany. In the HV, MV, and LV levels, these curves are part
of the grid codes of the country.
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Figure 2-21. VSI with a characteristic curve.

2.4 Clustering Generation and Load

This section presents how nowadays load and generation are being clustered.
The literature classifies this into nanogrids, microgrids, virtual power plants, and
topological power plants.

2.4.1 Nanogrid
Up to now there is no a clear definition of a nanogrid, but according to (Dafalla, et al.,
2020), a nanogrid can be defined as a small (typically less than 20 kW (Roasto, Jalakas,
& Rosin, 2018)) electricity prosumer (consumption and generation) in the LV level, such
as one-family house, which is capable, for example, in grid mode, of injecting or
consuming active/reactive power to or from the grid. Power generation then is usually
carried out by RES in nanogrids. Importantly, a nanogrid can be operated in grid as well
as island mode. In addition to this, depending on the bus system, one can differentiate
between AC, DC, and hybrid (combination of AC and DC) nanogrids (Roasto, Jalakas, &
Rosin, 2018). Hereunder the focus is on AC bus systems. Nanogrids work generally in
combination with distributed generators and distributed storages. Usually, an example
of a distributed generator is a PV system. In addition to this, a nanogrid includes a
control centre with a communication network (wired or wireless). This means that a
nanogrid must include at least one load or a source of power and a gateway to the
outside (Nordman, Christensen, & Meier, 2012) in order to be defined as a nanogrid.
The basic components of a nanogrid in Figure 2-22 are:

e Local load

e Distributed generation

e Distributed storages

e Measurement devices

e Control centre

e Communication network

The application of a control centre as well as a communication network is only

possible if all the components work with protocols that allow the communication
between them. A very good example is Modbus TCP (Transmission Control Protocol),
which runs on Ethernet. The aim of the control centre is, for example, to interface the
nanogrid to other nanogrids or microgrids for power exchange. Furthermore, the control
centre distributes power to the local load in an effective way and prioritizes the
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distribution if the nanogrid includes more than one load (Nordman, Christensen, &
Meier, 2012). The control centre can also manage the power within the nanogrid from
an economical perspective.
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Figure 2-22. Nanogrid with communication network.

Definitely, the implementation of control algorithms in the control centre depends
on how the nanogrid will be operated (Labella, Filipovic, Petronijevic, Bonfiglio, &
Procopio, 2020).

e Grid-feeding: The nanogrid is required to supply a specific value of active
and reactive power at its PCC.

e  Grid-forming: The nanogrid defines its frequency and voltage. This operation
is required in island mode.

e  Grid-supporting: This is based on the droop control and can be applied in
grid and island mode. In simple terms, the active and reactive power of the
nanogrid is adjusted depending on the frequency and voltage at the PCC.
A very good example is the primary power/frequency control. In this case,
the nanogrid works in grid mode and supports the grid by consuming/injecting
active power depending on the grid frequency.

The operation of the nanogrid requires also that the distributed generators as well
as distributed storages have interfaces that allow the operation mentioned above.
Figure 2-23 shows the different interfaces. It can be seen that the interface (in other
words inverter) behaves as a voltage or current source, depending on the type of
operation.
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Figure 2-23. Different interfaces for distributed generators and storages: a) Grid-forming; b) Grid-
feeding; c) Grid-supporting as voltage source; d) Grid-supporting as current source (Labella,
Filipovic, Petronijevic, Bonfiglio, & Procopio, 2020).

2.4.2 Microgrid

As in the case of nanogrids, the definition of a microgrid is not clear. In (Mohammed,
Refaat, Bayhan, & Abu-Rub, 2019), for example, a microgrid is considered as a distribution
network that consists, like a nanogrid, of distributed generation, distributed storages,
loads, and controllers. In (Schwab, 2020), microgrids are defined as minigrids that have
at least one connection to the neighbouring distribution grid. In this definition,
minigrids are electrical networks that have no connection with the main grid and are
formed exclusively by diesel generators as well as by consumers. Nowadays these
minigrids are experimenting changes in the power generation due to the integration of
PV systems, wind power systems, and energy storages.

Microgrids can also work in grid-connected or island mode and have the capacity of
transfer and thus selling/buying power to/from the external grid or other microgrids.
Microgrids are more complex systems than nanogrids since they could include a
combination of more distributed generators, the number of loads could be high and the
distances between the distributed generators and loads could be in the range of
kilometres. These factors make the control strategies for microgrids more sophisticated.

Importantly, microgrids work also with communication infrastructures, which
present communication time delays. The literature presents many studies regarding the
impact of these delays on the stability of the microgrid (Alfergani & Khalil, 2017), (Yao,
Wang, Xu, & Naayagi, 2020), (Liu, Wang, & Xiaoping Liu, 2015), (Khalil, Elkawafi,
Elgaiyar, & Wang, 2016).

2.4.3 Virtual and Topological Power Plant

A single RES can provide active/reactive power exchange with the external grid.
Definitely, a single RES can also interact with other RESs as wells loads so that a specific
task is accomplished by the whole group. In the literature, such a concept is called a
virtual power plant (VPP). A VPP aggregates many types of RESs, such as hydropower
plants, wind power systems, PV power plants, electrical energy storages, loads etc.
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Indeed, the application of communication technologies is extremely important for the
aggregation and interoperability of a variety of RESs within the VPP nowadays
(Etherden, Vyatkin, & Bollen, 2015), (Hernandez, et al., 2013). Consequently, a VPP can
be also defined as a system which clusters generation, storages, (controllable) loads as
well as a communication infrastructure in order to make them turn out as a single
power plant (Etherden, Vyatkin, & Bollen, 2015), (Zhang, et al., 2022), (Venegas-
Zarama, Mufioz-Hernandez, Baringo, Diaz-Cachinero, & De Domingo-Mondejar, 2022).
Furthermore, VPPs are usually implemented in the MV and LV levels.

Apart from this, VPPs can provide ancillary services (Ali, Massucco, & Silvestro,
2018). For example, (Hu, et al., 2022) proposed a framework for provision of the
ancillary service inertia support (or instantaneous reserve) by coordinating the
parameters of the inverters within the VPP. In (Zwaenepoel, Vandoorn, Van Eetvelde, &
Vandevelde, 2014), VPPs participate in the ancillary services congestion management
and frequency stability.

The high presence of RES in distribution networks includes new questions regarding
the potential of providing ancillary services from distribution grids. For such
investigations, iterative processes as well as optimization algorithms are applied (Sowa,
Goergens, Schnettler, Koeberle, & Metzger, 2016), (Greve, Schwippe, Noll, & Rehtanz,
2014), (Barth, et al., 2013), (Kaempf, Abele, Stepanescu, & Braun, 2014). For providing
an ancillary service, it is essential that the requirements of the distribution as well as
the transmission system are recognized, such as reactive power (Weber, Zdrallek,
Abele, Brenneisen, & Mogel, 2021). Furthermore, grid codes or guidelines of the
country influence the potential of provision of ancillary services. This is studied in
(Goergens, Potratz, Godde, & Schnettler, 2015), where the reactive power provision of
a distribution grid with only PV systems and, in parallel, taking into account the
German national grid code for low voltage level VDE-AR-N 4105 is small compared to
the case without considering the mentioned guideline.

Furthermore, the integration of RES and the decommissioning of conventional
power plants bring new challenges in the transmission systems. Besides, TSOs have not
direct access to the RES connected in distribution systems. This leads to think that
nowadays a proper coordination between the distribution and the transmission system
is required. The literature presents approaches for a proper coordination between TSO
and DSO (Rodio, Giannoccaro, Bruno, Bronzini, & La Scala, 2020), (Bachoumis,
Kaskouras, Papaioannou, & Sousounis, 2021), (Marten, et al., 2013). For instance, in the
latter, it is mentioned that in Switzerland, some TSOs send reactive power schedules
(for voltage control) to DSOs to be accomplished (for the next day) at the coupling point
of the two systems. This action is remunerated by the TSO. On the other hand, as in the
case of VPP, communication technologies and automation are important in the
coordination between TSO and DSO due to the increased number of RES to be
monitored and controlled in the distribution systems (Migliavacca, 2020).

On the other hand, the definition of a topological power plant or TPP comes from
the research project (IREN2, 2018). Importantly, contrary to a VPP, a TPP is an electrical
coupled network section of generation and load that, together, can provide ancillary
services as conventional power plants do for the overlaid or the neighbouring grid
(Vasconcellos, et al., 2018). The provision of ancillary services takes into account the
restrictions of the local grid. In a VPP, sources and load units can be geographically
installed in different network sections and, thus, with several PCCs. However, a TPP is a
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specific case of a VPP, since a TPP is a defined network section and has one PCC
(as seen from the overlaid or neighbouring grid).

The operational strategy (from the system-oriented point of view) of a TPP can be
summarized as the transfer of active or reactive power at the PCC of the TPP
(Vasconcelos, Thie, & Bertram, 2018).

The transfer of active power can be applied in:

e Redispatch, adjustment of active power or also called power curtailment.
In this case, a TSO requires an adjustment of active power in the grid, so
that congestion within the network can be avoided. Furthermore, redispatch
is common in Germany due to the high presence of RES. A TPP can support
the grid by varying the active power at the PCC and, thus, participate in the
redispatch process.

e  Offering of power/frequency control

The transfer of reactive power is focused on alternatives to provide locally the
required reactive power when conventional power plants are decommissioned. A local
unbalance of reactive power is caused by the shutdown of these power plants. Thus,
a TSO/DSO needs to find alternatives to provide the lack of reactive power. If this is not
performed locally, the reactive power needs to be transported over long distances. As a
result, overvoltage, undervoltage as well as an increase of losses are imminent
(Goergens, Potratz, Godde, & Schnettler, 2015).

2.5 Conclusions

The power generation in Europe is being transformed to a more inverter-based-power-
supply. This factor can influence the power system stability if new approaches for the
provision of ancillary services are not considered.

In Germany, the high presence of RES and the decommissioning of conventional
power plants has led to the implementation of new approaches in the transmission
systems for the provision of ancillary services for voltage and frequency stability.
Examples are the installation of STATCOM and the implementation of redispatch. While
all the RESs installed in different voltage levels in Germany must participate in the
power system stability by providing specific ancillary services, there is no information
regarding how the clustering of households or nanogrids in LV networks can contribute
to the provision of ancillary services and, thus, to the power system stability. For that
reason, this research work extends knowledge by considering nano- and microgrids as
well as their aggregation for a topological power plant with respect to control purposes.
Figure 2-24 shows the TPP developed in this scientific work, which is in a LV network.
This TPP is composed by a microgrid and some other loads and PV generation.
The microgrid is a set of nanogrids which have distributed storages, distributed
generators, a control centre, and loads. The TPP receives set points of active and
reactive power from a DSO, which must be accomplished at the point of common
coupling of the TPP (PCCrep). In order to make this possible, the TPP requires a
superordinate controller so that the set points can be sent and optimally distributed to
each nanogrid. For that reason, the superordinate controller must also take over
optimization tasks, which consider network restrictions such as overloading of cables
and transformers as well as voltage bands.
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Figure 2-24. TPP in a LV network receiving set points of active and reactive power from a DSO.

Furthermore, in this scientific work, based on the state of the art analysis, the
contribution of nano- and microgrids to topological power plants (TPP) regarding
voltage and frequency control is explored from the dynamic and steady state point of
view. The dynamic and steady state behaviour are analyzed at the nanogrid and TPP
level, respectively.

From the dynamic point of view, detailed mathematical models of DG and DS part of
a nanogrid are developed and presented in Chapter 3. Since the simplification of these
detailed models parts of a nanogrid are not covered in the literature, Chapter 3 focuses
on this topic. To investigate the behaviour of these simplified models in combination
with a power distribution control, the simplified DG and DS are incorporated in a
control centre for the provision of active and reactive power of a nanogrid in
grid-connected mode. Moreover, the state of the art shows high presence of
communication technologies in modern power systems. Importantly, the application of
these technologies implies the presence of communication time delays. No information
was found in the literature of how to analyze nanogrids in grid-connected mode with
communication time delays in a systematic way. A method for such an analysis is
shown in section 3.3.3.

From the steady state point of view, a method for minimizing active power losses
when providing reactive power from a TPP mainly formed by nanogrids is developed in
Chapter 4. As the literature does not cover relevant issues, the method will be
presented in the mentioned chapter.
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3 Development and Validation of Mathematical Models of
the Nanogrid for Frequency and Voltage Control

This chapter refers to the dynamic behaviour of nanogrid in grid-connected mode,
as related to the first and second hypotheses presented in section 1.2.

The first hypothesis states that for the control and stability analysis, the switching of
the IGBT of the inverters in DS and DG can be neglected. To test this hypothesis, three
steps are performed. Firstly, detailed models based on the components of a real
demonstrator are developed. Then, a simplification of each detailed model is carried
out. Next, each simplified model is validated by comparing simulation results with
measurements at the demonstrator. Finally, to increase the complexity, the simplified
models are combined with power distribution control (PDC) in a simulation
environment and validated by comparing with measurements.

The second hypothesis states that the stability of a nanogrid can be influenced by
time delays present in communication infrastructures. To test this hypothesis, an
ordinary differential equation of the system to be analyzed and its small-signal
representation are developed. The small-signal models are validated by comparing
simulation results with measurements at the demonstrator. Afterwards, the pole-zero
plot of the transfer function representing the system (including communication delays)
is presented.

3.1 Demonstrator

The demonstrator was set up to show not only theoretical work but also to enable an
exemplary demonstration. As seen in Figure 3-1, the demonstrator consists mainly of
four containers, where the components are installed.

Figure 3-1. Overview of the demonstrator in Wildpoldsried (copyright: Fotodesign Suchy).

Figure 3-2 depicts a single-line diagram of the demonstrator. There is an on-load tap
changer (OLTC) that connects the Wildpoldsried Community and the demonstrator
(microgrid and nanogrid) with the MV level. The main protections are represented by
the circuit breakers CB1 and CB2. As seen in Figure 3-2, the microgrid consists of a static
synchronous compensator (STATCOM), two gensets or a combination of diesel engines
and electric generators, two battery energy storage systems (BESS), a back-to-back
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station voltage source converter (B2B-VSC), and a nanogrid. The components of the
nanogrid are two home battery energy storage systems (HBESSs), a controllable load,
a charging station, an air-to-air heat pump, and a PV system. All the components of the
nanogrid are connected to the microgrid through a switch cabinet.

The microgrid also includes a switch board, which allows electrical connection
between the components with the local grid. Additionally, this switch board enables
extension of the distance between the microgrid components and thus, an increase in
the cable impedance. This option is useful for analyzing the effect of cable lengths on
the stability in islanded microgrids (Beg, Biechl, & Rosin, 2020).

20KV
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630kVA
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CR2 \ ______ C _nlnlnyrln}
400V ; :
I |
CBI I |
i 1
____________ '
400V TCC
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Genset, " LIN(J ™
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Gensety

100kVA l
I | X
160kWh  S0kWh  150KW & & Contro '\Iuhlz @ % %
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Figure 3-2. Single-line diagram of the demonstrator (IEES).

3.1.1 Nanogrid
This section describes the components of the nanogrid, including the design and setup
of the control centre. The charging station is not considered.

3.1.1.1 Integration of Distributed Generators
The nanogrid includes two PV systems with east and west orientation, each of them
with a PV inverter. The PV modules installed on the roof of the containers shown in
Figure 3-1 have the following characteristics:
e  Monocrystalline
e  Electrical characteristics under standard conditions:
o Pwmpr =300 kWp
o Vwmpp=32.51V
o Iwp=9.23A
The east and west orientation have a peak power of 5.4 kWp (18 modules connected
in series) and 4.5 kWp (15 modules connected in series), respectively. The inverters
(see Figure 3-3) installed in the nanogrid have the following specifications:
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e 6 kVA three-phase inverter

e 1 MPPT per inverter

e  Maximum DC voltage 1000 V

e  Power Factor = 0.4 (inductive and capacitive)

e Communication interface Solarbus (based on RS-485 and Modus ASCII)

Figure 3-3. PV inverters and the switch cabinet of the nanogrid.

The active and reactive power diagram shows the capability of the PV inverters,
which is depicted in Figure 3-4 (generation convention). The PV inverters work only in
two quadrants. The power factor of 0.4 (66.42°) inductive and capacitive is defined in
the figure by PFmax. At an angle of 66.42°, the maximum reactive power is reached
(Qmax). Moreover, if the actual active power is less than Pgp (active power break point),
then the maximum reactive power that the inverter can provide in the blue zone is
given by (3-1), where Ppy,_, is the actual active power.

QPVmax _blue =229 PPVa_(;t (3‘1)

If the actual active power is in the green zone, then the maximum reactive power
that the PV inverter can provide is calculated by (3-2).

- / 2 2 (3-2)
QPVmax _green - SPVrated - PPB

Furthermore, a reduction of the active power will be carried out, so that the rated
apparent power of the PV inverter Spy,_ . is not exceeded.
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Figure 3-4. PQ diagram of one PV inverter.

3.1.1.2 Integration of Distributed Storage Systems
Two HBESSs were integrated in the nanogrid: HBESS | and HBESS II.
In the case of HBESS |, the following electrical characteristics are listed:

20 kVA three-phase inverter

Maximal discharge power 18 kW

Battery cells with Lithium-NMC (Nickel-Mangan-Cobalt-Oxide) technology
Battery capacity of 18.6 kWh

DC-Side has three modules, each module with 2p16s configuration (group of
two cells in parallel, each group stacked 16 times and connected in series)
Four quadrant operation: positive and negative active and reactive power
set points possible

Communication interface Modbus TCP/IP

Figure 3-5. HBESS |.
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Electrical characteristics of HBESS Il are:
e  Three-phase system
e  Battery capacity of 9.8 kWh
e  Maximal active power by charging: 3.4 kW
e  Maximal active power by discharging: 3.0 kW
e No reactive power control possible
e Communication interface Modbus TCP/IP

Figure 3-6. HBESS II.

3.1.1.3 Integration of Controllable Loads

These components consist of two controllable loads. The first load is a 3-phase
symmetrical/unsymmetrical ohmic/inductive load. The maximum active power that this
load bank can consume is 30 kW; in the case of the reactive power 22.5 kvar (steps of
500 W resp. 500 var). The second load is a 3-phase symmetrical/unsymmetrical capacitive
load. The maximum reactive power feed-in is 24 kvar (steps of 500 var).

Figure 3-7. Controllable loads: Ohmic/inductive load (left) and capacitive load (right).
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3.1.1.4 Air-to-Air Heat Pump
The air-to-air heat pump consists of an internal and external device with the following
technical data:
e Three-phase system
e Air cooling/air heating
e SCOP:4.54
e SEER:7.0
e Heating capacity 7.5 kW
e Cooling capacity: 6.8 kW
e Communication interface Modbus RTU
The modelling of this device is not part of this scientific work.

3.1.1.5 Design and Setup of the Control Centre

The communication infrastructure is illustrated in Figure 3-8. The tests performed in
this scientific work were carried out on a personal computer with the software
LabVIEW. This is represented by the block “LabVIEW Nanogrid” in Figure 3-8. The block
SP5 means Spectrum Power 5 from the company Siemens and allows data archiving,
visualization, and SCADA (Supervisory Control and Data Acquisition). The block SP5 is
not part of this scientific work. On the other hand, the controller S7-1200 is the interface
between the SP5, the PC with LabVIEW and the components of the nanogrid. In addition,
the S7-1200 was set up as part of the research project (pebbles, 2021) and makes the
communication between different protocols and standards possible; in this case:

e Modbus TCP

e RS-485
e  Profinet
e |O-Link

The control centre for this thesis is based on LabVIEW. The reason for applying this
software is the visual programming language. The setup of the control centre was
performed in LabVIEW’s Block Diagram window. The main feature of the setup was to
read and write Modbus TCP registers in order to be able to establish communication
between the PC with LabVIEW and the single components of the nanogrid. Undoubtedly,
without this feature, the demonstration is not possible. Particularly, the following
performances were implemented in the control centre by applying LabVIEW’s functions:

e Visualization of parameters:
o Active and reactive power
o SOC, SOH (in the case of batteries)
o  Error status
o Frequency and voltages
e  Setting up of protections
e Sending of set points for active and reactive power to the individual
components of the nanogrid
e  Data archiving
e  Control of active and reactive power at the PCC of the nanogrid

Figure 3-9 and 3-10 show examples of LabVIEW’s Front Panel for sending set points to
HBESS | as well as for the active power control at the PCC, respectively. Unquestionably,
the LabVIEW programming (especially data archiving and control) allows performing
several tests required for the validation of the single components of the nanogrid (section
3.2) as well as for the complete system including control centre (section 3.3).
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3.1.2 Microgrid

Previously, the nanogrid, which is part of the microgrid, was presented. In this section,
the rest of the components of the microgrid are shown. These are not part of sections
3.2 and 3.3. For this reason, a brief explanation of each of them is given.

As seen in Figure 3-2, the main element of the microgrid is the block called “Switch
Board and Test Grid”. This is a large switchgear (see Figure 3-11) that allows the
connection between the LV grid and the microgrid components. Also, this part has the
functionality of network extension through the laid cables seen in Figure 3-12. This
permits replication of large distances by increasing the cable length between the
microgrid units.

Figure 3-12. Network extension.

Furthermore, the microgrid has two battery energy storage systems (Area BESS and
Campus BESS) with different capacities: in this case, 160 and 50 kWh. The Campus BESS
has a grid-feeding interface. On the other hand, the four operation modes shown in
Figure 2-23 can be set up in the Area BESS. Also, the unit B2B-VSC has a rated apparent
power of 500 kVA. This is an inverter-based coupling between MV and LV. This unit is
useful for the emulation of battery storage systems with infinite capacity as well as for
controllable PV systems. In addition to this, the B2B-VSC permits the generation of
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disturbances in island mode (e.g., load steps or variable PV power due to lack of solar
radiation). In addition, there are two gensets; one of them is operated with vegetable
oil. These gensets have no power electronics and are synchronous machines connected
with diesel engines. Next, the STATCOM or static var generator has the functionality of
exchanging reactive power with the external grid, and, thus, allowing voltage control.
This component has a rated apparent power of 100 kVA; the reactive power
(inductive/capacitive) can be provided by sending voltage as well as reactive power set
points to the STATCOM controller.

3.2 Subsystems

In this section, detailed and simplified models of each of the subsystems of the nanogrid
are presented. The simplified models play an important role in this scientific work,
whereby a detailed explanation of the development of these simplified models is
required and shown in this section. Figure 3-13 illustrates the control structure of a VSI
by applying the dg-Frame. This structure is applied for the subsystems of the nanogrid,
which usually have a DC source, a DC/AC converter, and impedance (due to filters and
transformers). The signals m,, m;, and m, (in short form mg,. ) are required for
modulation, e.g., Pulse Width Modulation (PWM). The dg-Frame is employed as part of
the controller, since it provides DC quantities due to synchronization, via the PLL block,
between the grid and the DC/AC converter. Thus, the implementation of Pl controllers
is suitable for this application (VSI Control block).

Grid

DC

— 1 v, b R L W,

VD(‘ ¢ g
el i R L]

e
momm, ||| 2] Bl p

Inf If,f v
m, — sd | M
Jube1— VST e ref
P m, Control |«
Qr&_'f'

Figure 3-13. VSI and control structure in the dg-Frame (Yazdani & Iravani, 2010).

The of-Frame as well as the dg-Frame representation of a space phasor are the
basis of the control structure shown in Figure 3-13. The equations below are developed
according to (Yazdani & lIravani, 2010), which means that the rest of this section is
based on this reference. First, a three-phase system is defined as

fo(®) = fcos(wt +6,)
2n

f,(t) = f cos (wt + 0, — ?)

(3-3)
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f.(t) = f cos (wt + 6, — 4?”)

where f, 6, and w are the amplitude, the initial phase angle and the angular frequency
of the sinusoidal functions. A space phasor is defined as
> 27 . 21 Am -4
F© =[P @ + 510 + 5 L0 4
If equation (3-3) is inserted in (3-4) and then decomposed into its real and imaginary
components, one obtains

fO) = fo +ifs (3-5)

which is the af-Frame representation of the three-phase system of equation (3-3).
The dg-Frame representation is given by a phase shift by an angle ¢ of the af3-Frame
representation.

fa+ify = (Fu +jfp)e*® (3-6)
det) _ de(t)
dt ~  dt
guaranteed. Next, the dynamic model of the converter shown in Figure 3-13 in the

dg-Frame is described. The AC voltages at the output of the impedance are

can be

DC quantities can be obtained from the dg-Frame representation if

Vea () = V; cos(wot + 6,)
27r) (3-7)

Vep () =V, cos <w0t + 6y — 5
~ 4m
Vi (t) =V, cos (wot + 6, — ?>

The dynamics of the AC side of the converter can be represented as

dig .
LE = —Rla + Vta - Vsa
dib ) (3_8)
LE = _Rlb + th - VSb
di, )
LE = —Rlc + VtC - VSC
The space-phasor equivalents of equations (3-7) und (3-8) are given by
]_/;(t) = (e (@ot+0) (3-9)
dr L o= = (3-10)
LE =—-Ri+V, -V,
If equation (3-9) is inserted in (3-10), one obtains
dr — . 3-11
L—= —RT+ V, — V,e/(@ot+0) (3-11)

Next, the dg-Frame representation is defined as
F© = fa+ifp = (fa +Jfy)e’?® = faqe?®
U(t) = igge’*® (3-12)
thq = thqejp(t)

where p is the phase shift required for the dg-Frame representation, as shown
previously. Equation (3-12) can be used to rewrite equation (3-11) as follows:
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d . . . .
i )y — P t t 7 t+6
La(laqem( )y = —Rldqe“’( ) 4 thqe“’( ) — el (@ot+00) (3-13)

Equation (3-13) can be rearranged as

d dp P
. _ . . . 9 _
LE(qu) = —JL— g = Riaq + Veag = V e/ (@ot+60=p) (3-14)

The PLL block of Figure 3-13 plays an important role in the synchronization of the grid
and the converter since it controls p at wyt + 64. Under steady state, the PLL and the
derivates of equation (3-14) can be expressed as follows:

p = wot + 0, (3-15)
dp
at -~ (3-16)
dt (3-17)
Then, equation (3-14) can be written as
Veag=0% = [jwoL + Rligq (3-18)

which represents an equivalent single-phase circuit with its phasor representation.
Figure 3-14 depicts the simplified model in the abc-Frame according to Figure 3-13 and
equation (3-18). Additionally, this equation is the basis of the simplified models applied
in this scientific work and can be used for control design if a quasi-steady-state
condition is assumed. Moreover, it is important to highlight that in the simplified model
Mape = Veabe-
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Figure 3-14. Simplified model.
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3.2.1 Home Battery Energy Storage System |

3.2.1.1 Detailed Model
A detailed model for HBESS | and its topology is shown in Figure 3-15. This topology can
be divided into three subsystems: the battery model, the bidirectional DC/DC
converter, and the AC inverter with its corresponding filter. The battery model block of
Figure 3-15 has the following characteristics:
e Nominal voltage of each cell: 3.7 V
e 32 cells pro module (2 p16s)
e Lithium-NMC (Nickel-Mangan-Cobalt-Oxide)
e Three Modules in series
e Nominal voltage pro module: 59.2 V

The bidirectional DC/DC converter consists of voltage and current control. The first
controller regulates the voltage at the DC link (VDHCiiE,f,f’) and gives the reference value
to the current control, which regulates the current at the output of the battery model
(ifffss’). The output of this controller provides the duty cycle for the switches S;
(boost converter) and S, (buck converter) (Arancibia, Strunz, & Mancilla-David, 2013),
(Bae & Kang, 2013), (Camara, Gualous, Gustin, & Berthon, 2008), (De Castro, et al.,
2011). In order to be able to generate enough voltage for the LV three-phase network,
the DC-link voltage control is required (Mertens, 2015).
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bat

Figure 3-15. Topology of HBESS |.

In the case of the AC inverter, it is based on a VSI control in order to regulate the
active and reactive power at the PCC of HBESS I. The VSI control consists of an inner
(current control) and outer loop (power control). Figure 3-16 shows the block diagram
of it. The delay due to the switching frequency of the inverter (converter block in Figure
3-16) as well as the parameters of the inverter filter are part of the inner loop. On the
other hand, the outer loop receives set points of active or reactive power and then
provides the current set point for the inner loop. The control strategy presented in this
work is described in (Yazdani & lravani, 2010). Additionally, the pole placement
method is applied for tuning the controllers as the first step.
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Figure 3-16. Block diagram of the power and current control of HBESS |.

In Figure 3-17a, the active power set point is varied from 0 kW to -17 kW (charging of
HBESS 1), while the reactive power is set to 0 kvar. It can be seen that the voltage at the
output of the battery model depicted in Figure 3-15 increases (Figure 3-17b), while
the current i,l;[ftESSI decreases due to the charging process, as seen in Figure 3-17c.
This confirms the correct functionality of the controllers of the DC/DC converter as well
as of the AC inverter.
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Figure 3-17. Charging of HBESS | with a set point of -17kW: a) Active power at the PCC of HBESS I;
b) Voltage at the terminals of the battery model; c) Battery current.

3.2.1.2 Simplified Model

The simplification of the detailed model is carried out once its functionality is verified.
This reduction of the complexity consists of an equivalent resistance and inductance
(due to inverter filter) and a controlled voltage source (Armstorfer, Beg, Rahmoun,
Rosin, & Biechl, 2017), see also section 3.2. The simplified model of HBESS | and in its
control are depicted in Figure 3-18.
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Figure 3-18. Simplified model of HBESS .

3.2.1.3 Validation

The simplified model of HBESS | is compared, firstly, with the detailed model and then
with transient measurements. For the two cases, the validation is performed by
measuring the active and reactive power at the PCC of HBESS I.

The comparison of the detailed and simplified model is depicted in Figure 3-19 when
an active and reactive power set points of +18 kW and +20 kvar are applied,
respectively. Results show a very good correlation between the two models.
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Figure 3-19. Comparison between the detailed and the simplified model: a) Active power set point
equals 18 kW and reactive power 0 kvar; b) Reactive power set point equals 20 kvar and active

power 0 kW.

The simplified model is then validated. This step is performed by comparing
simulation results with transient measurements. Figure 3-20 shows an example of the
validation of the simplified models for two different set points for the active and

reactive power at the PCC of HBESS I.
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Figure 3-20. Comparison between the simplified model and transient measurements: a) Active
power set point equals 18 kW and reactive power O kvar; b) Reactive power set point equals
-20 kvar and active power 0 kW.

3.2.2 Home Battery Energy Storage System Il

3.2.2.1 Detailed Model
The detailed model of this subsystem of the nanogrid is depicted in Figure 3-21. It consists
of two DC/DC converters and an AC inverter.

In the DC side, two battery modules with a capacity of 3 kWh and 6 kWh are part of
HBESS II. The number of cells connected in series and in parallel of the battery modules
were adjusted according to the data sheet of HBESS II:

e 3 kWh module: 14s1p
e 6 kWh module: 14s2p

The battery modules are connected to the two bidirectional DC/DC converters
whose controllers require active power set points Py,¢ser1aNd Pyatser2 for generating the
pulses for the switches S;, S,, S;,and S,.
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48V/3kWh }" ””””””””””” :
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h L
) Lo i
— I S =i
—— 1 ! CUG I
T | i 0. -0
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P | uirecton =S, l
barset, Comverter0 | ¢ V P
2 i
D Cr'ﬁ/ — VSt | Measurements |
Bidirectional DC/DC converter V Control ¢ ; (AC-side) }
——————————————————————— | — . I
ViGk WT i
48V/6kWh . L S, ! DC i Vabe L, |
1 e I L e St
. ] Lo i
— | S Cpe. T! v A
I * ! — —
; - v } DC, il
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batset, Converter | s 54

Figure 3-21. Topology of HBESS II.
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The AC side is based on an VSI control. Figure 3-22 shows the control structure of the
AC inverter of HBESS Il according to (Yazdani & Iravani, 2010). This consists of two outer
loops. The first outer loop regulates the DC link voltage, which, in turn, gives the set
point for the inner current loop related to the direct component of the three-phase
current at the PCC of HBESS Il. Additionally, the first outer loop considers the dynamics
of the DC link capacitor. On the other hand, the second outer loop allows an
independent control of the reactive power. The pole placement method is applied for
the tuning of the controllers of the AC inverter.

J HBESS
DCLink _ref IHBESSM
d.ref | HBESS;
¥ BN
—> ! THPESS: 1| B [BESSy - pHIESS), Cum \\” s
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HBt.SS,, 4

Controller Converter Plant Plant

HBESS 1 1 3 HBESS
Fe‘f KHB.L’&.S, ( ) K “(s) HBESS
T HBESS [ /BE: BE! Va
—}.—-_V U " BESS) {If ESSy Q;fjf ESS 2

Power Current
Controller

Figure 3-22. Block diagram of the voltage, reactive power and current controllers.

Figure 3-23 shows an example of a discharging process of HBESS II. An active power
step of 2 kW is required at the AC side of HBESS Il (Figure 3-23a). The voltages at the
output of the battery modules (Figure 3-23b) are slightly reduced, while the currents
(Figure 3-23c) are increased due the discharging process. In this example, the reactive
power set point is set to zero.
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Figure 3-23. Discharging process by applying a set point of 2 kW: a) Active power at the PCC of
HBESS II; b) Voltages at the output of the two battery modules; c) Currents at the output of the
two battery modules.
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3.2.2.2 Simplified Model

The topology shown in Figure 3-21 is simplified according to Figure 3-24. The simplified
model of HBESS Il regulates the active and reactive power at its PCC. This means that
the DC voltage control of Figure 3-22 is replaced by an active power control and the
reactive power control remains as presented. Furthermore, an equivalent resistance
and inductance due to the AC filter are part of the model.
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Lipe abCHBESS”
‘ — .o proess; | L
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- r\) Vise " — Control [~—
4 .
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= "Cff abc
3 Power and

Current Control
in dq Frame

Figure 3-24. Simplified model of HBESS II.

3.2.2.3 Validation Model

Firstly, the simplified model is validated by comparing it with the corresponding
detailed model (Figure 3-25). Secondly, the verified simplified model is compared with
transient measurements and adjusted by setting a ramp to the simplified model (Figure
3-26). For both scenarios, the active power is only analyzed.

Active Power PCC HBESS 11

7.90 7.95 8.00 3.05 8.10 8.15 8.20
Time [s]

Figure 3-25. Comparison between the detailed and simplified models of HBESS Il when applying a
set point of 2 kW.
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Figure 3-26. Comparison between the simplified model of HBESS Il and transient measurements.

3.2.3 Photovoltaic System

The PV system of the nanogrid consists of two inverters with east-west oriented
modules. The models described in this section are the same for both inverters and are
called PV system | and PV system II. The only difference between them is the number of
modules of the PV strings connected to the inverters.

3.2.3.1 Detailed Model
The inverters of PV system | and Il can perform reduction of active power as well as
absorption/generation of reactive power.

For the reduction of the active power, the topology in Figure 3-27 is applied
according to (Yang, Blaabjerg, & Wang, 2014), (Sangwongwanich, Yang, & Blaabjerg,
2017) and (Wandhare & Agarwal, 2014). Furthermore, for the analysis of this topology,
the reactive power set point is set to zero. If a reduction of the active power for PV
systems 1 or 2 (Predl,z) is required, the control of the DC/DC converter verifies the
criteria Preq, , > Pypp, , and Prea,, = Pupp,, where Pypp, , is the maximum power
available at the moment of the verification (see Figure 3-27 and Figure 3-28).
The maximum power tracker algorithm called incremental conductance is selected in
PSCAD. Then, if the first inequality is true, the maximum power point power is chosen.
On the other hand, if the second inequality is valid, a reduction of the active power is
set. Both criteria apply a Pl controller whose output value goes to the SPWM block,
where the switching frequency for the DC/DC converter is generated. Finally, the VSI
control block regulates, similar to HBESS I, the DC-link voltage as well as the reactive
power at the PCC of PV system | and Il.
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Figure 3-27. Topology used for PV system | and Il in the case of the reduction of the active power.
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Figure 3-28. Reduction of the active power considering different solar radiations.

For the provision of the reactive power, the topology in Figure 3-29 is set up.
A reactive power set point is sent to the controller. Depending on the PQ curve block,
the reactive power at the PCC is generated (see section 3.1.1.1). Additionally, if the
active power generated by PV system | or Il is reduced due to a reactive power set
point, then the control strategy for the DC/DC converter shown in Figure 3-27 is also
applied to the strategy of Figure 3-29.
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Figure 3-29. Topology used for PV system | and Il in the case of reactive power provision.

The VSI control block regulates, similar to HBESS II, the DC link voltage and the
reactive power at the PCC of each PV system. The block diagram of these controllers
and transfer functions is shown in Figure 3-30.
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Figure 3-30. Block diagram of the voltage and reactive power control for PV system | and |I.
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3.2.3.2 Simplified Model
The same structure presented for HBESS | and HBESS Il is applied for PV system | and II.
This structure is illustrated in Figure 3-31.
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ref Power and
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Figure 3-31. Simplified model of PV system | and II.

The set point Pr}:;l'z refers to the active power generated by PV system | or Il at the

PCC of each one. To calculate Prl:\fll'z, the procedure of Figure 3-32 is followed.

The Python tool, pvlib, is used to generate a lookup table that contains the global
radiation, the cell temperature and the active power generated by the PV string (set of
PV modules). The tool pvlib provides functions and classes for simulating the
performance of PV energy systems (Python). The required inputs for pvlib are:

e Input 1: The parameters related to the PV cell at standard conditions according to
PSCAD (ideality factor, photocurrent, saturation current, series resistance, and
shunt resistance) and information from the data sheet of the PV module (cell
arrangement, short circuit current, open circuit voltage, maximum current and
voltage, and temperature coefficients).

e Input 2: Measurements of the global radiation and cell temperature.

The outputs of the block pvlib in Figure 3-32 are related to one PV module. These are
the short circuit current (Is.), the open circuit voltage (V;), the current (I,,,), as well
as the voltage (V,,,) at maximum power point. The last two outputs are used for
calculating the active power of a PV string.
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Figure 3-32. Procedure for obtaining the active power generated of PV system | and II.

3.2.3.3 Validation Model

First, the simplified model of section 3.2.3.2 is compared with the detailed model of
section 3.2.3.1. Then, the simplified model is verified by comparing it with transient
measurements.

Figure 3-33 depicts the comparison between the simplified and detailed model for
PV system | in case an active power reduction set point of 2 kW is required at the PCC
of the system. The comparison is done for standard conditions, which means, for a
global radiation of 1,000 W/m? and cell temperature of 25 °C. In this example, the pvlib
tool is not applied since the active power set point of the simplified model applied
before the active power reduction is calculated according to the data sheet of the PV
module.

Comparison of Models (Active Power PCC)

o

—— Simplified Model

E Detailed Model
A,

Figure 3-33. Comparison between the simplified and the detailed model for PV system | when a
set point of the active power reduction of 2 kW is required.
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For the validation of the active power reduction, PV system 1 is used. Figure 3-34a
illustrates the temperature of one PV module of PV system 1 in a typical summer day.
Additionally, Figure 3-34b shows the global radiation from a weather station called
“Sportplatz”, which is located 100 meters away from the demonstrator. The information
from Figure 3-34 is used as input for the pvlib tool. Additionally, the unknown parameters
of the PV cell are entered.
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S &b Q H N H O .9 DD D H R AL A
N AN NS had 3 L S PR U~ )~ ey
NUNT T NT @0 AT @ N g IRENCRINY N A Ap

Time(h : m)
b) Radiation Sportplatz

D H D H DD DD D E D HD HN D
GRS A N S O &Y \’;7’ NS ka 5
Time(h : m)

14

Figure 3-34. Inputs for the pvlib tool: a) Temperature of one PV module of PV system I; b) Global
radiation of the weather station “Sportplatz”.

Results of the pvlib tool are shown in Figure 3-35. The y-axis represents the current
and the x-axis the voltage of the PV module of PV system | for different global
radiations and fixed cell temperature, which in this case is 40 °C. The black points show
the maximum power point. These points are used for the lookup table that provides
the set points of active power for PV system I.

PV Module

o
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Toen 40 °C'
Gepp 500 Wim?
T.q 40 °C
G,y 550 Wim?
T 40 °C'

Module current [A]

Gy 600 Wim?
Toen 40 °C'
Goyp 650 Wim?
T 40 °C

0 5 10 15 20 25 30 35

Module voltage V]

Figure 3-35. | vs. V curves of a PV module for different global radiations and a cell temperature of
40 °C.

Figure 3-36 shows the verification of the simplified model in the case of an active
power reduction. The example is related to PV system 1. The active power generated
before the reduction is around 2.45 kW. Then, a set point of 2 kW is sent to the PV
inverter. In this case, the inequality P,..q < Pypp is valid and the active power reduction
is possible.
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Figure 3-36. Comparison between the simplified model and transient measurements in the case of
an active power reduction set point of 2 kW.

The simplified and detailed models are compared in the case of reactive power
provision, too. Simulations results are shown in Figure 3-37 in the case of a reactive
power set point of 5 kvar at t = 5 s (Figure 3-37b). An active power reduction occurs, as
defined in the PQ curve (Figure 3-37a), so that the rated apparent power of the inverter
is not exceeded.
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Figure 3-37. Comparison between the detailed and simplified models for PV system | in the case of
reactive power provision: a) Active power reduction due to reactive power provision; b) Reactive
power at the PCCatt=>5s.

Finally, the simplified model is verified by the comparison with transient
measurements, as seen in Figure 3-38. The increase of the reactive power from 2 kvar
to 4 kvar does not reduce the active power, since the rated apparent power of the
inverter is not exceeded in this case.
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Figure 3-38. Comparison between the simplified model and transient measurements for PV
system I: a) Active power at the PCC; b) Reactive power at the PCC.

3.3 Complete System Including Control Centre

In section 3.2, detailed and simplified models of the active components of the nanogrids
were developed. This section investigates the behaviour of these simplified models in
combination with power distribution control (PDC). Before the PDC is combined with the
simplified models, the dynamic model of the grid-connected nanogrid is analyzed.

3.3.1 Dynamic Model of the Grid-Connected Nanogrid

The high number of elements of the nanogrid leads immediately to an idea that the
nanogrid can be seen as a MIMO system. Additionally, this kind of a system is
characterized by the coupling between the inputs and outputs, as illustrated in Figure
3-39. The aim of this section is to develop a dynamic model of the nanogrid and then to
investigate if the active and the reactive power control at the PCC of the nanogrid can
be controlled independently (decentralized control). The assumption is that this is
possible. For this purpose, the RGA matrix is obtained based on the dynamic model of
the grid-connected nanogrid. Due to the complexity of the nanogrid, different cases of
use are analyzed.

U W
U, %)

Figure 3-39: Coupling of a MIMO system with 3 inputs and 2 outputs (Lunze, 2016).

The process of developing the dynamic model of the nanogrid and analyzing the
interaction between inputs and outputs of the MIMO system is depicted in Figure 3-40.
The first step is called the dynamic model of the nanogrid. Here the following dynamics
for each active component of the nanogrid are obtained based on the simplified models
described in section 3.2:
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e  Power circuit: Dynamics associated with the filter
e  PLL: Dynamics of the model of the Phase-Locked Loop
e Controller: Dynamics of the outer and inner loops

Furthermore, the dynamics related to the power network is considered in this step.
This means that cable impedances and loads are connected to the nanogrid. Then,
the small-signal model of the respective use case is obtained. In this step, the equations
found in the previous step are linearized around an operating point and then expressed
in state equation form. The first two steps, which means the dynamic model as well as
the small-signal model, are based on (Kazempour, 2016) and (Katiraei, 2005).

Once the state equation of the system is acquired, the transfer function matrix G(s)
of the system model is found. Next, a decoupling analysis is carried out based on the
RGA matrix, which requires G(s). Information regarding the quantification of the
interactions between the inputs and outputs of the MIMO system is given by the RGA
matrix (Lunze, 2016), (Skogestad & Postlethwaite, 2001). This information enables
investigation of the input-output pairing of the controller and if a decentralized control
for the active and reactive power at the PCC can be applied (It is plausible to regulate
the active and reactive power in this way, but it must be mathematically provable).
The RGA matrix is defined mathematically as

RGA =G x (G )T (3-19)

where the symbol X denotes the Schur product. Moreover, this matrix is a function
of the frequency.

Dynamic Model

— Nanogrid Component:
* Power Circuit
*PLL
* Controller

— Power Network

|

Small-Signal Model

—» Linearization around an operating
point
— State equation:

.

Ax = AAx+ BAu

|

Transfer Function of the System Model

G(s)

I

Decoupling Analysis

A(G(5))

Figure 3-40. Flow chart for the analysis of the dynamics of the nanogrid.

Use Case |: This use case considers HBESS | and the load as seen in the single line
diagram of Figure 3-41. The system of Use Case | has two inputs (active and reactive
power set points of HBESS I) and two outputs (active and reactive power at the PCC of
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the nanogrid). Additionally, the equations of the power network are related to Figure
3-41. These equations consider resistances and inductances of cables as well as the
load. The linearized equations of the dynamic model (power circuit, PLL and controller)
of HBESS | as well as for the power network are written in Matlab according to the
parameters of the simplified model presented in 3.2.1.2 and rearranged in state
equation form. In this use case, 14 states are obtained.

The small-signal model of Use Case | is verified by the comparison with transient
measurements when a small disturbance occurs. The power system, in this case,
the nanogrid of Use Case |, is operating in a steady state condition and suddenly the set
point at the PCC is changed. If this change can be properly investigated by the
linearized model, a small disturbance will occur (Grainger & Stevenson, 1994). In Figure
3-42, HBESS | is discharged with a set point of 5 kW while a load of 4.5 kW is connected
to the nanogrid. On the other hand, in Figure 3-43, a capacitive set point is applied to
HBESS | while an inductive load of 4.5 kvar is present. Results shows very good match
between the small-signal models and the transient measurements.
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R R;
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Load

Figure 3-41. Single-line diagram of Use Case |.
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Figure 3-42. Comparison between the small-signal model and transient measurements for Use
Case | if a discharge set point of 5 kW is applied to HBESS | and a load of 4.5 kW is present:
a) Active power HBESS I; b) Reactive power HBESS I; c) Active power at the PCC; d) Reactive power

at the PCC.
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Figure 3-43. Comparison between the small-signal model and transient measurements for Use
Case | if a capacitive set point of 5 kvar is applied to HBESS | and an inductive load of 4.5 kvar is
present: a) Active power HBESS I; b) Reactive power HBESS I; c) Active power at PCC; d) Reactive
power at PCC.

The system mathematically described in the current use case can be also
represented by a transfer function whose dimension is 2x2. The transfer function is
used as input for the calculation of the RGA matrix. The elements of this matrix, which
are depicted in Figure 3-44 at s = 0, show a diagonal dominance. This means that a
decentralized control can be applied, and the active and reactive power can be
regulated independently for Use Case I. If the value of an element of the matrix is close
to 1, then the pairing should be selected (Skogestad & Postlethwaite, 2001). In Figure
3-44, this means u; — y; and u, — y,.

P

HBESS; OQriess ;

u, u,
O—l Prec yl

RGA= 1J Opcc ¥,

Figure 3-44. Elements of the RGA matrix for Use Case I.

Use Case Il: This use case considers HBESS I, PV Il, and the load. With such of
configuration (see Figure 3-45), the linearized dynamic model in state-space form has 4
inputs (active and reactive power set points of HBESS | and PV Il), 2 outputs (active
power and reactive power at PCC), and 24 states. The validation of the linearized
dynamic model is shown in Figure 3-46 and 3-47 for an active and reactive power set
point applied to HBESS | and PV I, respectively. The resistance of the load bank affects
the results of Figure 3-47 e).
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Figure 3-45. Single-line diagram of Use Case II.
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Figure 3-46. Dynamics of the nanogrid for Use Case Il in case an active power step is applied to

HBESS | and a load of 4.5 kW: a) Active power HBESS I; b) Reactive power HBESS I; c) Active power
PV West; d) Reactive power PV West; e) Active power PCC; f) Reactive power PCC.
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Figure 3-47. Dynamics of the nanogrid for Use Case Il in case a reactive power step is applied to
PV West and a load of 4.5 kvar: a) Active power HBESS I; b) Reactive power HBESS I; c) Active
power PV West; d) Reactive power PV West; e) Active power PCC; f) Reactive power PCC.

The transfer function matrix of the system shown in Figure 3-45 has a dimension of
2x4. The elements of the RGA matrix are illustrated in Figure 3-48. At s = 0, if the value
of an element of the matrix is close to 1, then the pairing should be selected (Skogestad
& Postlethwaite, 2001); in this case, u; — y; and u; — y; as well as u, — y, and u, — y,.

P P

HBESS, QHBES.&',; PV | QP,-

U, Uy | Uy u

4
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Figure 3-48. Elements of the RGA matrix for Use Case Il.

Use Case lll: This use case considers HBESS | and Il as well as the load, as seen in
Figure 3-49. The validation of the linearized dynamic model is shown in Figure 3-50.
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The elements of the RGA matrix are illustrated in Figure 3-51.
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Figure 3-51. Elements of the RGA matrix for Use Case Ill.

3.3.2 Power Distribution Control (PDC)

In this section, the developed simplified models are combined with a control centre for
the provision of the active and reactive power of the nanogrid in grid-connected mode.
This is carried out in a simulation environment, whereas the results are validated by
comparing the results with the measurements at the demonstrator. An optimization of
the control is not performed in this thesis and can be seen as part of future work.

Moreover, the Pl controllers are set up by trial-and-error.

The block diagram of the PDC is depicted in Figure 3-52. The PDC can distribute
active and reactive power set points among the RES and storages present in the
system. The block network represents cables and loads.

In this section, Use Cases | and Il shown in 3.3.1 are analyzed.
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Figure 3-52. Block diagram of the PDC with several RES and storages.
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Use Case I: This use case considers just HBESS | and a load, as presented in section
3.3.1. In this section, it was determined that for this use case, decentralized control is
possible, which means that the active and reactive power at the PCC can be controlled
separately. The network shown in Figure 3-41 and the corresponding control structure
according to Figure 3-52 are implemented in the demonstrator as well as in the
simulation environment PSCAD (applying simplified models). Figure 3-53 and 3.54 show
the comparison between the measurements from the control centre and the simulation.
The PDC in this use case was tuned by applying the trial-and-error method. In the case
of the provision of the active power (Figure 3-53), the load was set to 4.5 kW and for
every variation in the set points, the active power is compensated by HBESS I. Figure
3-54 illustrates the provision of the reactive power at the PCC of the nanogrid when an
inductive load of 4.5 kvar is connected during the test. For every set point, HBESS |
compensates the reactive power required at the PCC. It is necessary to point out the
presence of a variable communication delay due to communication between HBESS |
and the control centre.

a) Active Power PCC Use Case [

10 —_———

§ m— Set Point

4 Measurement

2 —— Simulation

Time [s]

Figure 3-53. Results of simulation and measurements at the PCC of the nanogrid for Use Case | in
the case of active power provision.
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Figure 3-54. Results of simulation and measurements at PCC of the nanogrid for Use Case | in the
case of reactive power provision.
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Use Case Il: The network shown in Figure 3-45 and the corresponding control
structure according to Figure 3-52 are implemented in the demonstrator as well as in
the simulation environment PSCAD (simplified models). The PDC is tuned according to
the trial-and-error method. Figure 3-55 depicts the results of the simulation and the
measurement from the control centre when several set points of the active power are
applied to the PCC of the nanogrid and a constant load of around 4.5 kW is connected.
Figure 3-55 also indicates how HBESS | supports the nanogrid in order to accomplish the
active power set point at the PCC of it. Furthermore, the active power generation of the
connected PV system is lower than the active power consumed by the load during the
experiment. In Figure 3-55a, the simplified models developed in PSCAD (see sections
3.2.1.2 and 3.2.3.2) are compared with the measurements from the control centre.
In Figure 3-55b, the measurements of the PV system with east orientation are used as
active power profiles for the simplified model of the PV system in the PSCAD
simulation. Figure 3-55c illustrates the comparison between the simplified model in
PSCAD of HBESS | (see section 3.2.1.2) and the measurements from the control centre.
It is necessary to point out the application of the load and generation conventions that
influence the signs of the active power measurements. Communication delays are also
present in the experiment.
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Figure 3-55. Results of simulation and measurements for active power provision in Use Case Il:
a) Active power at PCC of the nanogrid in load convention; b) Active power PV East in generation
convention; c) Active power HBESS | in generation convention.

In the case of the reactive power provision, an inductive load of around 1.5 kvar is
connected. Figure 3-56 shows the comparison between the simulation and the
measurements from the control centre. In this case, the PDC includes participation
factors for the distribution of the reactive power between the PV inverter and HBESS I:
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Figure 3-56. Results of simulation and measurements for reactive power provision in Use Case |l:
a) Reactive power at PCC of the nanogrid in generation convention; b) Reactive power PV East in
generation convention; c) Reactive power HBESS | in generation convention.

3.3.3 Stability Analysis Considering Communication Delays

The performance of the whole control loops might be affected by the communication
delays present in the communication infrastructure, which could show a random
behaviour. For this reason, it is necessary to analyze the stability of the system
considering communication delays at the nanogrid level. Due to simplicity reasons,
this scientific work presents the stability analysis of Use Case I. Firstly, the ordinary
differential equations are presented. Then, a small-signal model of the system and its
validation are shown. Since the nanogrid is a multiple-input multiple-out system,
a decoupling analysis is performed first. At the end, the stability analysis is made.

The single-line diagram of the system including active and reactive power control is
depicted in Figure 3-57. The cable that connects HBESS | to the grid is represented by
R;and L;. Rs and Ly stand for the load as well as its cable connection of the grid.
Additionally, the cable connecting the nanogrid with the grid is defined by R;,;q and
L¢riq- In order to obtain the small-signal model of the nanogrid, first, it is necessary to
develop the ordinary differential equations (ODE) of the whole system. In the case of
HBESS), the power circuit, controllers as well as the phase-locked loop (PLL) are taken
into account (Katiraei, 2005), (Kazempour, 2016).
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ODE of the power circuit of HBESS;

This part of the modelling is based on the simplified models, which means that the
IGBT and the DC side (in this case, the battery modules and DC/DC converter) of HBESS
| can be ignored. Especially, for control and stability analysis, the switching of the IGBT
in the voltage source inverter can be neglected due to the low content of the
harmonics in the current. Figure 3-58 shows the simplified model of HBESS | in the

dg-Frame. The variables igBESS’ and igBESS’ are the output currents of the battery
system. On the other hand, véHBESSI and UC’IHBESSI represent the input voltages of the
voltage source. The variables v:;BESS’ and U:BESS’ donate the voltage at the terminals
of HBESS I.
- HBESS,;
d.g
——
\ —{  Hill——
HBESS, yHBESS, +
d, " R~ L
qHBESS; q ] HBESS,
=6
O

Figure 3-58. Power circuit of HBESS |.

Based on Figure 3-58 and applying Kirchhoff’s voltage law, the ODE of the power
circuit of HBESS | is given by

HBESS]
i -HBESS| _ _ ""€eq .HBESS| .HBESS|
de = T [HBESS; la + WruBEss;lq (3-20)
eq
' HBESS|
+ LHBESS, [UdHBESSI Va ]

eq
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HBESS]

i HBESS] _ _ "teq .HBESS] _ .HBESS]
de = T [HBESS lg WryBESss;tq (3-21)
eq
/ ___HBESS|
+ LHBESS, [UQHBESSI Ya ]
eq

ODE of the PLL

The PLL is required for the synchronization of the battery system with the grid.
The ODE of the PLL is based on the control block diagram shown in Figure 3-59 (Yazdani
& lravani, 2010), where kSPLL, kaLL and kipLL are the smoothing, proportional and
integral gains of the controller, respectively. Furthermore, 6ggss, and Wyef, Hpess, are

defined as the phase angle and the angular frequency of HBESS I.

qu f .HBESS,
) O, yprss,
> PLL >
Sprr Prrr s
P PI Control
HBESS,
l
S
Integration
Figure 3-59. Block diagram of the PLL.
d d
dt WrHBEss; = kSPLL,HBESSI kPPLL,HBEss, dt Oref HBESs; (3-22)

-k

SPLLHBESS| "PPLLHBESS] (t 91'135551
+ (kSPLL,HBEss,kiPLL,HBEss,) (eref JHBESS]|

- HHBESSI)

ODE of the controller
The outer (power) as well as the inner (current) controllers are considered in the
modelling of the ODE. The control loops for the active and reactive power regulation of

HBESS | are depicted in Figure 3-60. The parameters kngSS’ and kgiBESS’

;BESS’ and k;.IBESS’ are the
proportional and integral gains related to the current controllers. The following
mathematical expressions represent the ODE of the active and reactive power

controllers according to Figure 3-60.

are the
proportional and integral gains of the power controllers. k
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Figure 3-60. Active and reactive power control.
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ODE considering the external grid
The ODEs of the system shown in Figure 3-57 in dg-Frame are given by

d Gnd (vg Grid PCC) _ Reria j6rid 4 ) jGrid
dt va a =4 (3-31)
t LGT'ld LGrid
iiGrid — 1 (vg,Grid _ UPCC) _ Reria jGrid 4 l-grid
S

de 1 LGrid 1 1 LGrid 1 (3-32)
iig 1 pIHBESSL _ ypec) _ Mg + il
dt HBESS;,d — L1 d Va L HBESS],d s'HBESSL.a  (3-33)

d - 1 9,HBESS| _ PCC) _ Ry g

)
—1 — —1 — Wql
dt HBESSI,q L1 q L1 HBESS|,q S*HBESS,d (3_34)

1 R
‘Load __ (UPCC) _ _léoad + wslé,oad
Ls Ls

dat ' (3-35)
d Load PCC oad Load
dt' ( v5) = + sl (3-36)

The global dg-frame reference is denoted by the superscript g. Furthermore,
the angular frequency of the global frame is defined by w.

Small-signal model of the system and validation
The ODEs presented are rearranged in state-space form and then linearized around

an operating point. The matrixes 4, B;, B,, B;, and B, are a function of the system
parameters and are calculated according to (Kazempour, 2016):

d - - - - -
_Af = AA)? + BlAﬂHBESSI + BzAU‘g'Grld + B3A0)S + B4Aup”

dt (3-37)
Ay = CAX
(3-38)
where the vectors are defined as
AxHBESSI
A= Az, (3-39)
AJ?Network
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29
ATyEss,
AngBESSI = AQHBESSI (3-40)

Awypgss,

(3-41)

g
A _ [ALHBESSI,d]
HBESS] —

.g
Alypgss, q

Av; gypEss,
Av; qupEss, (3-42)

N =
li,dHBESS;

Ali,qHBEss,

r Aiz(i;”d

Ai gﬂ'd (3-43)
.g
S _ |AlusEss,a
AxNetwork -

.g
AlHBESS,,q
-Load
Aig

iLoad
| Aiy |

ref
HBESS]

3-44
20! (3-44)

N
Aypgss, =

'APHBESSI‘|

Ap9Grid — (3-45)

[ A..9,Grid
Avy l

g,Grid
Ay,

ABref HEEsSS, ]

i =
PE |AWrer npEss, (3-46)

I [_1

-Grid
> "d . 0 %
Ay = [ ] €= o i (@4

-Grid
Aig

The small-signal model presented previously is validated by varying the active power
of the battery system. Figure 3-61 and 3-62 show the comparison between the
measurements and the small-signal model. In this case, a constant load of 4.5 kW is
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used for the experiment and HBESS | is discharged with a set point of 5 kW. On the
other hand, the reactive power set point of HBESS | is set to O kvar. Results show a very
good match between the small-signal model of the system and the measurements.

a) Active Power (HBESS I)
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Figure 3-61. Comparison between simulation and measurements for HBESS | in the generation
convention system: a) Active power at the output terminals of HBESS I; b) Reactive power at the
output terminals of HBESS |.
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Figure 3-62. Comparison between simulation and measurements for the PCC in the load convention
system: a) Active power at the PCC; b) Reactive power at the PCC.

88



Decoupling and stability analysis

The small-signal model can be represented in the frequency domain by its transfer
function. In this case, the small-signal model is a multiple-input multiple output (MIMO)
system with a transfer function matrix whose dimension is 2x2 according to

=« _ [G11(s) G12(5)
6O =G0 (8) Ganls) (3-48)

Assuming a constant voltage at the PCC, the inputs of the MIMO system are the
active and reactive power set points of HBESS I. On the other hand, the outputs are the
active and reactive power at the PCC. The transfer functions of the main diagonal of the
transfer function matrix represent the relationship between output 1 and input 1(G4,)
as well as between output 2 and input 2 (G,,). The coupling elements are given by the
relationship between output 1 and input 2 (G;,) as well as by the relationship between
output 2 and input 1 (G,,). If this coupling is weak, then the transfer functions G,,and
G,; can be neglected. In addition, G;;as well as G,,can be considered as single-input
single-output (SISO) systems, which can be analyzed separately, as depicted in Figure
3-63.

ul yl ul — N B yl
uz B > — )’ 2 Weak U, — N L5 y2
coupling

Figure 3-63. Coupling in a MIMO system (Lunze, 2016).

The quantification of the interactions between the inputs and outputs of a MIMO
system is given by the RGA (Relative Gain Array) matrix, which is defined as

RGA=G x (G™H)T (3-49)

where the symbol X denotes the Schur product. It is important to point out that the
RGA matrix is a function of the frequency and if the value of an element of the matrix is
close to 1, then the pairing should be selected. Figure 3-64 illustrates the RGA matrix of
the small-signal model. It can be seen that the coupling is weak, since the elements A1
and A21 are zero, whereas, the elements of the main diagonal are 1, which means that
u; — y;and u, — y,can be paired and considered as SISO systems.
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Figure 3-64. RGA matrix of the small-signal model.

Next, the matrices G;; and G,, are analyzed as SISO systems. Furthermore,
an approximation of a time delay is multiplied to each of the transfer functions (Figure
3-65) mentioned earlier in order to perform the stability analysis.

U, Y,(s) Y,
(S_)' Gy, (s) e ™ _Y*(S)
Us(s) | G () Y,(5) o | Ya(s)

Figure 3-65. Matrices G141 and G, with time delay.

The time delay is represented by a Padé approximation (Dutton, Thompson, &
Barraclough, 1997). In this case, a second order (n = 2) is applied, which ensures good
accuracy of the modelling of the time delay (Franklin, Powell, & Emami-Naeini, 2010):

n (_ST)i
-ST A h (3-50)

e = -
(s)!
2+ 30,2

The pole-zero plots of the open-loop systems of Figure 3-65 are depicted, and in this
case, the transfer function G;; is analyzed without (Figure 3-66a) and with (Figure
3-66b) communication delay time for poles and zeros near the real and imaginary axis.
Without communication delay time, there are two poles: on the real axis and located
on the left side of the s-plane. On the other hand, when adding the communication
delay time, zeros are introduced and located on the right side of the s-plane. This is due
to the numerator of the approximation of the communication delay time. In addition to
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this, systems with such characteristics have usually an inverse response, which means
that if the positive step function is applied to the open-loop transfer function, the
system responds initially in a negative direction and not from the initial steady state
value (Dutton, Thompson, & Barraclough, 1997), (Maciejowski, 2018). Furthermore,
it can be noticed in Figure 3-66b that the higher the communication delay in this
system, the higher is the approximation of the poles to the origin. In (Dutton,
Thompson, & Barraclough, 1997), it is highlighted that the impulse response of a
system with one pole in the origin is marginally stable. In addition, it is also mentioned
that if two poles are in the origin, the impulse response of the system is unstable.
As a consequence, a high value of the communication delay time influences the stability
of the analyzed system.

a) Pole — zero plot
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Figure 3-66. Pole-zero plots for G4 : a) Without communication delay; b) With communication delay
(5ms, 500 ms and 5 s).

3.4 Conclusions

According to the first hypothesis in section 1.2, for the control and stability analysis, the
switching of the IGBT of the inverters can be neglected. This is due to the low content
of the harmonics in the current. The validity of the hypothesis was achieved by
developing simplified models of the DG and DS part of a nanogrid and then comparing
them with measurements. Afterwards, the simplified models were combined with the
control centre. In both cases, the results showed a very good match between the
simulation and the measurement results.

The dynamics of the nanogrid depends on the control parameter of the components
of the nanogrids (in this case, HBESS and PV) as well as on the control centre.
Undoubtedly, a grid code in a specific country can have specific requirements regarding
the transient response at the PCC of the nanogrid. These specifications could be not
only related to the rise time, settling time or overshoot, but also to the behaviour of
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the response, which could be a PT: element or even a ramp. The fulfilment of the
requirements of a grid code depends on how the control centre as well as DG and DS
are parametrized.

Finally, the second hypothesis in section 1.2 was verified. In this case, communication
delays influence the stability of a nanogrid. The proof is - the higher the delay time,
the closer are the poles to the origin.
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4 Development of a Method for the Optimal Provision of
Ancillary Services by a TPP

As opposed to the previous chapter, which focused on the dynamics of a nanogrid
including a control centre in a real demonstrator, this section aims to present a method
for the minimization of active power losses when providing reactive power by a TPP
formed mainly by nanogrids and other DG in a LV network. Since the main point is the
operation including optimization, this chapter centres on the steady state of the TPP,
which in turn means that load flow calculation as well as optimization methodologies
are required. This chapter is related to the third and fourth hypothesis of this scientific
work.

4.1 Modelling and Simulation of Active and Reactive Power Flow and
Node Voltages

In the following, load flow calculation and optimization methodologies are presented.
Next, simulation results that combine the load calculations and optimization are shown.

4.1.1 Load Flow Calculation Methodology

Load flow calculations are performed in the operation and planning of power systems.
In these stages, the following conditions are analyzed (Glover, Sarma, & Overbye, 2012):
Supplying of the demand

e  Bus voltage magnitudes

e Power limits of generators

e Loading of branches (transmission lines and transformers)

At the end of the calculations, the voltage magnitudes and the angles at each node
are computed. Furthermore, the active and reactive power flow, losses as well as
loading are calculated.

Formulating the power-flow problem is primordial for this chapter. This consists in
determining the voltage magnitude and phase angle at each node (hereunder: bus) of
the power system to be analyzed by assuming a balanced three-phase steady state
condition. Importantly, four variables are always associated with the buses. These are:
voltage magnitude, phase angle, active and reactive power. In addition, buses are
classified as (Grainger & Stevenson, 1994):

e Slack bus: This is the reference bus whose angle serves as reference for the
angles of all other buses.

e Load buses (P-Q buses): These are the buses at which the active and
reactive powers are defined.

e Regulated buses (P-V buses): These are the generator buses. Here the
active power and the voltage magnitude are specified; the voltage
magnitude is kept constant.

After introducing the variables associated with the buses and the corresponding
classification, the power flow equation is presented (Saadat, 1999). This equation is
based on Figure 4-1, which is a typical bus of a power system. Here the transmission
lines are presented by the per unit admittances.

I =yioVi +yu (Vi = V) + yu (Vi = Vo) +.. +yin (V = V) (4-1)
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rearranging,

n n (4_2)
I; = Viz}’ij _Z}’iﬂ/} JER!
j=0 j=1
At the bus, the real and reactive power is given by
P +jQ; = Vil} (4-3)
also expressed as
I = P, —jO; (4-4)
L I/i*
Combining equations (4-2) and (4-4) we obtain
(4-5)

n n p 0

I

Vizyij_zyijv}z% J#FI
j=0 j=1 t

Equation (4-5) is the mathematical formulation of the power flow problem, which is
an algebraic nonlinear equation. This equation can be solved by iterative methods, such
as Gauss-Seidel as well as Newton-Raphson. The latter is more efficient and practical
and it is less susceptible to divergence (Saadat, 1999). This method was selected in this
scientific work. For this reason, the solution of the mathematical formulation of the
power flow problem based on Newton-Raphson Method is also described in this section.

I,

!

yin

n

Figure 4-1. Typical bus in a power system (Saadat, 1999).

Newton-Raphson Method: For a better understanding of the method and for
simplicity reasons, a one-dimensional equation is considered:
fx)=c (4-6)
Additionally, x(®and Ax@are defined as the initial estimation of the solution and as
the small deviation from the final solution, respectively:

fx©@ +Ax©@) = ¢ (4-7)

Applying the Taylor’ series to the left side about x(©
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(0 -
f(x©@) + (Z—f)(m Ax© + l((ﬂ_f) 0 (Ax©@)2+..=¢ @8

x 2!\ dx?

Assuming that the small deviation from the final solution is very small, this and thus
also the higher order terms can be neglected:

(0 -
f(x©) + (%) Ax© = ¢ (4-9)

rearranging,

© )
c—f(x©) = (g) Ax© (4-10)

(0
Ac© = (%) Ax©

¢ =Ac@ + f(x©@)

When adding the small deviation and the initial estimation, the second approximation
is given by

x© + Ax(©® = x® (4-11)
O] (4-12)
x© 4 — = x@®
()
dx
Generally, the previous equations can be represented as
Ac®) = ¢ + f(x®) (4-13)
(k) -
Ax® = Ac (4-14)
%
dx
x®) 4 Ax ) = 5+ (4-15)
Ac® =j(k)Ax(k) (4-16)
j(k) _ <ﬂ>(k) (4-17)
dx

The method described above is valid also for multivariable functions. In this case, the
equation (4-17) is called the Jacobian matrix.

Solution of the power flow problem by applying the Newton-Raphson Method:
When applying this method, the polar form is applied. Figure 4-1 is again taken into
account. For each bus (in terms of the admittance matrix), we have

- (4-18)
Iy = Z YV
j=1
In polar form, equation (4-18) can be written as
- (4-19)
= Y I llletsr
j=1
The complex power at bus i can also be expressed as
P —jQ; =Vl (4-20)
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Combining the equations (4-19) and (4-20), we obtain

L (4-21)
Pr= Qi = Wile ™ )" [vy ||V [+
j=1
Equation (4-21) can be separated into real and imaginary parts
(4-22)

n
j=1

n
Qi = = Y Iillvj| ¥y sin(oy; - &+ &)
=1

which can be seen as multivariable nonlinear functions with the voltage magnitude
and phase angle as the independent variables

P = f(IVil.|v;], 61, 6;) = ¢ (4-23)
Qi =f(|Vl|:|V]|56U6]) = di (4_24)
Applying the Taylor’s series about the initial estimation of the solution, we have
[0 0n) [or ™ 0n (4-25)
®) |052: Lo ol okl 25
[APZ ] ' k ' ' k ' k ) ’ k 2
; ap,® apr,®| | ap, ® ap, ® :
) R T APs®
APy 96, a6, LoV, | AWl n
= - (k)
20|00, 90,9 190, ® g, ®1|a]n®)]
: 96, 96, 0|Vs| 0Vl :
k B . . . . .
205 W o ® Cw oo | ]
00 9% 00y T 00
LLo6, 06, Lo|V2| 0V, l

Bus 1 is the slack in equation (4-25). Furthermore, the matrix with the partial
derivatives in (4-25) is the so-called Jacobian matrix.
The algorithm works as follows:
1. Setting of initial values for the P-Q buses and P-V buses:

a. As stated previously, the active and the reactive power are defined
in P-Q buses. In this case, these values are defined and named as
schedule values (PF" and Q). The initial values of the voltage
magnitudes and phase angles are set equal to the slack bus. This
means |V;(0)| = 1.0 and 61.(0) = 0.0.

b. InP-V buses, the voltage and active power are defined (V; and Pl-“h).
The phase angles are set equal to the slack bus angle (Si(o) = 0).

2. The next approximation and the deviation from the initial solution are
calculated:

a. For P-Q buses, in the next solution, the active (Pl.(k)) and reactive
(Qi(k)) power are calculated using (4-22). The deviations are given by

APi(k) — Pisch _ Pi(k) (4-26)
AQi(k) — iSCh _ Qi(k) (4-27)

b. For P-V buses, the next solution for the active power Pl.(k) is
computed using (4-22). In the case of the deviation of the active
power, equation (4-23) is applied.
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3.
4.

5.

The elements of the Jacobian matrix are computed.
The next solutions for voltages and phase angles are calculated by applying

804V = gk — a8 (4-28)
VD] = v - 4]y (4-29)

The method ends when the deviations are less than the specified limits.

The Newton-Raphson method is very robust, but one disadvantage is that the
Jacobian matrix should be solved in each iteration. It could also happen that the
transmission or distribution system operator requires a fast solution of the power flow
problem, for example, for contingency analysis. For this purpose, there are techniques
that speed up the power flow calculations. These are:

Decouple power flow: In (Saadat, 1999) and (Crow M. , 2010), it is
mentioned that the Jacobian matrix can be simplified if it is assumed that
the power system has transmission lines whose X/R ratios are very high.
This means that changes in the active power are less sensitive to changes in
voltages, but more to changes in the phase angle. In the same way, reactive

power is less sensitive to changes in the phase angle, but more to changes
ap
v
the Jacobian matrix can be set to zero. Under those assumptions,

the computation time of the load flow can be significantly reduced, but the
Jacobian matrix should still be recalculated in each iteration.

Fast decoupled power flow: The computation time in the decouple power
flow method can be even more improved if the Jacobian matrix is constant
(Crow M., 2010), (Grainger & Stevenson, 1994). This can be done assuming
the following:

o The angular differences between the buses if the system is usually
so small. Keeping this in mind, the cosine function of the angular
differences is equal to 1 and the sine function is approximately
equal to the difference of the angles.

o The ration X/R of the lines is very high.

o All voltage magnitudes are equal to 1.0 p.u.

. . . N a
in the voltage magnitude. As a result, the partial derivatives — and % of

. . . . N a a .
With this assumption, the partial derivatives i and a—g of the Jacobian

matrix are constant.
DC power flow: This approach is applicable to power systems that operate
in high voltage levels, since in these systems there is a strong coupling
between the active power and the voltage angle. On the other hand, this
method cannot be applied to power systems in the low voltage level, since
here the active power flow depends on the voltage drops. In the DC power
flow method, it is assumed (Milano, 2010), (Seifi & Sepasian, 2011) that

o Reactive power flow is discarded

o The ration X/R is very high

o All node voltages are the same and equal to 1.0 p.u.
When taking into account these assumptions, the power flow becomes
completely linear. It is called DC due to the linearity of the equations, which
are similar to the DC resistive circuits.
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4.1.2 Optimization Methodologies
Optimization means finding optimum solutions for a given problem. Any optimization
needs three steps, which are the problem description, modelling, and application of an
algorithm for finding the optimum solution. The latter can be categorized in local and
global optima.

When describing the problem, the variables, the constraints as well as the object
function are defined. Modelling means writing properly down the mathematical
equations whose representation is given by (4-30).

{M inimize or Maximize O(x) (4-30)
Subject toc(x) < b

where in this case, x is the independent variable, O(x) is the object function and
c(x) is the constraint. In the case of the algorithms, these are classified basically as
deterministic and stochastic, as seen in Figure 4-3 (Kreutziger, Schegner, Wende-von-
Berg, Braun, & Bornhorst, 2018) and (Hanif Halim & Ismail , 2019).

The deterministic algorithms are based on mathematical equations and are sometimes
slow when the number of equations is high and complex. Even when the objective
function is complex, the constraints are too complicated or the problem is too large, an
optimum solution is impossible to be found (Graham, Grotschel, & Lovasz, 1995). These
kinds of algorithms provide the same output by a given input. Furthermore, they can be
classified as linear programming and gradient based. In linear programming, the
objective function as well as the constraints are linear function of x. In addition to this,
the gradient-based algorithms solve the optimization by searching in the direction of
the gradient of the objective function at a given point (Chong & Zak, 2013).

The stochastic algorithms are based on combinatorial problem solution and are
applied when optimum solutions are difficult to find through deterministic algorithms
(Graham, Grotschel, & Lovasz, 1995). Stochastic algorithms are usually faster than the
deterministic approach and behave randomly. The stochastic algorithms are mainly
classified as heuristic and meta-heuristic. The heuristic algorithms find solutions by
“trial and error”, which does not guarantee that the global optimum is achieved, but
the results are promising (Yang X.-S., 2010). On the other hand, meta-heuristic algorithms
are an advanced development of the heuristic algorithms based on the combination of
local search and randomness (de Smith, Longley, & Goodchild, 2007).

The solutions given by an algorithm are classified in local and global optima,
which in turn could be maxima and minima. Figure 4-2 shows an objective function
(one-dimensional) O (x) as well as the local and global maximum.

O(x)

Global
maximum

Local
maximun

Figure 4-2. Objective function.
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In order to understand the fundamentals and the complexity of deterministic
optimization in power systems, this section also presents the mathematical description
of the economic dispatch and the optimal power flow. The description of these two
topics in this section reflects theories from the book “Power Generation, Operation,
and Control” (Wood, Wollenberg, & Sheblé, 2014).

First, it is necessary to understand the economic dispatch. Imagine a power system
with Ny, generation units connected to a bus bar. The Ny, generation units supply
power to an electrical load P,,,; also connected to this bus bar. Additionally, each
generation unit outputs electrical power represented by P;. Furthermore, cost rates F;
(e.g., fuel consumption) are associated with each generation unit and are the function
of P;. The total cost rate of the system (F;) is the sum of the cost of each generation
unit. Moreover, the sum of the output power of each unit must be equal to the load
consumption, neglecting losses. The optimization problem can be easily stated. It means
that to minimize F; (objective function) subject to the constraint, the sum of the output
power of each unit must be equal to the load consumption and each generator must be
within the minimum and maximum limits:

FT:F1+F2+“.+FNgen (4—31)
Ngen (4-32)

Fr= Y F(P)

i=1
Ngen (4-33)
0=0="Poaa— )P

i=1

PM™ < P, < PI"*, fori=1-Ng, (4-34)

The economic operating point for the problem mentioned above can be solved by
applying the Lagrange function for finding the optimum solution. This means that the
operating points of each generation unit P; can be found such that the total cost F is
minimized.

As mentioned earlier, the economic dispatch neglects losses. Otherwise stated,
the economic dispatch omits the effect that the dispatch of the generation units has on
the network. Hence, the loading of the lines as well as the bus voltages are ignored.
The optimal power flow combines the economic dispatch with the power flow, so that
at the end, both are solved. The objective function is slightly modified in the optimal
power flow, since P; is related to the bus i:

Nbus (4-35)
min Z F;(P)
i=1

Each generator must be within the minimum and maximum limits (active and
reactive power):

Pimin <P < Pimax,fOT'i =1 Npys (4-36)

Q™ < Q; < Q'™ fori=1-Nyy (4-37)
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Taking into account the network and recalling equation (4-18), the net power flow at
each bus is
Npus * (4-38)
Puce + JQnec, = Vili = Vi D ¥y,
j=1
Considering the network as the generation minus the load and then separate into
the active and reactive power, the two new constraints are given by

Npus * (4-39)
R I AR AAREY:
=1
Npus * (4-40)
Qi = Quoaa, — mg Ve D ¥y ¥y | b =0
=1

Furthermore, each bus in the network must be within the limits. The new constraint is
Vimin <V, < Vimax,fOT'i =1 Ngen (4-41)

Similarly, for each branch (transmission line, cable or transformer), the current flow
must be less than or equal to the branch current limit:

I < 1M~ (4-42)

The optimal power flow, in other words, the combination of the economic dispatch
and the power flow, is a complex task from the deterministic point of view, since the
network equations are not linear and the number of variables is relatively high.

The solutions of the combinatorial problem as well as the optimization in this
chapter are based on the greedy algorithm, which is a heuristic method. It takes the
best local solution, where “best”, as mentioned in (Faigle, 1993), is defined by an
objective function, which is evaluated locally. Furthermore, the greedy algorithm,
as stated in (Vimali, Srivastava, & Gupta, 2017) and (Azis, Mallongi, Lantara, & Salim,
2018), constructs a solution based on local optima and here it is assumed that at the
end, the optimal solution will be achieved (Kostenko, 2017). The solutions reached by
greedy algorithms are reasonably good, may not be optimal, but close to it (Kodaganallur
& Sen, 2010). Contrary to other approaches, the greedy algorithm was selected due to
the easiness of its implementation and the high computational speed (Simmons,
Hoeppke, & Sutherland, 2018), (Mari, 2020).

A very simple example of the functionality of the greedy algorithm is shown in Figure
4-4, which represents the travel salesman’s problem (TSP) (Johnson & McGeoch, 1997).
The TSP is a classical optimization problem in which a salesperson needs to travel to a
given number of cities in such a way that the salesman achieves the minimum distance
while traveling between the cities. For this problem, the greedy algorithm immediately
takes the shortest distance (orange lines). Next, the global solution is updated every
step until all the cities are visited. In this example, the global solution equals the
addition of the following distances 3 km, 1 km, 1 km, and 4 km. This example shows
that the greedy algorithm seems the most natural or intuitive approach for solving
optimization problems (Haouari & Chaouachi, 2002).
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Figure 4-4. Traveling salesman.

4.1.3 Simulation Results with Respect to Distribution Grid Restrictions

4.1.3.1 Study Network

Previously, the fundamentals of optimization in power systems were presented. This
section presents the simulation results of an optimization problem focused on reactive
power provision as well as on minimization of active power losses by a topological
power plant (TPP). In order to solve the optimization problem, a stochastic algorithm is
applied.

Before giving more details about the optimization problem, the study network
where the TPP is operated is specified. The network is in the LV level of a rural area in
the south of Germany, as shown in Figure 4-5. This network has the following
characteristics:

e The network has a radial structure and is fed by one distribution
transformer with a rated apparent power of 250 kVA. It has 81 nodes and
200 branches (cables and distribution transformer).

e The network consists of 24 nanogrids, represented by family houses.
Additionally, there are two farms with two photovoltaic (PV) systems each.
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.
PV Farm 1
PV Farm 2

Figure 4-5. Study network.

It is assumed that all 24 nanogrids are equipped by one HBESS, one PV, and a load.
Figure 4-6 illustrates information regarding the nanogrids used for the network
calculations. There are three types of them in the study network. The type means the
number of personas living in each house. Type A is a household of five persons. Types B
and C are households of four and three persons, respectively. The load of each
household is represented by the behaviour of a standard load profile HO (bdew, 2017).
Figure 4-6 also mentions the number of nanogrids according to the type, the yearly
energy consumption of each type of the nanogrid, the rated apparent power and the
capacity of the HBESS, the peak power of the PV system, and the corresponding
apparent rated power of the PV inverter.

Nanogrids
Type | Amount Ca.f;'::rft’ion HBESS | HBESS PV in :;ier
(kWh/annum) (kV4) (kWh) | (kPp) (kVA)
15 6900 32 32 6 7
6 5700 26 26 5 6
3 4600 21 21 4 5

Figure 4-6. Types of nanogrids.

Furthermore, in each of the PV farms, two PV systems are installed, which follow the
German Code of Practice VDE-AR-N 4105 for generating plants connected in the LV
network (VDE, VDE-AR-N 4105, 2011). This grid code states that the PV inverter varies
its power factor as a function of the active power supply into the network (see Figure
4-7). Figure 4-8 depicts a summary of the PV system installed at the farms. Moreover,
these farms follow a standard load profile L2 (for agriculture) (bdew, 2017) and it is
assumed that they have a yearly energy consumption of 11.5 MWh.
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Figure 4-7. German code of practice VDE-AR-N 4105 (VDE, VDE-AR-N 4105, 2011).

Farm PV Systems
Farm
PV system Peak Power (kWp)
PV System 1 89.6
Farm 1
PV System 2 21.7
PV System 3 5:7
Farm 2
PV System 4 29.5

Figure 4-8. PV systems installed at the farms.

4.1.3.2 Superordinate Controller

The reactive power provision and the active power losses are analyzed with a time step
of 15 minutes for a time span of 24 hours. A power profile of the load (HO for the
nanogrids and L2 for the PV farms) and the PV generation in a summer day for each
generator is used in this case. This information allows determining the reactive power
capability for the next 15 min considering the self-consumption of each nanogrid. Once
the capability is computed, the optimization process subject to constraints is performed.
This process is based on a co-simulation between the programming language Python
3.7.6 and PSS® Sincal, as seen in Figure 4-9. The co-simulation provides the corresponding
set points to each nanogrid so that the scheduled reactive power profile of the TPP is
achieved. The profiles of load and generation, the calculation of the reactive power
capability as well as the co-simulation can be seen as part of superordinate controller.
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Figure 4-9. Overview of the optimization process for provision of reactive power by a TPP.

Importantly, the reactive power capability of each generator is computed before the
optimization is initialized. Firstly, the functionality (identical to all the nanogrids) of the
inverters of the HBESS and PV is mentioned and then the reactive power generation of
each nanogrid is described.

Each PV inverter allows a two-quadrant operation with a power factor between 0.4
capacitive and 0.4 inductive. The functionality of PV inverters is the same as described
in section 3.1.1.1. On the other hand, each HBESS allows a four-quadrant operation.
The maximum reactive power a HBESS can provide can be calculated according to
(4-43), where Sypgss, 40q @9 PrpEss,,, are the rated apparent power and the actual
active power of the battery, respectively:

0 _ [c2 " 2 (4-43)
HBESSmax — |°HBESSrqted HBESSqct

The self-consumption is a priority in each nanogrid. In other words, supplying the
local load of each nanogrid is of the highest preference. Due to this reason, the
combination of the PV system and the HBESS is used to supply active power to the load.
The permissible state of charge (SOC) limits of each HBESS are set according to
(Helguero, 2019), considering the optimum lifetime and the availability of the storage
system. First, if the surplus defined in (4-44) is positive, the HBESS is charged as long as
the SOC is lower than 80%. On the other hand, if the surplus is negative and the SOC is
between 20% and 80%, the HBESS is discharged.

Psurplus = Ppy — Piyqa (4-44)

After calculating the active power HBESS produces or consumes, the maximum
reactive power that the elements of the nanogrid can provide is calculated every 15
minutes. The expression given by (4-44) is used for the HBESS; one PV inverter provides
reactive power only if the HBESS is fully charged and the surplus is positive.

To clarify the operation of a nanogrid, Figure 4-10 shows an example of the active
power production by the PV and the active power consumed by the load for a nanogrid
type A. Furthermore, it can be seen that the reduction of the active power of the PV
system occurs between 09:45 and 17:15 when the SOC is 80%; the surplus is positive
and the active power of the PV system is greater than the break point (see section
3.1.1.1). In this period, the maximum reactive power of the PV system is given by
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equation (3-2). Between 17:15 and 18:15, the SOC is 80%, the surplus is positive, but
the PV generation is lower than the break point. In this period, the maximum reactive
power that the PV system can provide is computed by applying (3-1). The SOC of the
HBESS for the nanogrid type A is illustrated in Figure 4-10a). When a positive surplus
occurs (e.g., at 07:30), the HBESS is charged. On the other hand, during the afternoon,
the HBESS is used to supply the load, when the PV generation is not enough to cover
the load (from 18:30 until 23:00). Since the charging and discharging of the HBESS is
limited by the SOC, during the early morning, the load is supplied by the external grid
(from 00:00 until 07:30).

a) PV and Load
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‘:_\525 1 S—— PV;W ueea i —
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0.00= e
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Figure 4-10. Nanogrid type A: a) PV production and load; b) SOC.

The active and reactive power at the PCC of the nanogrid type A are illustrated in
Figure 4-11. Three types of cases are shown. The first one is the import of the active
power from the external grid, for example, from 0:00 until 07:30. In the second case,
there is no exchange of the active power with the external grid (from 07:30 until 09:45,
since the load is supplied by the PV system). Finally, the third case is an export of the
active power to the grid (from 09:45 until 18:30, since the battery is charged, and the
PV system supplies the load). Figure 4-11 also depicts the maximum absolute value of
the reactive power that the nanogrid can provide at every time step. From 00:00 until
09:45, the reactive power provision can only be performed by the HBESS. After this
period and until 18:15, the reactive power is provided by the PV system and the HBESS.
Lastly, only the HBESS is able to generate/consume reactive power.
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Figure 4-11. Nanogrid type A: a) Active power at the PCC; b) Maximum absolute value of reactive
power at the PCC.

4.1.3.3 Optimization
To provide a better understanding of the optimization problem, we divide it into two

use cases:

Use Case I: This is just a combinatorial problem whose objective is to
accomplish a reactive power set point at the PCC of the TPP, by varying the
reactive power of the nanogrids and by considering the loading of the
branches. In other words, the sum of the reactive power of the elements of

the TPP is satisfied by (4-45), where »7%, Q,i\,anogridx, Z{,:l Qii"armyl Qlosses
and Qsiet,rpp are the total reactive power of the m nanogrids, the total

reactive power of the f PV farms, the reactive power losses and the
reactive power set point at the PCC at the time step i. It is necessary to

highlight that Z§=1 Q};army is kept fixed at each time step i.

m (4-45)
Q;et,TPP = Z Qllvanogridx + Z QIL'"army + Qllosses
x=1 y=1

Use Case II: The focus is on the minimization of the active power losses
within the TPP, while accomplishing a reactive power set point at the PCC of
the TPP as well as considering the network constraints. The mathematical
equations representing this use case are given according to (4-46), where
Piosses represents the active power losses within the TPP, I, means the
loading of the branch b, I, is the maximum loading (100%), V, is the
voltage of the bus bar d, v,,;, and 1,4, are the permissible voltage band
(+/-10% of nominal voltage).
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Minimize: Pj,gges (4-46)

m f
Subject to: Q;et,TPP = Z QILVanogridx + Z Qll?army + Qlosses

x=1 y=1
Subject to: I < Lnaxs Vmin < Vi < Vnmax

The basic idea of the algorithm is presented in Figure 4-12. It begins with an initial
solution, which is achieved by setting the reactive power of all nanogrids to zero
(Solutiono). Next, possible solutions or combinations are generated (e.g.,
Coq,, Coy,, ...,Colkxm); based on the constraints, one of them is selected (e.g. C011)-
This selection means that a local optimum was found (orange circles). The algorithm
ends when no more possibilities are available.

Solution, Solution; Solution,,

Co = Combination

Figure 4-12. General idea of the greedy algorithm.

A detailed description of the implemented algorithm is shown in Figure 4-13.
For each time step (15 min), steps 3 to 8 are repeated. The algorithm works as follows:
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Figure 4-13. Flow chart of the applied algorithm.

Step 1: The reactive power step AQ(variation of the reactive power for each
nanogrid) is defined by the user. Furthermore, the Python script extracts
the amount of nanogrids m from the data base of PSS® SINCAL.

Step 2: An initial load flow is performed by setting the reactive power of all
nanogrids @lano to zero.

Step 3: Intervals of reactive power are created for a nanogrid p (vector

-

Snanop in Figure 4-13). These intervals (generated in the capability block of
Figure 4-9) define how much reactive power each nanogrid is capable of
providing at the time step i. The number of elements of the interval for a
nanogrid p is saved in the vector 7i,,.

Step 4: The matrix A is created, and its main diagonal is filled with each
vector §nan0p. The dimension of A is k X m. The variable k is defined as
k= m;(,lnp, where n, is the number of elements of the interval of
reactive power for the nanogrid p.

Step 5: The matrix A is modified by adding the factor n, X AQ to each
element of the main diagonal. The green area of Figure 4-14 illustrates an
example of this step.
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e Step 6: The elements of each row of A (gray arrows of Figure 4-14) are
taken and used for load flows calculations.

e Step 7: The constraints are verified for every load flow of step 6, for both
use cases, with respect to the loading of cables and distribution
transformer, permissible voltage band, and the reactive power at the PCC of
the TPP should not differ more than 5% of the set point. For the second use
case, the active power losses should be equal or less than the active power
losses of Use Case I.

e Step 8: The previous step will generate a list of solutions that satisfy or do
not satisfy the constraints. For both use cases, the program selects the best
solution and modifies one column of A. The orange area of Figure 4-14
depicts an example of this modification. In this example, the first row of A
has the best solution. Thus, the first column of Az is modified. Finally,
if there is no improvement, the first iteration is ready.

7Qn|inn +mAQ 0 0 «—
O, +MAQ 0 0 “
0 O, tmAQ 0 =~
A= 0 Oy, +1AQ 0 A §
0 0 0 —
S 0 0 0 <
?Z 0 0 Qmi..,‘_, +n, AQ |«
_‘E 0 0 anxm_, +n,,AQ :;
(O, + 10 0 0 IE
Opin, +HAQ 0 0 —
Qmm., +n,AQ Qmm‘ +mAQ 0 -
Oy +1AQ 0, +1AQ 0 — &
A= ‘ S
: Qmm,, +nAQ 0 0 *‘; =
Orin, 1,00 0 0 —
Orin, 1,00 0 Opin,, TH,AQ |
Qmin,, +n,AQ 0 Qm:n“ L tn, AQ i “

Figure 4-14. Example of the modification of the main diagonal and a column of the matrix A.
Next, the results of the co-simulation between Python and PSS® SINCAL for the two

proposed use cases are presented. Furthermore, the algorithm was run in a Windows 7
Pro 64-bit with an Intel Core i5-2400 CPU @3.10GHz processor and 4 GB of RAM.
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Use Case I: The reactive power profile used for this use case and the results of the
optimization are presented in Figure 4-15. The sign convention is done from the point
of view of the distribution system operator (DSO). This means that it is done according
to the consumer perspective:

e (@ > 0: inductive behaviour of the TPP
e ( < 0:capacitive behaviour of the TPP

Reactive Power Provision (Use Case I)

75 — Q[u'()fffr.

. Q(}]if

Figure 4-15. Reactive power provision at the PCC of the TPP.

An inductive behaviour of the TPP is required from 00:00 until 12:00 and a capacitive
behaviour for the residual time. Figure 4-16a) and b) show the relative error for the
inductive and capacitive case, respectively. For both cases, the provided reactive power
at the MV side of the distribution transformer is within 5% tolerance.
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Figure 4-16. Relative error for the reactive power provision: a) For inductive behaviour (positive
set point); b) For capacitive behaviour (negative set point).
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An example of the node voltages and the loading of the branches (cables and
distribution transformer) is depicted in Figure 4-17a) and b), respectively. In this case,
iteration 40 (inductive behaviour of the TPP) and iteration 85 (capacitive behaviour of
the TPP) are presented. The node voltages are within the permitted voltage band of
+/-10% of the nominal value. On the other hand, the load of the branches is less than
100%.
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Figure 4-17. Network constraints for iterations 40 and 85: a) Node voltages; b) Loading of the
branches.

Use Case II: This use case focuses on the achievement of a reactive power profile
(same as the first use case) at the MV side of the transformer while taking into account
the minimization of the active power losses within the TPP. The sign convention for the
reactive power provision is the same as that of the previous use case. Figure 4-18
shows that the reactive power provision at the MV side follows the required profile.

Reactive Power Provision (Use Case 11)
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Figure 4-18. Reactive power provision at the PCC of the TPP by taking into account the active
power losses.
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The active power losses of the study network for both use cases and the percentage
decrease are depicted in Figure 4-19a) and b), respectively. This is analyzed in three
intervals of time:

Interval I: This is from 00:00 until 09:45. Here the maximum active power
losses reduction achieved is 61%. At dawn, there is no PV generation and
almost no consumption from the nanogrids, which means that the network
is idle. The reactive power exchange with the grid is compensated basically
by the HBESS.

Interval Il: This occurs from 09:45 until 17:30. The reduction of active power
losses is 0%. The reactive power capacity of the nanogrids is strongly
reduced since the self-consumption is a priority. Thus, the nanogrid cannot
support the reduction of active power losses.

Interval 1lI: It takes place from 17:30 until end of the day. The active power
losses can be reduced by up to 35%. During this interval, all HBESSs are
discharging and supplying the loads of the nanogrids. Keeping this in mind,
there is no exchange of the active power between the nanogrids and the
external grid. For this reason, the percentage decrease of interval Il is lower
than interval I.
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Figure 4-19. Comparison of active power losses: a) Active power losses for use case | and II; b)
Decrease in percentage.

4.2 Cost-Benefit Analysis of the Provision of Ancillary Services by
Topological Power Plants

The cost-benefit of the provision of ancillary services by a TPP cannot be currently
evaluated since the climate change and its consequences are not comparable with the
cost-benefits of a TPP.

A very good example of the impact of the climate change occurs in Africa. According
to (Clarke, 2016), the continent is suffering from drought and floods. Besides, the
economic cost of climate change will be around USD 45-50 billion a year by 2040.
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Moreover, according to the same study, this has also political consequences with many
conflicts within the continent such as Nigeria or Somalia.

In Europe, the climate change has also its economic impact. According to the official
website of the European Union (Eurostat, 2022), heat waves, floods and storms have
caused over €145 billion economic losses over the past decade. Figure 4-20 shows the
climate-related economic losses by type of event. The highest loss occurred in 2017
(around €27.9 billion) due to the heatwaves registered in that year. This dried the land
and caused wildfires on the continent.

The climate change influences not only the economy worldwide, but also impacts
the health of human beings. The World Health Organization expects that the climate
change causes approximately 250,000 additional deaths per year due to malnutrition,
malaria, and heat stress (WHO, 2021).

For the reasons mentioned above, a quantification of the cost-benefit analysis of a
TPP is presently not possible.

Climate-related economic losses by type of event
(billion €)

Total (30-year
moving average - ‘
—— o

2010 20M 2012 2013 2014 2015 2016 2017 2018 2019 2020

Climatological Hydrological Meteorological
e __F e

ec.europa.eu/eurostatil

Figure 4-20. Climate-related economic losses by type of event (Eurostat, 2022).

4.3 Planning Criteria for a Distribution Grid with Ancillary Service
Capability

Planning in power systems denotes the actions required for the future (Seifi &
Sepasian, 2011). Apart from this, traditional planning approaches in distribution
networks focus only on the grid reinforcement. Today this not anymore the best choice,
since the distribution system operator should also consider the provision of ancillary
services when more and more conventional power plants are being decommissioned.
As a result, planning should contemplate, for example, the minimization of investments
costs and maximization of the provision of ancillary services (Rossi, et al., 2022).

The aim of this section is to conceive criteria for planning purposes that could be
applied in distribution grids with high presence of decentralized generation units and
ancillary service capability. From the perspective of this scientific work, these criteria
could be divided to:

e  Controllability
e  Communication infrastructure
e Identification of the potential of provision of ancillary services
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Figure 4-21. Planning criteria for distribution grids with ancillary service capability.

It is very important to recognize if the DG and DS units within the distribution grid
are controllable, which means if the regulation of the active and reactive power at the
PCC of each unit is available. Nowadays, this should not present any problem since
modern DG and DS units provide this functionality (see also section 3.1.1).
Undoubtedly, as seen in section 4.1.3, the implementation of a superordinate controller is
fundamental for the controllability of the active and the reactive power at the point of
common coupling of a topological power plant. In particular, as seen in Figure 4-9, the
forecast of solar generation (wind production also possible) is an essential part of
algorithms applied in the operation of modern power systems.

Importantly, the communication infrastructure plays a significant role currently in
power systems with more presence of digital communication systems. This point takes
into account such topics as:

e Communication protocols, for example, Modbus (ASCII, RTU, TCP/IP)

e Computer network: LAN (Local Area Network), MAN (Metropolian Area
Network), WAN (Wide Area Network)

e Transfer of information (wireless/cable)

e Information security

Indeed, a significant part of the planning process is to recognize the potential of
provision of ancillary services of a distribution grid, which is performed together with a
forecast of the power generation (solar and wind) (Goergens, Potratz, Godde, &
Schnettler, 2015). Naturally, the potential of providing ancillary services depends also
on the grid topology (voltage band and branch loading), the operating range of the
inverter (e.g., limitations at night in PV inverters, four-quadrant operation) as well as on
the guidelines of the country (also called grid codes). In addition, determining the
potential of provision of ancillary services can be seen from the mathematically point of
view as an optimization problem. For instance, the objective function could be
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represented by the minimization of capacitive reactive power at the point of
connection between the distribution and the transmission network. As stated in (Sowa,
Goergens, Schnettler, Koeberle, & Metzger, 2016), this contributes to the reduction of
reactive power demand of the distribution grid in order to avoid overvoltage in the
transmission system. Definitely, the type of required reactive power from distribution
systems is important since inductive reactive power is easier to provide than the
capacitive variant due to the reactive power losses from the branches. Besides, in order
to compute the reactive power potential, it is necessary to investigate the reactive
power need (overexcited/underexcited) of the study network. Usually, distribution
networks behave overexcited at night (the consumption is very low) and underexcited
during the day due to high demand of loads and inductive parts of the distribution grid
(Weber, Zdrallek, Abele, Brenneisen, & Mogel, 2021). As opposed to the reactive
power, the maximization of the active power import/export from the distribution
network to the transmission system also plays a role during the planning process (Rossi,
etal., 2022).

When providing power/frequency control ancillary service, a specific capacity is
required. For instance, in Germany, the following values are currently valid (minimum
capacity):

e  Primary power/frequency control: 1 MW
e Secondary power/frequency control: 5 MW
e Tertiary power/frequency control: 5 MW

Power plants that do not fulfil these minimum values must join a virtual power plant,

so that the required values can be provided (Lotz, et al., 2022).

4.4 Conclusions

For the purposes of operation and planning of a TPP, power flow and optimization
methods are required. The combination of both methods is called an optimal power
flow.

Different techniques for speeding up the power flow calculations were presented,
which are useful in networks with a high X/R ratio. In the case of a TPP in a LV network,
these techniques cannot be applied due to the interactions between the active power
and voltage drops in the LV level.

Solving an optimization problem has always two methods, which are categorized in
deterministic and stochastic algorithms. A drawback of applying deterministic
algorithms is that the computational speed is reduced when the number of equations is
high and complex, which is the case in power systems. In some cases, if the complexity
of the objective function and the constraints is high, then it is impossible to find an
optimum solution. Unlike the deterministic algorithms, stochastic algorithms are based
on combinatorial problem solutions and are faster than the deterministic approach.

It was verified that the method based on local optima enables provision of the
reactive power to the overlaid voltage grid with a relative error less than or equal to
5%. Furthermore, it was confirmed that the new method makes it possible to reduce
power losses significantly when providing reactive power to the MV level by a TPP. This
can be seen in Figure 4-19, where a reduction of up to 60% was possible.

The operation strategy to provide reactive power to the overlaid voltage level by a
TPP is possible due to the controllability of the DG and DS within the nanogrids. This
characteristic was also mentioned in Chapter 3. Importantly, when providing ancillary
services by a TPP with interlinked nanogrids, the prioritization of the self-consumption
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should be considered. If this is prioritized, the reactive power capability of each
nanogrid is reduced, and so is the reactive power capability of the TPP. Another
important point is that the reduction of the reactive power capability of each nanogrid
also influences the reduction of the active power losses within the TPP.

Given that forecasts are required for the calculation of the reactive power capability
of each nanogrid in the presented operation strategy, the accuracy of the forecasts
plays a significant role in this approach.

The cost-benefit of the provision of ancillary services by a TPP cannot be currently
evaluated since the climate change and its consequences are not comparable with the
cost-benefits of implementing a TPP.

Traditional planning approaches in distribution networks focus only on the grid
reinforcement. With high presence of RES, today this is not anymore the best choice.
From the perspective of this work, these criteria could be categorized in controllability
of the DG/DS, communication infrastructure, and identification of the potential of
provision of ancillary services of a distribution grid.
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5 Conclusions and Future Work

5.1 Conclusions

This thesis shows a new concept for providing ancillary services such as active and
reactive power by nano- and microgrids to compensate the decommissioning of
conventional power plants. The investigation was conducted in the transient and
steady state time range. The following conclusions can be drawn:

For control and stability analysis, the switching of the IGBT of the inverters
in DS and DG can be neglected. The reason is the low content of the
harmonics in the current. This is supported by developing and validating
detailed and simplified mathematical models of the DG and DS as part of a
nanogrid in a simulation environment.

The inclusion of a control centre and communication technologies in a
nanogrid in grid-connected mode influences its stability. This scientific work
presents a systematic approach for analyzing nanogrids in grid-connected
mode with communication time delays. The results related to this approach
show that the higher the delay time, the closer are the poles to the origin in
the frequency domain. That means that a very high communication delay
time can cause an instability of the system.

A topological power plant can contribute to voltage and frequency control
as well as to the stability of power systems taking into account the dynamic
behaviour of the single nanogrids regarding variation of load and
generation. With respect to frequency control, the contribution can be
done by participating in ancillary services such as congestion management
and frequency stability (secondary and tertiary power/frequency control as
well as reserve replacement process). Simply put, the TPP just receives an
active power set point from the TSO or DSO. Importantly, the application of
storage units within the TPP contributes tremendously to negative active
power set points at the PCC. Regarding voltage control, a TPP can be
considered as a source of reactive power located in other voltage levels.
It can contribute to the voltage control of the overlaid transmission grid.

By the proposed optimization method to minimize active power losses in
the grid a relative error less than 5% of the given reactive power set point
can be achieved.

The results of the presented optimization algorithm show that the power
losses within the topological power plant can be reduced up to 60%.

The controllability of inverters in single DG and DS as part of nanogrids is
necessary for the provision of ancillary services. Definitely, without this
feature the provision of ancillary services from RES could be difficult.

5.2 Future Work

The following topics can be investigated as part of future work:

Research on the design of a robust controller taking into account random
variations of the delay time of the communication system.

118



Research on the characteristic curves (e.g., P(f), Q(V)) at the nanogrid as
well as at the TPP level. The presented research work just considers active
and reactive power set points at the PCC.

Research on the optimization algorithm to find the absolute minimum of
power losses should be considered. The current algorithm just finds a local
optimum in a multidimensional function.

The results of the presented method based on local optima consider just
nanogrids with DG and DS as well as PV systems of farms. The investigation
should be extended by including additional components such as gensets
and STATCOM. Additionally, the method should be investigated and tested
on other voltage levels, where the constraints (e.g., grid codes) might be
different compared to LV networks.
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Abstract

Contribution of Nano- and Microgrids to Topological Power
Plants Regarding Voltage and Frequency Control

Conventional power plants provide such ancillary services to the transmission system as
the active and the reactive power for frequency and voltage stability, respectively and
thus, contribute to a secure energy supply in a power system. However, today,
conventional power plants are being decommissioned and replaced by renewable
energy sources (RESs) due to climate change and political decisions. Therefore, new
solutions for providing ancillary services by RES need to be investigated in order to
maintain the stability of modern power systems.

This research work focuses on the provision of the active and the reactive power by
distributed generators (DG) and distributed storages (DS) clustered as a nanogrid or a
household. This concept is upscaled by aggregating many nanogrids and other DGs for a
topological power plant (TPP) in a low voltage network. Previous research work has not
covered issues regarding this topic.

The approach presented in this thesis is analyzed from two different time scales:
transient and steady-steady state.

From the transient point of view, single components of the nanogrids (i.e., DG and
DS) are mathematically represented by detailed models. In this thesis, simplified
versions of these detailed models were created and validated by performing specific
measurements at a real demonstrator located in Wildpoldsried (south of Germany). In
addition, the dynamics of the nanogrid (DG, DS and load), including the control centre
and the simplified models, were analyzed and validated when transferring active and
reactive power in the external grid. Because of the presence of delays in
communication systems, the stability analysis was also performed.

After analyzing the transient behaviour, the nanogrids were aggregated for a TPP.
An operation mechanism based on load flow calculations and optimization
methodologies are presented in this PhD work. The operation mechanism allows the
provision of ancillary services by the TPP at its point of common coupling (PCC) as well
as the minimization of active power losses within the TPP.

In conclusion, the approaches presented in this work contribute to the system
stability of the power systems when conventional power plants are shut down and
replaced by RES.
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Liihikokkuvote

Nano- ja mikrovorkude moju topoloogilistele
elektrijaamadele pinge ja sageduse juhtimise kontekstis

Tanase  fossiilklitustel  toodtavad  elektrijaamad  pakuvad  Ulekandevorgule
sisteemiteenuseid, nagu aktiiv- ja reaktiivenergia pakkumine sageduse ja pinge
stabiilsuse tagamiseks, ning seeldbi aitavad kaasa elektrisiisteemi varustuskindluse
tagamisele. Kuna kliimamuutuste ja poliitiliste otsuste tottu suletakse fossiilkiitustel
tootavaid elektrijaamu, asendades neid taastuvenergiaallikatega, siis on vaja leida uusi
lahendusi sisteemiteenuste osutamiseks, et sdilitada taastuvenergiallikatega
elektrististeemides stabiilsus.

Kaesolev uurimistoo kirjeldab hajutatud nanovorkude voi kodumajapidamiste
generaatorite (DG) ja salvestusseadmete (DS) poolt pakutavat aktiiv- ja
reaktiivwdimsuse juhtimise lahendust ning selle agregeerimist topoloogilise
elektrijaama (TPP) jaoks madalapingevdrgus, mida senised uurimisto6d kasitlevad vahe.

Kdesolevas t60s kdsitletud Iahenemist on analtusitud nii pisi- kui siirdetalitluses.

Siirdetalitluses on nanovdrgu (liksikomponente (DG, DS) kirjeldatud uksikasjalike
matemaatiliste mudelitena. Lihtsustatud mudelite koostamiseks ja valideerimiseks
kasutatakse Wildpoldsried kilas (IGuna Saksamaal) asuvat pilootmikrovérku, mille peal
on labi viidud hulk katsem@6tmisi. Modelleeritud nanovérgu komponentide (DG, DS,
koormuste, juhtimiskeskuse ning lihtsustatud mudelite) dinaamilist kditumist on
analldsitud ning valideeritud katsetega, kus toimus aktiiv- ja reaktiivenergia vahetus
valise vOrguga. Juhtimissiisteemis tekkivate ajaliste viivituste tottu on viidud labi mudeli
stabiilsuskontroll.

Parast siirdetalitlusanaliiisi on nanovorgu mudelid agregeeritud TPPks. Kdesolevas
teadust6d tulemusena on valminud TPP juhtimisalgoritm, milles kombineeritakse
pusitalitlusarvutused optimeerimismeetoditega. Juhtimisalgoritm vdimaldab TPPI
pakkuda vorgule sisteemiteenuseid oma liitumispunktis, vdahendades samal ajal
vOrgukadusid TPP siseselt.

Kokkuvotteks, kdesolevas t60s esitatud l|dhenemisviisid aitavad kaasa
elektrislisteemide stabiilsusele, kui vanad fossiilkiitustel elektrijaamad asendatakse
taastuvelektrijaamadega.
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Abstract—The decommissioning of conventional power plants,
the rise of the installation of inverter-based technology for the
supply of electrical energy in the distribution network as well as
the application of information and communication technologies
(ICT) bring new questions to the system stability in power
systems. In addition to this, inverter-based technology should be
able to provide ancillary services as conventional power plants do,
such as active and reactive power provision for frequency and
voltage control, respectively. Moreover, nanogrids or households
are not only equipped nowadays with inverter-based technology,
but also capable of providing these ancillary services. This
research work presents a systematic approach for analyzing the
stability of a nanogrid considering communication delay time. As
noted in this scientific work, the higher the communication delay,
the higher is the approximation of the poles to the origin, which
influences the stability of the system.

Keywords—nanogrid, simplified model, active power, reactive
power, communication delay time, multiple-input multiple output
system, stability analysis

1. INTRODUCTION

Power systems have been changing tremendously in the last
20 years not only technically, but also organizationally as
mentioned in [1]. In Europe, for example, the combination of
the liberalization of the electricity market as well as the climate
change has caused depth changes in the energy supply. The
liberalization of the electricity market ended with monopoles
and gave final consumers the opportunity to choose electricity
suppliers independently of the local connection of the grid. On
the other hand, climate change brought, from one side, the
decommissioning of conventional power plants such as nuclear
as well as hard coal power plants and, from the other side, the
installation of renewable energy sources (RES) such as wind
and photovoltaic power stations, which modified the power
flow low from unidirectional to bidirectional (see Fig. 1).
Moreover, frequency and voltage stability has been affected
due to the reduction of conventional power plants and the

"Estonian Partners work was supported by the Estonian Centre of
Excellence in Zero Energy and Resource Efficient Smart Buildings and
Districts ZEBE, grant 2014- 2020.4.01.15-0016 funded by European Regional
Development Fund. Also, it has been supported by the Estonian Ministry of
Education and Research and European Regional Fund (grant 2014-
2020.4.01.20-0289).

increase of feed-in through inverters. For example, the voltage
stability is being influenced by the reduction of the subtransient
fault current, since RES are based on inverters, whose
subtransient fault current is just 1.1 times higher than its
nominal current [2]. As seen before the decommissioning of
conventional power plants carries to new challenges regarding
frequency and voltage stability in modern power systems.
Furthermore, these conventional power plants provide ancillary
services, which are necessary for a stable operation of the
network.

Transmission UHV Level
system
HV Level
Distribution
system MV Level
LV Level

Fig. 1. Overview of the current situation of a power system.

ICT plays also an important role nowadays in the stability
of power systems due to the communication delay time. A very
good example is a topological power plant or TPP [3]. A TPP
is electrical coupled network section of consumers and
prosumers [4] that can provide active and reactive power at its
PCC, and, thus, provide ancillary services. A TPP can be
localized in the LV network as well as made up by households
or nanogrids [5]. These are wusually equipped with
photovoltaics (PV) and home battery storage systems (HBESS)
[6], [7], [8]- In this case, set points of active and reactive power
are sent to the nanogrids by the superordinate controller of the
TPP. The set points are received by the nanogrid controller that
allows the regulation of active and reactive power at the PCC
of the nanogrid. Due to complexity of the interactions between



the components of the TPP, the implementation of an ICT
infrastructure is essential for the provision of active and
reactive power by a TPP in this example. Nevertheless, the
performance of the whole control loops might be affected by
the communication delays present in the ICT infrastructure,
which could show a random behavior. This scientific work
presents the stability analysis considering communication
delay time at the nanogrid level. Due to simplicity reasons this
scientific work presents the stability analysis of a nanogrid in a
real demonstrator considering one HBESS and one load.
Section 2 describes the ordinary differential equations of the
study nanogrid. Section 3 presents the small-signal model of
the system and its validation. Since the nanogrid is a multiple-
input multiple-output system a decoupling analysis is firstly
performed in Section 4 and then the stability analysis is carried
out. In the end, the conclusion is shown.

II.  ORDINARY DIFFERENTIAL EQUATIONS OF THE STUDY
NANOGRID

Fig. 2. Home battery energy storage system I (HBESS;).
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Fig. 3. Single-line diagram of the system and control.

The system to be analyzed is a real nanogrid connected in a
LV network in the south of Germany. It is composed by one
HBESS (here called HBESS;), and a resistive/inductive load.
HBESS: (see Fig. 2) has a rated apparent power of 20kVA and
a four-quadrant operation. The single-line diagram of the
system with the active and reactive power control is depicted in

Fig. 3. The cable that connects HBESS; to the grid is
represented by R; and L. Rs and Ls stands for the load as well
as its cable connection to the grid. Additionally, the cable
connecting the nanogrid with the grid is defined by Rariq and
Laria- In order to obtain the small-signal model of the nanogrid
it is necessary firstly to develop the ordinary differential
equations (ODE) of the whole system. In case of HBESS; the
power circuit, controllers as well as the phase-locked loop
(PLL) are taken into account [9], [10].

A. ODE of the Power Circuit of HBESS

This part of the modelling is based on simplified models,
which means that the insulated-gate bipolar transistors (IGBT)
and the DC side (in this case the battery modules and DC/DC
converter) of HBESS; can be ignored. Especially, for control
and stability analysis the switching of the IGBT in voltage
source inverters (VSI) can be neglected due to the low content
of the harmonics in the current [5] and if a quasi-steady-state
condition is assumed [11]. Fig. 4 shows the simplified model
of HBESS; in the dg-Frame. The variables i:BESS’ and i: BESS
are the output currents of HBESS;. On the other hand,

r ’ T
L and Vaupgss, Tepresent the input voltages of the

voltage source. The variables v: BESSI and v: BESSI denote the
voltage at the terminals of HBESS;.

Vv HBESS, 7 HBESS, +
d.qupess it R, L, HBESS,
oidl
- d,gq

Fig. 4. Power circuit of HBESS;

Based on Fig. 4 and applying Kirchhoff’s voltage law the
ODE of the power circuit of HBESS; is given by:

d HBESS); 1)
A mpESS, _ _Teq -HBESS, -HBESS, . | HBESS,

I - HBESS, ty + erBESS: 14 + HBESS, vd/mr\s, d
dt I L

q eq

d RIBESS 1
G jupess, __ e J1BESS; _ ) JUBESS; 4 Vv o BESS,

q - HBESS; 'q rHBESS, “d HBESS; | " 4usess; q
dr L Iz

B. ODE of the PLL
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Fig. 5. Block diagram of the PLL.

The PLL is required for the synchronization of HBESS;
with the grid. The ODE of the PLL are based on the control



block diagram shown in Fig. 5 [11], where kg, ,, k,,,, and
k;p,  are the smoothing, proportional and integral gains of the
controller, respectively. Furthermore, 0pgss, and wrer npEss,
are defined as the phase angle and the angular frequency of
HBEES:

d, . d (2
51 = Ry s K, gy Crer s,

d
s B, g O oo +(ksm s P )(l%mm, ~Oumss)

C. ODE of'the Controller

The outer (power) as well as the inner (current) controllers
are considered in the modelling of the ODE. The control loops
for active and reactive power regulation of HBESS; are

depicted in Fig. 6. The parameters kHBESS’ nd k:LB ESSt

proportional and integrals gains of the power controllers.

are the

k;IiBESS’ d kgBESS’ are the proportional and integral gains
related to the current controllers, respectively. The

mathematical expressions in (3)-(6) represent the ODE of the
active and reactive power controllers according to Fig. 6:
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Fig. 6. Active and reactive power control loops.

D. ODE Considering the External Grid
The ODE of the system shown Fig. 1 in dq-Frame are given

by:
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The global dq-frame reference is detonated by the
superscript g. Furthermore, the angular frequency of the global
frame is defined by w.

III.  SMALL-SIGNAL MODEL OF THE SYSTEM AND
VALIDATION

The ODE presented in the previous section are rearranged
in state-space form and then linearized around an operating
point:
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where the vectors are defined as:
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In addition to this, the small-signal model of the system
described in (8) is validated by varying the active power of



HBESS;. Fig. 7 and Fig. 8 show the comparison between
measurements and small-signal model. In this case a constant
load of 4.5kW is used for the experiment and HBESS; is
discharged with a set point of SkW. On the other hand, the
reactive power set point of HBESS; is set to Okvar. Results
show a very good match between small-signal model of the
system and measurements.

a) Active Power (HBESS I)
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Fig. 7. Comparison between simulation and measurements for HBESS; in
generation convention system: a) Active power at the output terminals of
HBESS;; b) Reactive power at the ouput terminals of HBESS;.
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Fig. 8. Comparison between simulation and measurements for PCC in load
convention system: a) Active power at PCC; b) Reactive power at PCC.

IV. DECOUPLING AND STABILITY ANALYSIS

The model described by (8) can be represented in the
frequency domain by its transfer function. In this case (8) is a
multiple-input multiple-output (MIMO) system with a transfer
function matrix, whose dimension is 2x2 according to (10).
Assuming a constant voltage at PCC, the inputs of the MIMO
system are the active and reactive power set points of HBESS;.
On the other hand, the outputs are the active and reactive
power at PCC.

G,\(s)
G, (s)

G, (s)
G (s)

G(s) = (19

The transfer functions of the main diagonal in (10)
represent the relationship between output 1 and input 1 (G;4) as
well as between output 2 and input 2 (G,,). The coupling
elements are given by the relationship between output 1 and
input 2 (Gy,) as well as by the relationship between output 2

and input 1 (G,q). If this coupling is weak, then the transfer
functions G;,and G,; can be neglected. In addition, G;;as well
as Gp,can be considered as single-input single-output (SISO)
systems, which can be analyzed separately as depicted in Fig. 9.

— T ./”//—.yl f— ”'%y'

L — Y2 eak

coupling

Fig. 9. Coupling in a MIMO system [12].

The quantification of the interactions between the inputs
and outputs of a MIMO system is given by the RGA (Relative
Gain Array) matrix, which is defined as:

RGA:qX(q_])T (11)

where the symbol X denotes the Schur product [12]. It is
important to point out that the RGA matrix is a function of the
frequency and if the value of an element of the matrix closes to
1, then the pairing should be selected. Fig. 10 illustrates the
RGA matrix of the system represented in (8) as a function of
the frequency. It can be seen that the coupling is weak, since
the elements A > and Ay are zero. Whereas, the elements of the
main diagonal are 1, which means that u; — y;and u, — y,can
be paired and considered as SISO systems.

it Az
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Fig. 10. RGA matrix.
Next, the matrices Gy, as well as G,, are analyzed as SISO
systems. Furthermore, an approximation of a time delay is

multiplied to each of the transfer functions (see Fig. 11)
mentioned before in order to perform the stability analysis.

Uy(s) Y() = ris
S o
AN g RAC e By

Fig. 11. Matrices Gy, and G,, with time delay.

The time delay is represented by a Padé approximation [13],
which is given by (12). In this case, a second order (n = 2) is
applied, which provides a good accuracy [14] to the modelling
of the time delay.
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The pole-zero plots of the open-loop systems of Fig. 11 are
depicted, and in this case the transfer function Gy, is analyzed
without (Fig. 12a) and with (Fig. 12b) communication delay
time for poles and zeros near to the real and imaginary axis.
Without communication delay time there are two poles on the
real axis and located on the left side of the s-plane. On the
other hand, when adding the communication delay time, zeros
are introduced and located on the right side of the s-plane. This
is due to the numerator of the approximation of the
communication delay time given by (12). In addition to this,
systems with such characteristics have usually an inverse
response, which means that if the positive step function is
applied to the open-loop transfer function, the system responds
initially in a negative direction and not from the initial steady-
state value [13], [15]. Furthermore, it can be noticed in Fig.
12b that the higher the communication delay in this system, the
higher is the approximation of the poles to the origin. In [13] it
is highlighted that the impulse response of a system with one
pole in the origin is marginally stable. Besides, it is also
mentioned that if two poles were located in the origin, the
impulse response of the system is unstable. All things
considered, a high value of the communication delay time
influences the stability of the analyzed system.

a) Pole — zero plot
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Fig. 12. Pole-zero plots for G;;: a) Without communication delay; b) With
communication delay (5ms, 500ms and 5s).

V. CONCLUSION

This paper presents a systematic approach for the stability
analysis of a real nanogrid demonstrator with one HBESS and
one load considering communication time delay. The nanogrid
can be seen as a MIMO system. Firstly, in this approach, the

ODE of the study nanogrid are developed, linearized and then
validated with transient measurements. In order to investigate
if in this case the MIMO system can be reduced, and, thus,
simplify the stability analysis, the approach applies the RGA
matrix. Results show that under these circumstances the MIMO
system can be reduced and be seen as two SISO systems,
whose transfer functions are then multiplied by the
communication time delay. When taking into account, for
example the transfer function G;;, and then increasing the
communication time delay, the poles i.e. eigenvalues close to
the origin of the pole-zero plot. Generally, in case of very a
high communication time delay, poles can reach the origin of
the pole-zero plot. This makes, according to control theory, the
impulse response of the SISO system marginally stable or even
unstable. Absolutely, the provision of ancillary services with
inverters and controllers including ICT makes the stability
analysis considering communication delay time extremely
important in modern power systems. As future work, the
magnitude of communication time delays as well as the
randomness in ICT should be analyzed, so that better
approximations can be applied in such stability analysis.
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Abstract—This research work presents an operation
mechanism for supplying a scheduled value of reactive power
at the medium voltage (MV) side of the distribution
transformer by a group of interlinked nanogrids in the low
voltage level (LV), which are part of a topological power plant
(TPP). The operation mechanism takes into account the self-
consumption of the nanogrid and network constraints, such as
the permissible voltage band for each node and the loading of
the transformer as well as cables. Furthermore, the
minimization of active power losses within the TPP is taken
into consideration while the scheduled reactive power at the
MYV side should be accomplished.

Keywords—Nanogrid, Topological Power Plant, Virtual
Power Plant, Ancillary Services, Reactive Power Provision,
Optimization

1. INTRODUCTION

A. Motivation and Background

Conventional power plants provide ancillary services,
which are required for the stable and secure operation of
power systems. One of these ancillary services is the
provision of reactive power for solving voltage control and
stability problems, caused by renewable energy sources [1].
Usually, the provision of reactive power is carried out by the
extra high and high voltage grids, but due to the fact that
traditional power plants will be decommissioned by cause of
climate change policies, new strategies for providing
ancillary services by distributed generators (DG) and
distributed storages (DS) [2], [3], [4], [5], [6], [7] should be
developed. For example, a nanogrid, which is defined in [8]
as a small electricity consumer in the LV level, e.g. one
family house, equipped with DG, DS and a control center
can contribute to the provision of ancillary services, such as
primary control power (active power) for frequency control
and reactive power for voltage control at its point of common

*This work has been supported by the European Commission through
the H2020 project Finest Twins (grant No. 856602); and Estonian Centre of
Excellence in Zero Energy and Resource Efficient Smart Buildings and
Districts ZEBE, grant 2014- 2020.4.15-0016 funded by European Regional
Development Fund.

**This research has been conducted in the context of the project
“pebbles — Peer-to-peer energy trade based on Blockchain technology”.
pebbles is funded by the German Federal Ministry of Economic Affairs and
Energy within the funding program “Smart Service Welt II”’ (Grand ID.:
01MD18003D).

coupling (PCC) [9].
B. Contribution and Organization

The main contribution of this research work is to present
an operation mechanism that shows how to provide reactive
power to the MV level from households or nanogrids, which
are part of a TPP in a LV network. A TPP is an electrical
coupled network section of producers and consumers that
can provide ancillary services as conventional power plants
do [10]. Furthermore, a TPP is a specific case of a virtual
power plant (VPP). The difference between the two concepts
is that a TPP requires a PCC, whereas a VPP not. Section 2
describes the LV network to be studied. Additionally, in
order to reach the reactive power set points for each
nanogrid, a superordinate controller is required. This is
described in Section 3. In section 4 simulation results are
shown. Finally, section 5 summarizes this research article.

II. STUDY NETWORK

The study network is located in the LV level of a rural
area in the south of Germany as shown in Fig. 1. This
network has the following characteristics and elements:

e The network has a radial structure and is fed by one
distribution transformer with a rated apparent power
of 250kVA. It has 81 nodes and 200 branches (cables
and distribution transformer).

e The network consists of 24 nanogrids, represented by
family houses. Additionally, there are two farms with
two photovoltaic (PV) systems each.

N
U
PV Farm 1
PV Farm 2

Fig. 1. Study network.
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A. Nanogrids

It is assumed that all 24 nanogrids are equipped as
mentioned in [9]. This means that each of them has one
home battery energy storage system (HBESS), one PV
system and a load. Table I illustrates information regarding
the nanogrids used for the network calculations. There are
three types of them in the study network. The type means the
number of persons living in each house. The type A is a
household of 5 persons. The type B and C are households of
4 and 3 persons, respectively. The load of each household is
represented by the behavior of a standard load profile HO
[11]. Table I also mentions the number of nanogrids
according to the type, the yearly energy consumption of each
type of nanogrid, the rated apparent power and the capacity
of the HBESS, the peak power of the PV system and the
corresponding apparent rated power of the PV inverter.

TABLE 1. TYPES OF NANOGRIDS
Nanogrids
Type | Amount | Ce Drlli:v’;enrii)t)ion HBESS | HBESS il in :;Zer
(kWh/annumy | VA | (W) | (KWp) | gy
A 15 6900 32 32 6 7
6 5700 26 26 5 6
C 3 4600 21 21 4 S
B. PV Farms

In each of the PV farms two PV systems are installed,
following the German Code of Practice VDE-AR-N 4105 for
power generating plants connected in the LV network [12].
This code states that the PV inverter varies its power factor
as a function of the active power supply into the network (see
Fig. 2). Table II shows a summary of the PV system installed
at the farms. Moreover, these farms follow a standard load
profile L2 (for agriculture) [11] and it is assumed that they
have a yearly energy consumption of 11.5MWh.

cos¢
A

0.9/0.95 -~ — ===~~~ Capacitive

| 02 0.5 1 7
-

0.9/0.95

- Inductive

Fig. 2. German code of practice VDE-AR-N 4105 [12].

TABLE I1. PV SYSTEMS INTALLED AT THE FARMS
Farm PV Systems
Farm
PV system Peak Power (kWp)
PV System 1 89.6
Farm 1
PV System 2 21.7
PV System 3 5.7
Farm 2
PV System 4 29.5

III. SUPERORDINATE CONTROLLER

An overview of the superordinate controller is shown in
Fig. 3. First, it is assumed that a forecast (15 minutes time
step for a time span of 24 hours) of the load and the PV
generation in a summer day for each nanogrid is available.
Next, the previous information will allow determining the
reactive power capability of each nanogrid for the next 15
minutes considering the self-consumption. Then, an
optimization process subject to constraints will be
performed. Here the reactive power set points for each
nanogrid are generated, so that the scheduled reactive power
profile of the TPP is achieved. Furthermore, the optimization
is based on a co-simulation between the programming
language Python and PSS® SINCAL.

Superordinate
Controller

Load &
Generation

Optimiz

Scheduled 20kV
——
Reactive
Power Distribution Transformer

—J 04k

Topological Power
Nanogrid; Plant

)

Nanogrid

/, B3 Distributed Storage
iy —>==Distributed Generator
\\‘* L Control Center
Load

Fig. 3. Superordinate controller.

A. Load and Generation

The load and generation block is the first stage of the
superordinate controller. The forecast of the loads for each
nanogrid is based on a standard load profile HO for
households and a load profile L2 in the case of the PV farms.
On the other hand, the PV profiles for the nanogrids and PV
farms are for a summer day.

B. Reactive Power Capability

a) Operation of the HBESS and PV inverter: First, the
functionality (identical for all the nanogrids) of the HBESS
and the PV inverters is mentioned. Each HBESS allows a
four-quadrant operation. The maximum reactive power a
HBESS can provide can be calculated according to (1),
where Sygprssratea ad Pyppssace are the rated apparent
power and actual active power of the battery, respectively:

(6]

_ 2 2
QHBESS max S HBESSrated P HBESSact

Additionally, each PV inverter allows a two-quadrant
operation. Furthermore, the PV inverters work with a power
factor between 0.4 capacitive and 0.4 inductive as carried out
in [13]. The active and reactive power capability of a PV
inverter is shown in Fig. 4. Pgp is the active power break
point calculated according to (2), where Spyqreq 15 the rated
apparent power of the PV inverter and PF,,, is the
maximum power factor:

PEP = SPthed " PFmax (2)

If the actual active power is less than Pgp (blue region in
Fig. 4), then the maximum reactive power the PV inverter

Authorized licensed use limited to: Hochschule Kempten. Downloaded on February 01,2021 at 08:28:45 UTC from IEEE Xplore. Restrictions apply.



can provide in the region is given by (3), where Ppy 4 is the
actual active power:

QPVmaxibluL 2.29 PthLt (3)

If the active power is greater than Pgp (green region in
Fig. 4), then the maximum reactive power that the PV
inverter can provide in this region is given by (4) and a
reduction of the active power will be carried out by the PV
inverter, so that the rated apparent power of the PV inverter
is not exceeded:

2 2
SPVrated oy PB @)

QPV max_ green =

PF =04
Fig. 4. PQ capability curve of a PV inverter.

b) Reactive power of a nanogrid: Supplying the local
load of each nanogrid is a priority. Due to this reason, the
combination of the PV system and HBESS is used to supply
active power to the load. The permissible state of charge
(SOC) limits of the HBESS are set according to [13]
considering the optimum lifetime and the availabilty of
storage system. First, if the surplus, which is defined in (5),
is positive, the HBESS is charged as long as the SOC is
lower than 80%. On the other hand, if the surplus is negative
and the SOC is between 20% and 80%, the HBESS is
discharged.

Psurp/us = Ppr— Pload (5)

After computing the active power, HBESS produces or
consumes and the active power the PV inverter supplies, the
maximum reactive power that these elements of the nanogrid
can provide is calculated every 15 minutes. Equation (1) is
used for the HBESS. On the other hand, the PV inverter
provides reactive power only if the HBESS is fully charged
and the surplus is positive.

Fig. 5a shows an example of the active power production
by the PV and consumed by the load for a nanogrid type A.
Furthermore, it can be seen that a reduction of the active
power of the PV system occurs between 09:45 and 17:15
when the SOC is 80%, the surplus is positive and the active
power of the PV system is greater than Pgp. In this period of
time the maximum reactive power of the PV system is given
by (4). Between 17:15 and 18:15 the SOC is 80%, the
surplus is positive, but the active power of the PV system is
lower than Pgp. In this period the maximum reactive power
that the PV system can provide is computed using (3).

The SOC of HBEES for the nanogrid type A is illustrated
in Fig. 5b. When a positive surplus occurs (e.g. at 07:30),
HBESS is charged. On the other hand, during the afternoon,
the HBESS is used to supply the load, when the PV
production is not enough to cover the load (from 18:30 until
23:00). Since the charging and discharging of the HBESS is
limited by the SOC, during the early morning the load is
supplied by the external grid (from 00:00 until 07:30).

a) PV and Load

7.00 —F]
$5.251 —— PV - =
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0.00 B =
NN <Q NINANY <3Q<JQ‘3Q"D
SIS IADy @x ﬂf’ 5%3\”"“3 Doy
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b) SOC
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Fig. 5. Nanogrid type A: a) PV production and load; b) SOC of HBESS.

The active and reactive power at the PCC of a nanogrid
type A is illustrated in Fig. 6a and Fig. 6b, respectively. Fig.
6a shows three types of cases. The first one is the import of
active power from the external grid, for example from 0:00
until 07:30, since the load is supplied by the external grid.
The second case is the no exchange of active power with the
external grid (from 07:30 until 09:45, since the load is
supplied by the PV system). Finally, the third case is an
export of active power to the grid (from 09:45 until 18:30,
since the battery is charged and the PV system supplies the
load). On the other hand, Fig. 6b depicts the maximum
absolute value of reactive power that the nanogrid can
provide at every time step. From 00:00 until 09:45 the
reactive power provision can only be performed by the
HBESS. After that and until 18:15 the reactive power is
provided by the PV system and the HBESS. Lastly, only the
HBESS is able to provide reactive power.

a) Active Power at PCC

3
= rf — Ppcc
=
ol
D X2 oD ¥ D X2 oD X0 oD ¥ D X0 D DD oD ¥
SIS TR R R
Time(h :m)
5 b) Reactive Power at PCC
=30
®23 & & & &
RN Qv D X2 oD 0,0 X2 D O X0 oD ¥
AP SISO SRS

Time(h : m)

Fig. 6. Nanogrid type A: a) Active power at PCC; b) Maximum absolute
value of reactive power at PCC.
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C. Optimization

Two uses cases are applied in the optimization process.
In the first use case the sum of the reactive power of the
elements of the TPP is satisfied by equation (6),

where Z Qll\lanagrid > Z Q!E"arm and Q;et,TPP are the total
reactive power of the nanogrids, PV farms and at the PCC of
the TPP at the time step i, respectively. On the other hand, in
the second use case the active power losses are minimized
within the TPP while (6) is complied. For both use cases and
all the time steps, ), Qli\lanogn'd is optimized and ¥, Qk gy is
kept fixed.

i (6)
ZQI’Vanogrid +ZQ;7arm = set, TPP

The optimization is based on the greedy algorithm, which
is a heuristic optimization method. The greedy algorithm, as
mentioned in [14] and [15], constructs a solution based on
local optima. Furthermore, in some cases optimal solutions
are reached, and in some other cases this algorithm will
provide acceptable solutions. This algorithm was selected
due to the easiness of its implementation and the high
computational speed. The basic idea of the algorithm is
presented in Fig. 7. It begins with an initial solution. Next,
possible combinations are generated and one is selected
based on constraints. This is a local optimum (orange circles
on Fig. 7). The algorithm ends when no more possibilities
are available.

Co.

Mim

Solution,

Solution;

Solution,,

Co = Combination
Fig. 7. General idea of the greedy algorithm.

A detailed description of the implemented algorithm is
shown in Fig. 8. For each time step (15 minutes) the steps 3
to 8 are repeated. The algorithm works as follows:

e Step 1: The reactive power step AQ (variation of
reactive power for each nanogrid) is defined by the
user. Furthermore, the Python script extracts the
amount of nanogrids m from the data base of PSS®
SINCAL.

e Step 2: An initial load flow is performed by setting
the reactive power of all nanogrids Q4. to zero.

e Step 3: Intervals of reactive power are created for a
nanogrid p (vector §namp in Fig. 8). These intervals
(generated in the block capability of Fig. 3) define
how much reactive power each nanogrid is capable to
provide at the time step i. The number of elements of
the interval for a nanogrid p is saved in the vector 7i,,.

e Step 4: The matrix A is created and its main diagonal
is filled with each vector Snanop- The dimension of A
is k X m. The variable k is defined in (7), where n,, is

the number of elements of the interval of reactive
power for the nanogrid p:

50, ”

e Step 5: The matrix A is modified by adding the factor
n, X AQ to each element of the main diagonal. The
green area of Fig. 9 illustrates an example of this step.

e Step 6: The elements of each row of A (gray arrows
of Fig. 9) are taken and used for load flows
calculations.

e Step 7: The constraints are verified for every load
flow of step 6, for both use cases, with respect to the
loading of cables and distribution transformer (less
than 100%), the permissible voltage band (+/-10% of
the nominal voltage) and the reactive power at the
PCC of the TPP should not differ more than 5% of
the set point. For the second use, the active power
losses should be equal or less than the active power
losses of the use case I.

e Step 8: The previous step will generate a list of
solutions that satisfies or not the constraints. For both
use cases, the program selects the best solution and
modifies one column of A. The orange area of Fig. 9
depicts an example of this modification. In this
example, the first row of A1 has the best solution.
Thus, the first column of Az is modified. Finally, if
there is no improvement, the first iteration is ready.

| 0,,.=0.m A0 |
7

Initial load flow
Oy, =0

Time Step i

Modify
column of A

Yes

F————————————————— ==

Fig. 8. Flow chart of the applied algorithm.
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Fig. 9. Example of the modification of the main diagonal and a column of
the matrix A.

IV. RESULTS

This section presents the results of the co-simulation
between Python and PSS® SINCAL for the two proposed use
cases.

A. Use Case I: Reactive PowerProfile at the PCC of the
TPP

The reactive power profile used for this use case and the
results of the optimization are presented in Fig. 10. The sign
convention is done from the point of view of the distribution
system operator (DSO). This means according to the
consumer perspective:

e Q> 0: inductive behavior of the TPP
e () <0: capacitive behavior of the TPP

An inductive behavior of the TPP is required from 00:00
to 12:00 and a capacitive behavior for the residual time. Fig.
11a shows the relative error for the inductive behavior and
Fig. 11b for the capacitive behavior for each time step (15
minutes). For both cases, the provided reactive power at the
MV side of the distribution transformer is within the 5%
tolerance.

100 Lteactive Power Provision (Use Case 1)

75 — Qprofile

50
25
0

—25

o Qo

Q(kvar)

=50

—75
_10(;% LD DD D DO DD DD 5D B DD o
NTRTRT Y GTATBIN N A B N GG Wy el
Time(h : m)

Fig. 10. Reactive power provision at the PCC of the TPP.

a) Relative Error Inductive Behavior

37 4

b) Relative Error Capacitive Behavior
78 9

Fig. 11. Relative error for the reactive power provision: a) For inductive
behaivor (positive set point); b) For capacitive behaivor (negative set
point).
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An example of the node voltages and the loading of the
branches (cables and distribution transformer) is depicted in
Fig. 12a and Fig. 12b, respectively. In this case the iteration
40 (inductive behavior of the TPP) and for iteration 85
(capacitive behavior of the TPP) are presented. The node
voltages are within the permitted voltage band of +/-10% of
the nominal value. On the other hand, the loading of
branches is less than 100%.

a) Voltage Variation per Node

98 S b Qe < Qi

0 20 40 60 80
Node Number

b) Loading
80 © Qe © Qi

1/ (%)

0] = = e .

25 50 75 100 125 150 175 200
Branch Number

Fig. 12. Network constraints for the iterations 40 and 85: a) Node voltages;
b) Loading of the branches.
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B. Use Case II: Reactice Power Profile at the PCC of the
TPP and Minimization of the Active Power Losses

This use case focuses on the achievement of a reactive
power profile (same as the first use case) at the MV side of
the transformer while taking into account the minimization
of the active power losses within the TPP. The sign
convention for the reactive power provision is the same as
the previous use case. Fig. 13 shows that the reactive power
provision at the MV side follows the required profile.

Reactive Power Provision (Use Case II)

100
75 —— Qprofite
50
’ © Qu
= 25
é 0
S 25
=50
=75
R Y PN R DR ERNBD P
SRR SRR OEEC RSSO BY L

Time(h : m)
Fig. 13. Reactive power provision at the PCC of the TPP by taking into
account the active power losses.

C. Comparison of active power losses

The active power losses of the study network for both use
cases and the percentage decrease are depicted in Fig. 14a
and Fig. 14b, respectively. This is analyzed in three intervals
of time:

e Interval I: This is from 00:00 until 09:45. Here the
maximum active power losses reduction achieved is

61%.

e Interval II: This occurs from 09:45 until 17:30. The
reduction of the active power losses is 0%.

e Interval III: It takes place from 17:30 until end of the
day. The active power losses can be reduced by up to
35%. During this interval all HBESS are discharging
and supplying the loads of the nanogrids. Keeping
this in mind, there is no exchange of active power
between each nanogrid and the external grid. For this
reason the percentage decrease of the interval II is
lower than the interval .

a) Active Power Losses
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Fig. 14. Comparison of active power losses: a) Active power losses for use
case [ and II; b) Percentage decrease.
V. CONCLUSION

In this paper it is shown an operation strategy to provide
reactive power for voltage control to the overlaid voltage

level by a group of interlinked nanogrids, which are part of a
TPP located in a LV network. In this strategy, each nanogrid
prioritizes the self-consumption while providing reactive
power. Furthermore, the operation strategy applies an
optimization method so that a required reactive power profile
at the overlaid voltage level can be accomplished when
network constraints as well as the reduction of active power
losses are taken into account. Finally, it is important to point
out the importance of the controllability of the DG and DS
together with the availability of PV and load forecast in the
operation of a TPP.
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Abstract— Due to the increasing share of volatile renewable
energy sources, like photovoltaics (PV) and wind energy in nearly
Zero Energy Buildings (nZEB), there is an increasing need for
demand-side management (DSM) or demand response (DR)
programs to balance the production and consumption in the grid.
The flexibility that can be obtained for smart grids from such DR
methods is not limited to appliances like water heaters or
dishwashers but can also be achieved with space heating and air-
conditioning. In such an interdisciplinary investigation, often one
part is simplified, in this case, typically either the thermal models
or the implemented DR strategy are very detailed. In this work, a
detailed thermal model of a control center is obtained and
calibrated in IDA ICE building-modelling software with
measurements from a test site in Germany. Afterward, several
price-based load matching algorithms are applied to the model to
see the possible flexibility exploitation with the thermal capacity
of this small building. Not all investigated algorithms show good
performance but some of them show promising results. Thus, this
model can be used for DR methods and should be extended to
work with more DSM strategies and provide ancillary services.

Keywords— Flexibility, Smart City, nZEB, Thermal Storage,
Space Heating, D d Resp , Nanogrid
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1. INTRODUCTION

As the share of renewable energy production is increasing
worldwide, with some countries already having renewable
energy shares of 30% and more, the operational complexity for

the electrical power grid increases accordingly. This
development  creates  despite its  sustainability and
environmental friendliness several challenges for grid

operators. The volatility and unpredictability of the renewable
energy sources, like photovoltaics (PV) or wind power, which
are popular to be installed in nearly Zero Energy Buildings
(nZEB), can create imbalances between energy production and
consumption. This makes the planning of energy production
especially complicated to prevent mismatches and therefore
unstable energy supply for the customers. One concept to
tackle this problem is to use demand response techniques [1],
which aim to adapt the load by scheduling certain household
devices. Such demand response (DR) or demand-side

This work was supported by the Estonian Centre of Excellence in Zero
Energy and Resource Efficient Smart Buildings and Districts ZEBE, grant 2014-
2020.4.01.15-0016 funded by European Regional Development Fund; and
supported by the European Commission through the H2020 project Finest Twins
(grant No. 856602).
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management (DSM) methods, which are an important part of
smart grids and smart cities, can be applied on many different
devices in a household, for example, freezer, water heater [2],
or other appliances like dishwashers [3]. These DR and DSM
concepts can increase the flexibility [4] of the system, which is
an officially recognized concept in power systems [5], [6],
which helps to improve the balance between energy production
and consumption. Like this, it is possible to react to unexpected
changes and more efficiently plan the energy generation and
use.

Additionally, it is not just possible to use various appliances
in a household for DR. The thermal capacity of the whole
building, meaning the space heating, air conditioning [7], and
ventilation systems [8] can be used for DSM.

In this context, several publications present a complex DR
control approach but use simplified thermal models to estimate
the electrical energy demand of the heating systems for
example. In [9] the authors propose a price-based control
strategy with a minimalistic model of the space heating,
assuming it to be a certain percentage of the energy
consumption. The authors of [10] show possible DSM
strategies with space heating /cooling with a multi-agent
system. They are using a simple aggregated model for their
research. [11] presents a DSM approach with a simplified
thermal model for houses. From that, the flexibility of the
system is assessed and the heat pumps are controlled in a DR
scheme. Similarly, in [12] different load matching control
algorithms are used to optimize the system in a DSM manner.
A simplified thermal model based on temperature differences
due to different influences is used to estimate the electrical
consumption.

On the other hand, there are publications, which consider a
very detailed thermal model but use a simple control strategy.
The heat pump model presented in [13] is very detailed. The
demand response control strategy presented is comparably
simple. The thermal models of buildings presented in [14] are
quite detailed but the demand response methods are limited
somehow and do not show the anticipated results. Several other
publications like [15] show very detailed thermal models but
do not consider DR or DSM methods at all.



Therefore, this work aims to create a detailed thermal
model of a control center, which is part of a nanogrid with PV-
installations and home battery energy storage systems. This
thermal model should provide good performance based on
comparisons with measurements of the real object. It is then
being used with different price-based load matching algorithms
to achieve an efficient demand response control of the space
heating in the control center. The model is additionally already
created in a way that it can be used for more detailed future
investigations on the nanogrid with more demand-side
management methods and providing ancillary services to the
grid.

The paper is organized as follows: The methodology,
including the measurements, modeling, calibration, and
simulation setup, is presented in Section II. Section III shows
the results of the simulations. Finally, the results in brief with
conclusions are presented in Section IV.

II. METHODOLOGY

The control center is part of the Energy Campus
Wildpoldsried in the city of Wildpoldsried in southern
Germany. It is part of University of Applied Sciences
Kempten, Germany. The work of this paper is a cooperation
between Tallinn University of Technology and University of
Applied Sciences Kempten.

A. Control Center Measurements

To obtain the necessary data to model the control center
and calibrate the model, measurements were needed.
Therefore, four temperature sensors were used, three of which
were placed inside the control center and one outside. The
temperature sensors on the inside were placed on different
heights and different positions in the room (c.f. Fig. 1). The
sensor outside was placed in a wind and weather protected
place. Several days were measured from the 21% Nov. 2019
until 25" Nov. 2019 with a free-floating control center, where
all heat sources were turned off, and from 25" Nov. 2019 until
27" Nov. 2019 with an electric heater inside the control center.
The power consumption of the electric heater was measured
with a portable power meter.

An additional free-floating measurement with three sensors
on the outside and 1 sensor on the inside was conducted to see
the influence of the outside sensor placement on the
measurements. The used temperature sensors were EL-USB-2
EH / Temp Data Loggers.

Additionally, during the measurements, the data of a nearby
weather station was stored. It contained measurements for the
outside temperature, global irradiation, air pressure, humidity,
dew point, wind speed and wind direction.

Thermal imaging of the electric heater was done as well, to
see the heat dissipation of the used device. The electric heater
from EUROM was operated at 1300 W during the thermal
imaging and during the measurement time (c.f. Fig. 2).

B. Control Center Model and Calibration

The container was modeled in IDA ICE 4.8 building
simulation software. The floorplan and 3D model pictures of

the container are shown in Fig. 3. The constructions and
window parameters were inputs given by the container
producer. The small corridor after the external door was not
modeled as the corridor door to the room was kept open during
the whole experiment. The climate data from the closest
weather station were used as boundary conditions.

To calibrate the model, the parameter values for infiltration,
power emitted by the computers, and the furniture area were
varied. These values were chosen as no information about these
was available. As reliable wind direction data was missing,
infiltration was set to constant. Although maximum computer
power was known, the computers did not work on nominal
power the whole time. As the profile of usage was not
measured, the computer power was also assumed to be
constant. The furniture is modeled in IDA ICE as a capacity
with a heat transfer coefficient of 6 W/(m?K). The area of the
furniture is the furniture surface facing the room air where the
heat is transferred.

The quality of the model was assessed by the average
absolute error between the simulated and measured air
temperatures in the room. IDA ICE models the room with
ideally mixed air so there is one air temperature in the room.
The simulated temperature was compared to the average
temperature measured by the sensors.

Parametric analysis was carried out first for the free-
floating periods to calibrate the envelope and then for the
period with an electrical heater to check the heat-up
performance. The results were adapted in the simulation of the
whole experiment period. The found values for the varied
parameters are 0.05 1/sm? of infiltration rate per external
surfaces, 80 W power of the computers, and 26 m? of furniture
area.

Fig. 1. EL-USB-2 EH / Temp Data Logger placed on top of a shelf
Fig. 2. EUROM electric heater placed in the middle of the control center
for calibration measurement
i I
L I
Fig. 3. The container model in IDA ICE with floorplan on the 1’;cft and 3D

view on the right. The compass is shown for orientation in both pictures



Air temperature (°C)
N
S

q_Q\g 'LQ\g

388 5SS

S o)) 2N

Fig. 4.

Ideal heater and cooler were set to achieve the initial state
of the container. The setpoint value of the cooler was set to 0.1
degrees higher than the heater’s and the latter was estimated by
minimizing the average absolute error during the first free-
heating period. The lowest error was achieved while aiming for
a temperature between 3.75 °C and 3.85 °C, although the initial
measured temperature was 8.2 °C. This was probably because
the pre-simulation conditioning of the model is constant but the
actual behavior is dynamic.

The resulting temperature behavior is compared to the
average measured temperature in Fig. 4. The average absolute
error for the whole period was 1.61 °C, for the three periods the
errors were 1.92 °C, 2.08 °C and 1.00 °C. The error in the
heating period is mostly caused by a small shift in time and the
moment around the time when heating was turned off. The air
temperature in the room drops drastically in a very short time.
It is not clear whether the door was opened for a longer time or
is this an error in the measurement.

The error during the first period shows that either the initial
state was not estimated ideally or the heat capacity or heat loss
of the container is modeled too low. The calibration during the
last period is almost ideal as in reality the temperatures are not
ideally mixed and the energetically effective temperature of the
measured period is not known. As the general behavior of the
container is close to the average measurements, the achieved
result is suitable for the following work.

C. Price-based Load Matching Algorithm Control

Different price-based load matching algorithms were
implemented in this model to see the responsiveness of the
control center to set point based control strategies. Therefore,
the electric heaters were controlled with a thermostatic two-
step controller. In the first step, a fixed setpoint value of 22°C
was selected with a 1°C deadband. This will be the basic
benchmark for comparison with the other control strategies.

To have prices with smaller fluctuations than the spot
market prices, the hourly day-ahead prices of the Nordpool
database [16] for Estonia were obtained for the setpoint control
algorithms. The prices without additional fees and taxes from
November 22" until December 2", 2019 were used for the
setpoint calculation (c.f. Fig. 5). The seven different price-
based setpoint calculation algorithms (A-F) were based on [2],
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The behavior of the air temperature in the simulation compared to the average of measurements. The vertical orange lines separate the three different
periods — Ist free-floating, electric heating, and 2nd free-floating period

[17] and [18]. The algorithms are shown in TABLE I. Their
performance has been positively evaluated under different
occupancy- and other considerations for simple models of a
freezer, water heater and space heating for a household in an
apartment [19] and [20]. The pre-calculated setpoints for each
algorithm were created as an input look-up table for the set
point of the thermostatic controller in the IDA-ICE
simulations. The parameters for the setpoint calculation
algorithms and the two-step thermostatic control are shown in
TABLE II. The minimum (Pr_min), maximum (Pr_max) and
average (Pr_avg) price, and the price deviation (Pr_dev) are
calculated from the Nordpool prices for each day. Each
simulation was done in the timeframe of Nov. 22" until Dec.
27 2019.

TABLE 1. DESCRIPTION OF PRICE-BASED SET POINT CALCULATION
ALGORITHMS [2],[17],[18]
Algorithm | Description of set point calculation algorithm
A Tsetmax = Tset,
Tose = Tarmas = (P = Prigy) # S Dt
B | Tsetmin — Tgoat|
Teet = Tyoar = (Pr—Proyg) * T P
C Tscv.mm - T:arm!
cop = - - *
T.wl goal (PI‘ Pravg} Prmin —_ Prnvg
D Teetmin — Tgoat
Toet = Tyoat — (Pr—Pryy;n) *ﬁ
E Tsermax = Tsetmin
Tset = Tgoar — (Pr —Pr, —_—
set goal ( ;wg) * Proax — Pron
F Tsetmax — Tset;min
Toet = —(Pr—Pr,;,) + —mmMmmMmMM™
set goal ( mln) Prm::x — Prmm
G Pr =Prayg = Toer = Tsetmin ;
Otherwise = Tyt = Tyetmas
TABLE 11 PARAMETERS FOR SETPOINT CALCULATION ALGORITHMS
Parameter Symbol | Value
Maximum Set Point Teetmax | 24 [°C]
Minimum Set Point Teetmin | 20 [°C]
Goal Set Point Tyoat 22 [°C]
Two-step Controller Deadband - 1[°C]
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Fig. 5. Nordpool hourly day-ahead prices without additional fees and
taxes for November 22™ until December 24,2019

III. RESULTS

The setpoint calculation algorithms show slightly different
behavior for the selected price pattern. The results for the
indoor air temperature can be seen in Fig. 6. The +/- 0.5°C
deadband is not reached in the shown curves because the data
was plotted with a smoothing filter to better compare the
behavior of the different algorithms.

Algorithm A, B and C show similar behavior with only
slightly different setpoint selection. They vary between the
maximum and minimum setpoint. This behavior considers
both, user comfort and price orientation.

Algorithm D and F vary between the minimum and goal set
point. This means that the setpoint is selected more price-
oriented than user comfort-oriented. This was also found in
[19].

Algorithm E selected set points between the minimum and
the maximum. But it tends to select less extreme set points,
which tend to be closer to the goal set point than the ones
selected by algorithms A, B and C. This provides both, user
comfort and price orientation.

Algorithm G switches between the maximum and
minimum setpoint as expected. For the selected set point
boundaries this might not be a comfortable temperature
behavior for the user as the temperature differences are quite
high.

To see which algorithm shows the best price-oriented
results, the hourly price multiplied with the consumption due to
heating for each hour were cumulated to see the price
development over time, which is shown in Fig. 7. The final
values for the cumulative costs are additionally shown in
TABLE III.

At the end of the simulation time algorithms A, B and C
show higher energy consumption costs than the fixed setpoint
control. This is an unexpected result. Closer examination
shows, that the cumulative costs show strong increases during
the price peaks at around hours 7910 and 7920 and this
difference only slightly decreases until the end of the
simulation. The behavior is similar for algorithm G, which
shows final cumulative costs around the costs of the fixed
setpoint control. Even though day-ahead prices with typically

smaller fluctuations than spot prices were used for the
simulations, the selected algorithms seem to show undesirable
behavior for price peaks with this more detailed space heating
model.

Algorithm D and F show the best price-oriented
performance as expected. The cumulative energy consumption
costs are the lowest. The two price peaks do not seem to have a
big impact on these algorithms either.

The cumulative costs for algorithm E are lower than for a
fixed set point control but higher than with algorithm D or F.
The price peaks do not affect this algorithm much. Thus, this
algorithm shows the best performance in total, considering user
comfort and price orientation.

The user comfort and cost reductions for each algorithm are
shown in TABLE III. As can be seen, the algorithms show
different results with the simple space heating model from [19]
compared to this model. Algorithms A, B and C provide cost
reductions with the simple model, whereas the cumulative
costs are higher with the IDA-ICE-model. As mentioned
before, this is caused by the price peaks of the used price
pattern, which are for a different time period than the ones of
the simple model. Nevertheless, such an algorithm should work
with all different possible price-patterns similarly good and
always provide cost reductions or at least price parity with a
fixed setpoint control.

IV. CONCLUSIONS

The modeled control center in IDA ICE software was
suitable for the use with nanogrid simulations after the initial
calibrations. The model showed the expected behavior in
comparison to the measurements and could therefore be used
for the setpoint algorithm control simulations.

Different load matching control algorithms were
implemented to investigate the behavior of space heating as a
thermal storage with such a model. To generate set points for
the two-step thermostatic control, prices from the Nordpool
database could be used.

Not all algorithms showed preferable behavior. Algorithms
A; B and C even increased the consumption costs than a fixed
set point control while providing average user comfort.
Algorithm G provided a lower user comfort while achieving
about the same cumulative costs like a fixed set point control.
Thus, these implementations provide no benefits while adding

TABLE III. USER COMFORT COMPARED TO A FIXED SETPOINT (FSP)
CONTROL AND COST REDUCTION COMPARISON BETWEEN THIS MODEL AND THE
SIMPLE MODEL FROM [19]

Algorithm User Cumulative Cost Cost Reduction
Comfort Costs [€] Reduction in [19]

A 0 8.65 - +
B 0 8.56 - +
C 0 8.59 - +
D - 7.76 + ++
E 0 8.27 + +
F -- 7.80 ++ ++
G - 8.53 0 0

FSP 0 8.54 0 0

++ highest; + high; 0 none; - lower; -- lowest;



N
3]

Fixed Setpoint
Algorithm A
24 Algorithm B
— Algorithm C
o - Algorithm D
] Algorithm E
% Algorithm F
© 22 Algorithm G
Q
5
=21
=
8 20
el
£
19 - 8
18 I | |
7850 7900 7950 8000 8050
Hour of the year [h]
Fig. 6. Indoor air temperature results for set point calculation algorithms A-G and a fixed set point
10 T T
Fixed Setpoint
8 Algorithm A =
W Algorithm B
® Algorithm C
8 6 Algorithm D i
o Algorithm E
2 Algorithm F
© 4 Algorithm G |
=3
£ —
=3
o
Py — ,
0 1 1 1 1
7850 7900 7950 8000 8050
Hour of the year [h]
Fig. 7. Cumulative costs for setpoint calculation algorithms A-G and a fixed set point
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reduce consumption costs at the cost of lower user comfort. For REFERENCES

some users, this might be the preferred control method to
achieve maximum cost reductions. Overall, algorithm E shows
the best compromise of the two considerations. The
consumption costs can be reduced while maintaining user
comfort. Therefore, this is the preferred control strategy to
control space heating based on market prices.

The results of the simulations show that such a thermal
model can be used for research and development of flexibility-
oriented control strategies, as the models show similar results
like simple thermal models that have been used before.
However, the more complex models also reveal problems of
some of these algorithms to work efficiently with space
heating, which were not noticed with the simple model before.
Therefore, more complex models need to be taken into account
for further research.

In future work, this model needs to be extended to more
common heating devices such as heat pumps, and control
strategies for islanded nanogrids or ancillary services should be
taken into account. Using a thermal model of a complete
apartment block could be useful for aggregated simulations as
well.
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Abstract—In the future more and more conventional power
plants, which provide ancillary services such as provision of
reactive power for voltage control and primary control power
(active power) for frequency control to the transmission system
and thus secure the energy supply, are going to be replaced by
renewable energy sources. Due to this fact new concepts for
providing these services by renewable power sources will be
necessary in the future to maintain stability of the network
operation. This refers to the delivery of active and reactive
power by distributed generation (DG) and distributed storage
(DS). Beyond that DG and DS can be found nowadays in
households or also called nanogrids. This research work
presents a concept of a nanogrid that can provide ancillary
services to the distribution grid in the low voltage level and
transfer reactive power as well as primary control power to
higher voltage levels by upscaling, which means the connection
of many nanogrids. The implementation of the concept is done
in a real system and also in a simulation environment that uses
simplified mathematical models.

Keywords—nanogrid, photovoltaic system (PV), home battery
energy storage system (HBESS), detailed model, simplified
model, ancillary services, active power, reactive power

I. INTRODUCTION

Traditional power systems are changing due to the
climate change policies and the increase of renewable energy
sources. In other words, this means the decommissioning of
conventional power plants, which secure the system stability
through the provision of ancillary services [1], [2]. In the
research project DeCAS™ [3], funded by the German Federal
Ministry of Economic Affairs and Energy (BMWi) and
ERA-Net Smart Grids Plus, the focus is the provision of
ancillary services through the set-up of a nanogrid demon-
strator capable of deliver active and reactive power to the
distribution grid. The demonstrator incorporates a 20 kVA
Li-lon home battery energy storage system (HBESS), a
7.8 kWp photovoltaic system (PV), a three-phase unsymmet-
rical resistive-inductive-capacitive load (30 kW/22.5 kvar)
and a control center. In order to apply long simulation times
the theoretical implementation is using simplified mathemat-
ical models of the DG and DS in PSCAD as discussed in [4].
On the other hand, the practical implementation of the
control center was carried out in LabVIEW. Section 2
introduces the components of the nanogrid and shows the
implementation of the detailed and simplified models in
PSCAD for the simulation. Section 3 indicates the set-up of
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the control center in LabVIEW. Section 4 presents the com-
parison between simulation and filed test results. In the end,
summary and future work is presented.

II. SPECIFICATIONS AND MATHEMATICAL MODELS OF THE
DISTRIBUTED GENERATION AND DISTRIBUTED STORAGE

A. Home Battery Energy Storage System (HBESS)

The HBESS, with a rated apparent power of 20 kVA and
a capacity of 18.6 kWh, has a four-quadrant operation, which
means that the HBESS is able to work with positive and
negative set points of active and reactive power in grid mode.
Additionally, in order to communicate with the control
center, this storage system utilizes the communication
protocol Modbus TCP. Fig. 1 shows the structure of the
detailed model of HBESS in grid mode applied for the
simulation in PSCAD. It can be seen that a bidirectional
DC/DC converter was applied for charge and discharge
purposes. Here the current at the output of the battery i, and
the DC link voltage Vpc are regulated by using cascade
control as mentioned in [5], [6], and [7]. Additionally, a
voltage source inverter (VSI) control was implemented in
order to regulate the active and reactive power at the point of
common coupling (PCC) of the HBESS. This is done by
using the dq0-reference frame of the voltages (vas) and the
currents (iasc) at the output of the filter as described in [7] and
[8]. In order to reduce the simulation complexity of Fig. 1
and be able to execute long simulation time, a simplified
model of the HBESS was developed as seen in Fig. 2. This
simplified model consists of an equivalent resistance and
inductance (due to the filter in Fig. 1) and a controlled
voltage source as mentioned in [4]. For control and stability
analysis respectively optimization the switching of the IGBT
of the inverters can be neglected due to the low content of
the harmonics in the current. This is a consequence of the
filters and all the circuit inductances, mainly transformers.

B. Photovoltaic System (PV System)

The PV system of the nanogrid has a rated power of
7.8 kWp and consists of two strings. The first string has 11
panels (connected in series) with west orientation. The
second string has 15 panels (connected in series) with east
orientation. Each string has a 6 kVA three-phase inverter.
The tilt angle of the panels is 10° and each monocrystalline
panel has a rated peak power of 300 Wp. The PV inverters
are able to work with a power factor between 1 and 0.4
(inductive/ capacitive).

Sending reactive power set points to the PV inverters is
possible by using an RS-485/Modbus TCP converter
connected to the control center of the nanogrid. In reality, the
actual active power generation Pq of each PV inverter will be
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Fig. 2. Simplied model of HBESS in PSCAD.

reduced (Maximum Power Point Tracking will be switched
off) so that the reactive power set point can be accomplished
and the rated apparent power is not exceeded. On the other
hand, it could occur that the generated reactive power by the
PV inverters Qu is less than the reactive power set point
QOser. This follows if Oyer exceeds the relation of (1), which is
calculated by using the power factor equals to 0.4.

Qsel /Pact = 229 . (1)

Fig. 3 shows the control structure of the detailed model
of the PV system in PSCAD for one string, since the same
structure was implemented for the east and west orientation.
The DC/DC converter is used to maintain the voltage (V) at
the output of the PV Array stable and also to achieve the
maximum power point (¥ypp) as mentioned in [9]. The VSI
control block regulates the DC Link voltage Vpc (real power
of the PV system) and the reactive power output by using the
dqO-reference frame [10]. As mentioned in section A the
execution of long simulation time requires simplified
models. Fig. 4 shows the simplified model related to the PV
system for one string, where the DC Link capacitor, the PV
Array, the MPP and the DC Link voltage control were all
omitted since it is assumed that the voltage at the DC Link is
strongly controlled at a value corresponding to the maximum
power point [11]. Keeping this in mind, measurements of
active power of the PV system can be used as values for the
variable P, of Fig. 4.
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Fig. 3. Detailed model of the PV system for one string in PSCAD.
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Fig. 4. Simplified model of the PV system for one string in PSCAD.

III. CONTROL CENTER OF THE NANOGRID

The control center was developed in the software
LabVIEW in order to visualize measurements and to control
active and reactive power at PCC of the nanogrid. As
mention in II.A and I1.B, Modbus TCP is used as communi-
cation protocol between the components of the nanogrid and
the control center. In Fig. 5 the components of the nanogrid
are shown when the provision of active power is applied.
The control center receives the set points of active power for
the point of common coupling (Ppcc se) and compares the
actual value at this point (Ppcc me). The error between these
two values is sent to a proportional-integral (PI) controller,
which generates the set point for the HBESS (Ppus ser) and
thus compensates the active power at the PCC. On the other
hand, Fig. 6 shows the components of the nanogrid with
provision of reactive power at the PCC through the control
center. Here the set points are sent to the LabVIEW program
and automatically divided by 2. The result from the division
is sent to the PV inverters. For example, if 10 kVA is applied
as set point at the PCC, then the PV inverters will receive
5 kvar each. The PI controller compares the set points Opcc ser
with the actual value QOpcc me and generates the set point
OBai st for HBESS and thus compensates the reactive power
at the PCC. The optimization of the control parameters of the
whole system has been executed in the first step by analytical
methods and finally by numerical simulation. Details will be
shown in a different scientific paper in the new future.
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Fig. 5. Overview of the nanogrid and the control center for the provision
of active power at the point of common coupling.
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IV. RESULTS

This section includes the simulation results and the filed
tests when applying two scenarios, which were implemented
in PSCAD and LabVIEW, respectively:

Scenario I: The first scenario applies a profile of active
power at the PCC by using the control center as seen in
Fig. 5. Additionally, a constant resistive load is used for this
scenario.



Scenario II: The second scenario employs a reactive
power profile at PCC of the nanogrid as described in Fig. 6
and just uses a constant inductive load.

A. Scenario I: Active Power Provision at the Point of
Common Coupling of the Nanogrid

The active power profile applied at the point of common
coupling of the nanogrid and the constant resistive load are
shown in Fig. 7a and Fig. 7b, respectively. The profile con-
tains three types of set points. By using the first type there is
no exchange of active power with the distribution grid (0 kW
set points). The second type means export of active power to
the external grid (positive set points). Finally, the third one
stands for import of active power by the nanogrid (negative
set points).
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Fig. 7. Inputs for scenario I: a) Active power profile at PCC of the nano-
grid; b) Measurement at the resistive load.

In Fig. 8 it is shown the results for simulation and
measurements when the active power profile of Fig. 7a is
applied at the PCC of the nanogrid. As mentioned in I.B, the
measurements of the strings with east and west orientation
are used as active power profiles for the simplified models of
the PV system in the PSCAD simulation. The active power
provision at PCC (simulation and measurement) worked
according to the profile used in Fig. 7a. Fig. 8b also shows
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Fig. 8. Simulation and measurement results of scenario I: a) Active power
of the PV system; b) Active power of HBESS; ¢) Active power at PCC of
the nanogrid.

how the HBESS supports the nanogrid in order to accom-
plish the active power profile at PCC. Fig. 8a illustrates that
the active power generation from the PV system (east and
west orientation) is lower than the active power consumed by
the load (Fig. 7b). The difference between these two values
(power surplus) is negative during the 382 s of simulation
and measurement time. When the active power set point is
0 kW at PCC or in case of exporting power to the distribu-
tion grid (positive set point at PCC), active power is supplied
by HBESS (discharge) so that the negative power surplus is
compensated and thus the requirement at the PCC is accom-
plished. On the other hand, when it is required that the nano-
grid imports active power (negative set point at PCC), a nega-
tive value of active power is sent to HBESS (charge process
of the battery). Although the steady state results of the home
battery energy storage system and the point of common cou-
pling show a very good match, there are some divergences in
the transients, since communication delays are not consid-
ered in the mathematical modeling of the nanogrid.

B. Scenario II: Reactive Power Provision at the Point of
Common Coupling of the Nanogrid

The reactive power profile at the point of common
coupling of the nanogrid and the measurement of the applied
constant inductive load are shown in Fig. 9a and Fig. 9b,
respectively. The profile contains 0 kvar set points, which
mean that there is no reactive power exchange with the
distribution grid. Also capacitive and inductive set points
(positive and negative values respectively) are used.
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Fig. 9. Inputs for scenario II: a) Reactive power profile at PCC of the
nanogrid; b) Measurement at the inductive load.

In Fig. 10 simulation and measurement results are shown
when the reactive power profile of Fig. 9a is applied at the
PCC of the nanogrid. The active power of the PV system
with east and west orientation was around 0.7 kW and
0.5 kW, respectively. When a 0 kvar set point at PCC of the
nanogrid is sent, the PV system neither supplies nor con-
sumes reactive power. Due to the inductive load and the
Okvar set point at PCC, capacitive reactive power is provided
to the nanogrid by HBESS. On the other hand, if a capacitive
reactive power set point is sent to the PCC, like for example
10 kvar, the PV inverters are only able to provide reactive
power according to (1) and not 5 kvar for each inverter. The
inductive load consumes a part of the capacitive reactive
power generated by the PV system, which originates a lack
of capacitive reactive power at PCC of the nanogrid. This
makes the HBESS respond due to the PI controller at PCC
and deliver the necessary capacitive reactive power. In
contrast, if an inductive set point of —10 kvar is applied to the
PCC, the PV inverters consume reactive power as stated by



(1), since the active power production of the PV panels is
low. At this point the PV system and the inductive load are
consuming reactive power. This consumption is not enough
at the PCC of the nanogrid. As a result, reactive power is
also consumed by the HBESS in order to reach the set point
at PCC.

— ol — el
180 270 360
Time (s)
K — g —au
s 1
3 j
= P |
W
3 L .
S .
a
0 90 180 270 360
Time (s)
b) e Y FUSt e (st
- . QSiny Mes
5 O T T T
s A
£ L — —_
5 0 ' R . |
3 —1.5
=}
a, —
0 90 180 270 360
Time (s)
d) — () PCC — ) PCC
— Q sim Q)ies
520 : ‘
£ -
=l
-2
0 90 180 270 360
Time (s)

Fig. 10. Simulation and measurement results of scenario II: a) Reactive
power of PV string with west orientation; b) Reactive power of PV string
with east orientation; c¢) Reactive power of HBESS; d) Reactive power at
the PCC of the nanogrid.

V. SUMMARY

This paper presents the demonstration of the provision of
active and reactive power at the point of common coupling
of a nanogrid in the low voltage distribution grid, whose
implementation was carried out in a time domain simulation
tool and verified with tests in a real grid. The comparison
between simulation and measurement results of the home

battery energy storage system and the point of common
coupling of the nanogrid show a very good match. There are
some divergences in the transients, since communication
delays are not considered in the mathematical modeling of
the nanogrid. Furthermore, measurement results show that
the provision of ancillary services to the distribution grid is
possible by means of controllable distributed generation units
(reactive power control of the PV system) and also by using
distributed storages (active and reactive power control of the
HBESS). In a continuation of this research work, the com-
munication delays between the components of the nanogrid
and their influence on the dynamics are taken into account in
detailed.
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Abstract: The massive development and implementation of small- and medium-scale generation units within the
distribution grids result in novel needs and options for ancillary services. The project DeCAS develops solutions for the
coordinated activation of ancillary cross-voltage-level services considering the different objective functions of individual
voltage levels. This study aims to analyse, define and describe common requirements focusing on a technical,

stakeholder and market perspective.

1 Introduction

Power systems have been operated successfully as a combination of
large generators, transmission and distribution grid for decades. The
European legislation with the related electricity market liberalisation
and renewable energy support led to the massive development and
implementation of small- and medium-scale generation units
(distributed generation, DG), which are usually connected near the
consumption mainly in low-voltage (LV) and medium-voltage
(MV) networks. Many existing research projects in the field of
smart grids focus on the DG integration and on increasing the
hosting capacity at one specific voltage level as well as on an
individual market and with regard to singular stakeholder aspects.
Combining smart grid control and operation algorithms across
voltage levels (from LV up to the high-voltage [HV] level), the
project DeCAS [1] is the next step, when addressing the
challenges of an increasing share of DG from a technical and
market perspective. DeCAS is an ERA-Net Smart Grid Plus [2]
funded project (launched in February 2016) and aims for mainly
two aspects:

e To research and analyse the coordination of ancillary services
such as aggregated ‘prosumer’ response control reserve, individual
voltage control and reactive power management concepts over
traditional boundaries from HV, MV to LV.

e To develop approaches and concepts for a coordinated control
approach considering the different objective functions of
individual voltage levels. It will include the integration related to
monitoring and controls in process control systems as well as to
existing and future markets for flexibility.

In order to fulfil these objectives, nine partners from four countries
are part of the project DeCAS (see Fig. 1). The DeCAS partners are
grouped into three demonstrator sites, so-called innovation cells
(ICs), consisting of the respective national partners of the cell
(Germany, Austria or Finland). The individual solutions
implemented at the three ICs aim for a prototype demonstration of
selected ancillary services at different operational environments.

CIRED, Open Access Proc. J., 2017, Vol. 2017, Iss. 1, pp. 1421-1424

This is an open access article published by the IET under the Creative Commons

Attribution License (http:/creativecommons.org/licenses/by/3.0/)

This paper aims to analyse, define and describe common
requirements based on the experiences of the individual
demonstrator’s (ICs) along to the three research layers:

(i) Technical requirements for the HV/MV/LV interaction:
Investigation of solutions for the coordinated activation of
ancillary cross-voltage-level services considering the different
objective functions of individual voltage levels.

(ii) Requirements for stakeholder integration: Identification and
analysis of benefits and/or barriers regarding the integration of
relevant stakeholders (e.g. generators or prosumers).

(iii) Requirements from a market perspective for the IC (but also
defining requirements for future markets): Focus on market-based
solutions as part of network control to involve stakeholders of
generation and/or demand side management in future markets.

2 IC Austria

IC Austria is focusing on coordinated voltage control based on
existing research infrastructure within the distribution grid area of
Salzburg Netz, which includes MV as well as LV networks.
Besides Salzburg Netz [3], the IC partners include Siemens [4],
AIT [5] and TU-Vienna [6]. This IC enhances concepts and results
of the prior projects ZUQDE [7] and LEAFS [8]. As one of the
enhancements an intelligent substation (MV/LV interface) will be
connected to the supervisory control and data acquisition
(SCADA) system to control the reactive power flow over system
boundaries.

2.1 Technical requirements

Fig. 2 shows the target schematics of IC Austria mapped to smart
grid architecture model (SGAM). The aim of this specific IC is to
establish a coordinated Volt-Ampere reactive (VAr) control
between HV, MV and LV grids taking augmented concepts for LV
grid operation into consideration.

Traditional network operation, still dominant today, is based on
three distinct control levels: the HV transmission network with
voltage and frequency control, the MV distribution network with
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basic voltage control and the LV distribution network, without
observability and controllability. This topology is also reflected in
most smart grid pilot projects, focusing on the three levels
separately. However, with the rising share of DG the influence
between the levels will become substantial, and will require
addressing the interaction between HV, MV and LV networks.
The coordinated network control will form the basis for the
definition of new ancillary and market services, and will be tested
via simulations and validated on field. A coordinated approach is
essential to analyse the interdependencies across voltage levels to
guarantee overall system stability with increased hosting capacity
at LV and MV level. The northern part of the federal state of
Salzburg was chosen as field trial region. This part of the grid is
also modelled in an additional, project-specific SCADA system.
Also the intelligent substation network (iSSN) Kostendorf is
included in the field trial area. Hence, it will be possible to
demonstrate the interface and the interaction of the central
SCADA system with a decentralised intelligent local grid.

2.2 Stakeholder adoption

The implementation of a smart grid will impact different
stakeholders such as customers (prosumers), network operators,
aggregators and market actors. In future, the classic consumer will
be substituted by prosumers which are operating DG, flexible
loads like e-cars and battery storage systems. Through
demonstration activities and description of best practices the
DeCAS project will reduce the barriers for engaging the
prosumers, as well as technicians and other staff at distribution
system operators (DSOs) in smart grid topics and describes how to
take part in future ancillary service provision. Therefore one part
of the planned project will evaluate promising concepts for LV
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Fig. 3 Exemplary use cases for loT-based operation of iSSNs

grid operation e.g. transferred from the world of Internet of things
(IoT), bringing the stakeholders together. Fig. 3 shows some
exemplary use cases for loT-based operation of iSSNs as well as
shows how they could interface with MV/HV SCADA DMS as
described above.

In this project, a true interaction between the decentralised
controllers (= iSSN) on the LV/MV side and the substation on the
MV/HV side will be designed and implemented in a
proof-of-concept/field test. To avoid flooding of the control centre,
the iSSNs aggregate and process the collected data from
prosumer’s technical representatives (e.g. a Customer Energy
Management System) and provide key performance indicators. If
necessary, more detailed information can be requested by network
operators or planers. A further important advantage gained by
using IoT for the iSSN is that local information can be provided
directly to service teams.

2.3 Market requirements

Future distribution grids will include a range of flexibilities, but these
are often not owned by DSOs, but rather by prosumers or
independent plant operators. Inter-voltage level ancillary services
contracted bilaterally or via flexibility markets could create an
incentive for aggregators and prosumers to offer their flexibility
also to DSOs or attract DSOs to act as platform operator.
However, markets are not in the scope of the developments around
the IC Austria.

3 IC Germany

The IC Germany focuses on the provision of reactive power within
and across grid levels in the context of a comprehensive operational
planning process for local virtual power plants (LVPP) [9]. The IC
builds on the IRENE and IREN2 projects [10], in which a LVPP
in a local LV grid is set up. In DeCAS, the LVPP will be scaled
up by including distributed energy resources (DER) connected to
the MV grid. Additionally, the IC Germany will add new DER in
the LV grid expanding the demonstrator from the projects IRENE
and IREN2. Furthermore, the operational planning process will be
extended by an intraday planning process to make better use of
short-time generation and load forecasts. In general, virtual power
plants (VPPs) are a concept to improve market participation of
DER. The IC partners include Allgédu Netz GmbH [11], University
of Applied Sciences Kempten and RWTH Aachen.

3.1 Technical requirements

The LVPP set up in the IC Germany includes various DER units e.g.
photovoltaic (PV), combined heat and power (CHP) and storage
units, which are controlled according to the planned day-ahead
schedule via a control system. The operational planning process
uses day-ahead generation forecasts as well as real-time grid
measurements. Based on this data, a reactive power demand that
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represents the demand of the transmission system operator is derived
and an optimal aggregated reactive power schedule is calculated. The
scale up in DeCAS requires several extensions of the technical
infrastructure as well as the operational planning software (cf.
Fig. 4).

The extension of the existing microgrid consists of a nanogrid and
a controllable biogas CHP (biogas-CHP) plant. The nanogrid is
implemented as a smart home including a home battery system, a
controllable PV system, and a power-to-heat (P2H) system. The
integration of MV units requires a communication interface to the
DSO’s SCADA system. Due to network security issues, a direct
control of DER in the MV grid is not possible. Therefore, an
open-loop control via the DSO’s control system will be installed,
during which the DSO tries to carry out the planned schedule. The
expansion of the metering infrastructure to higher grid levels is
necessary to analyse the potential of the LVPP’s reactive power
provision not only from the LV to the MV grid but also to the HV
level. Apart from measurements in the MV feeder, the power flow
across the HV/MV transformer is an important evaluation criterion
to assess the potential. The extensions regarding the operational
planning aim at complementing the day-ahead planning process
(once every 24h) by an intraday planning process (hourly).
Further automation of the planning process is necessary to realise
the short-term planning stage. This relates mainly to the data
transfer from and to the control system as well as to the planning
algorithm itself. Furthermore, intraday planning requires the update
of day-ahead generation forecasts to generate the required input for
the planning process. For this purpose, real-time data can be used
to correct the day-ahead forecasts’ deviations, yielding updated
and more accurate intraday forecasts.

3.2 Stakeholder adoption

The realisation of the scale up to the MV-grid level requires
additional participants compared to the existing LVPP at LV level.
Therefore, the owners of generation units connected to the MV
grid i.e. large-scale PV and CHP units, willing to participate in the
field test must be recruited. The participation entails allowing the
remote control of reactive power feed-in during the field test as
well as the installation of additional metering equipment. In
addition, further involvement of the DSO is necessary to enable
control of units at MV-grid level. The DSO has to dispatch the
planned schedules to the respective generation units. Hence, a
communication interface in the form of an open-loop control
between the operational planning software and the DSO’s control
system is necessary.

3.3 Market requirements

In addition to the grid-oriented provision of reactive power, the IC
Germany aims to investigate the market integration of DER into
the energy markets. This investigation is carried out within a
simulation environment, independent of the field test. The current

CIRED, Open Access Proc. J., 2017, Vol. 2017, Iss. 1, pp. 1421-1424

This is an open access article published by the IET under the Creative Commons

Attribution License (http:/creativecommons.org/licenses/by/3.0/)

market framework with high requirements regarding minimum
volume, block offers and the compliance with the reported
schedule obstruct the market participation of VPPs including
intermittent generation. Therefore, two approaches to further
improve the market participation of VPPs are investigated in this
project. The first approach targets the mitigation of market risks
caused by intermittent generation. Possible countermeasures
include the regional distribution of generation as well as the use of
new developed futures products to hedge against risks [12, 9]. The
second approach investigates the impact of different market
frameworks on the market integration of VPPs. Therefore,
frameworks from various European market areas are analysed and
included in the simulation environment. The efficiency of the two
approaches regarding the market participation of VPPs is analysed
and compared using the simulation environment. The investigation
requires an adequate data basis for

o local forecasting errors of intermittent generation,
e market data of futures products,
e market data of different European market areas.

4 IC Finland

Sundom Smart Grid (SSG) [13] in Vaasa, Finland (Fig. 5) is a smart
grid pilot of ABB Oy, Vaasan Sidhko (local DSO), Elisa
(telecommunication company, previously Anvia) and University of
Vaasa. SSG serves as Finnish IC in the DeCAS project. IC
Finland concentrates on research and development of future active
network management (ANM) schemes and related technical
flexibility service market structures as well as on development of
future-proof islanding detection functionalities.

4.1 Technical requirements

IC Finland, ABB in cooperation with University of Vaasa, utilises
accurate measurement data from multiple points and control of
available DG units (Wind turbine 3.6 MW, PV unit 33 kW, Fig. 5)
on the research and development of different new centralised/
decentralised combined islanding detection schemes [14] and local
(DSO) ANM schemes (Fig. 6) which can fulfil multiple targets
simultaneously during grid connected operation.
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Fig. 6 ANM scheme which can fulfill multiple MV network targets
simultaneously

In addition, coupling and potential mutual effects between ANM
schemes/targets of different voltage levels (MV/LV) or levels of
FlexZones [15] and between local (DSO) and system-wide (TSO)
flexibility service schemes will be studied. Studies are expected
to show, for example, (a) what is the effect of LV network ANM
methods on MV network ANM methods and vice versa, (b) what
is the effect of local (DSO) MV network ANM methods (i.e.
Ofow and U and Py, management, Fig. 5) on available
system-wide (TSO) flexibilities/flexibility forecasts (from that
particular DSO network) and (c) how possible system-wide
(TSO) flexibility services like P/f control may effect local (DSO)
level for example on congestion management (voltage and
thermal limits) and on available local (DSO) flexibilities for
primary and secondary local ANM schemes. Different scenarios
related to above issues will be studied by simulations with larger
amount of different available flexibilities connected in MV and
LV network than today (Fig. 5).

4.2 Stakeholder adoption

The realisation of Qg and U-ANM scheme (Fig. 6) in IC Finland
(Fig. 5) requires coordinated reactive power control of MV and LV
network connected DG units and their owners’ willingness to
participate. These ANM schemes could be realised alternatively in
DSO SCADA or by decentralised, hierarchical and coordinated
management solutions at HV/MV, MV/LV substations with
management units called FlexZone units (FZUs) [15] including
future-proof protection and islanding detection functionalities [14].
In the future, one alternative could be that some of the less critical/
high-speed communication-dependent DSO FZU functionalities like
ANM schemes would be located in cloud servers.

4.3 Market requirements
IC Finland also studies possible future retail and technical flexibility

(ancillary) service market structures in Europe and market models
for future ANM schemes (like in Fig. 6) and effects on different

Table 1 Summary based on the three layer approach

parties considering coupling/potential challenges between local
(DSO) and system-wide (TSO) needs.

5 Conclusion and outlook

The previous chapters including the descriptions of the ICs provide
insight into the different thematic orientations of the national
demonstrators. Overall, a variety of different approaches for
ancillary services are being developed, implemented and tested at
the ICs. Besides the focus on cross-voltage-level services, the
main commonalities and challenges at the ICs based on the
three-layer approach are:

e technical perspective: voltage level services,
o stakeholder perspective: participation of owners of DGs,
e market perspective: applicability of (future) flexibility markets.

Table 1 provides a summary from the approaches of different ICs.

The three ICs are following diverse approaches. While IC-Austria
focusses on the technical aspect of coordinated network control over
all voltage levels, the LVPP of the German IC tries to bridge the gap
between centralised energy markets and local network constraints
and at IC Finland islanding detection under future conditions is
also investigated. Regarding the stakeholder perspective the ICs
require a participation of the owners of DGs that take part in
ancillary service provision. Project DeCAS aims to ensure
replicability and scalability of the developed services.
Therefore, the next steps include the development of system
models of the individual ICs for simulation and analysis
purposes. The exchange of knowledge and experiences will be
based on this joint simulation platform. This is expected to lead to
project-wide technical recommendations for further developments
within DeCAS.
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Abstract—This paper deals with the analysis and simulation
of a stationary battery system for microgrid application, where
the system structure including battery cells, inverters, filters,
transformers, control system and a simplified grid model is
described and modeled mathematically. For the simulation of
the whole system the software PSCAD™ is used. In the first
part several equivalent circuit models for Lithium-Ion cells will
be compared in order to model the dynamic behavior of the
battery system. Particularly the evaluation of the effect of the
model’s complexity on the dynamics of the entire system will be
investigated.

In the second part, the dependency of state of charge (SOC),
temperature and aging effects of the Lithium-Ion cells on
electrical system quantities will be shown.

It is also investigated the fact that a high frequency battery
model has to be taken into account to describe the cells’ dynamics
if an inverter with Pulse Width Modulation is used.

Index Terms—Microgrid, Batteries Energy Storage, Lithium
Batteries and Power System Modeling

I. INTRODUCTION

The research project IREN2 (Future Oriented Electricity
Grids for Integration of Renewable Energy Systems) runs
from 2014 to 2017 and is executed in a cooperation be-
tween the German entities Siemens AG, the electricity sup-
plier Allgéuer Uberlandwerk GmbH, ID.KOM, the Univer-
sity RWTH Aachen and the University of Applied Sciences
Kempten. The main goals are: the development of mathemat-
ical models to analyze the dynamic behavior of microgrids
including new control concepts on the one hand, and setting up
a real system in the village Wildpoldsried in the south of Ger-
many on the other hand. The microgrid consists of renewable
energy sources, a stationary 300kVA/170kWh battery system
with Lithium Nickel Cobalt Oxide (NCO) - Titanate cells,
an 100kVA Genset with vegetable oil fueling for secondary
control, a S00kVA back to back station between the 20kV and
the 400 V grid for test purposes and a 3x S50kW unsymmetrical
load bank.

The Energy Storage System (ESS) which is analyzed in
this paper is a modular system consisting of 6 independent

978-1-4673-8463-6/16/$31.00 © 2016 European Union

strings. Each string consist of a Lithium-Ion (li-ion) battery,
an inverter and a filter [1]-[3]. Three strings are connected
via a transformer to the grid. For this paper only one string is
examined. Fig. 1 shows the block diagram of the system.

II. EVALUATION OF THE EQUIVALENT CIRCUIT MODELS’
COMPLEXITY

In this section three different Equivalent Circuit Model
(ECM) are used in order to simulate the electrical dynamics
of the li-ion cells which are utilized in the ESS, the One
Time Constant (OTC) model, the Two Time Constants (TTC)
model and the Three Time Constants (DTC) model. As shown
in Fig. 2 the ECM models consist basically of an ideal
voltage source representing the cell’s Open Circuit Voltage
(Voc) and an impedance composed of parallel RC-elements
connected with an ohmic serial resistance. The number of
the RC-elements defines the order of the ECM and all the
model’s parameters are functions of State of Charge (SOC),
cell’s temperature and State of Health (SOH). The ECM’s
parameters are identified by applying a sequence of current
pulses on the cell then employing the voltage and current
measurements in time domain. For optimization using multiple
exponential functions, the identification procedure is shown
in details in [4], [5]. The identified ECM parameters of one
cell are stored in Lookup Tables (LuTs) to be accessed and
adapted during the simulation run depending on SOC, cell’s
temperature and SOH, then they are converted based on the
number of cells in parallel and series resulting in a battery
model of one string.

In order to choose the right battery’s model for the sim-
ulation of the ESS, the accuracy of the battery models in
estimating the battery’s output voltage is evaluated, hence a
simulation benchmark is designed, in which the OTC, TTC
and DTC models are simulated for an active power pulse of
Pset=50kW for 5 sec, the initial conditions of the simulation
are SOC=60%, T=20°C and SOH=aged/new (new: no cycles,
aged: after approx. 640 full cycles). The active power pulse
(Pset), battery current (Ip4¢), battery output voltage (Vp,:) and
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the relative voltage difference (V) between (V44:) and Voc are
plotted in Fig. 3.

The V; diagram in Fig. 3 shows that the model order plays
a bigger roll as the battery ages, so in order to demonstrate
the variation between the different models regarding (Vi)
calculation, the V; at the end of the active power pulse is
displayed in Fig. 4 for a new and an aged cell. The Fig.
4 manifests that for a new cell, the difference between the
three models is about 5 %, but as the cell ages, the difference
between the OTC and the TTC models increases faster than
the difference between the TTC and DTC models. The reason
behind this behavior is that the OTC is very influenced by the
long time constants of the cell, thus the TTC and DTC models
which include short time constants, lead to bigger voltage drop
than the OTC model in the short time range. Based on these
evaluation results the DTC model is used for all of the next
simulations since it is a capable model to describe the cell
behavior for both short and long time ranges.

Fig. 4. Voltage difference evaluation of OTC, TTC and DTC models for a
new and an aged cell.

III. STEADY STATE ANALYSIS

The steady state behavior of the complete system depending
on SOC, temperature and aging is analyzed in the following.
As described above, the DTC battery model is used for
simulation. A reference active power step of 25 kW controlled
at the filter output is applied to the system. For variation of
SOC, temperature and aging, 9 battery settings are defined and
compared (Tab. I). For aging it is distinguished between new
cells, aged cells and - to show the effect of dc link voltage
drop - an old cell with SOH =~ 0.87.

A. Voltage Drop at DC Link

Due to the battery dynamics taken into account by the DTC
model, the decrease of the dc link voltage (V;;.) depends on:
SOC, aging and temperature (Fig. 5). It is illustrated that old
cells at the end of their lifetime (setting No. 7) have an early



TABLE I
BATTERY SETTINGS FOR SIMULATION

No. SOC (%) Temp. (°C) Aging
1 new
30 20

2 aged
3 30 35 new
4 aged
5 70 2 new
6 aged
7 70 35 new
8 aged
9 30 20 old

limitation of the maximum power due to the under voltage
protection of the system (at Vj. = 450V). Thus for further
analysis it is not taken into account anymore.

1) 3) 4) 5) 6) 9)

15
Time (s)
Fig. 5. Battery Voltage Response for a 25kW Active Power Step.

The relative voltage drop at the dc link is investigated as
well as the corresponding battery current (rms value).

The relative voltage drop Awg, is defined as the difference
between open circuit voltage Voo and Vg.(30s) (1):

Avge = Voo — Vae(30s))/Voc * 100% 1)

1) Dependency on SOC: For SOC dependency simulation,
the settings No. 1,2 are compared with the settings No. 5,6.
The temperature is kept at 20°C while SOC and aging is
varied.

New cells show a relative voltage drop of approx. 6.6%
at SOC = 30% and approx. 4.7% at SOC = 70% when
applying the mentioned active power step. For aged cells,
the relative voltage drop is approx. 19.4% at SOC = 30%
respectively 12.8% at SOC = 70% (Fig. 6).

gls
g0
3 s

0

SOC=30% SOC=70%

= new

 aged

Fig. 6. Relative Voltage Drop at the Battery Terminals after a 30s Power
Step.

For the cells used in our ESS it could be shown that
the influence of aging has a similar importance than SOC
concerning battery voltage dynamics.

Battery currents Ip,; vary depending on SOC and aging
(Fig. 7). As the power at the filter output is controlled to
achieve a constant value, a lower dc voltage Vj. leads to a
higher battery current /4.

<40

®

220
0

SOC=30% SOC=70%

o new

 aged

Fig. 7. Battery Current (RMS).

2) Dependency on Temperature: The cell temperature as an
influence to the system behavior is analyzed in this section.
The SOC is set to 30% while temperature (20°C/35°C) and
the aging (new/aged) are varied according settings 1-4 (Tab.
I). As a result, a higher temperature leads to a voltage drop
reduction. Nevertheless, aging effects play a more dominant
role than temperature (Fig. 8) in this range.

Fig. 8. Relative Voltage Drop after 30s Power Pulse.

B. Harmonics Dependency at the Grid Side

The influence of SOC, temperature and aging of Li-Ion cells
on the system’s power quality was investigated. Hence the
harmonic distortion of the grid current is analyzed. The Fast
Fourier Transform (FFT) shows dominant content at order N=1
(50Hz, grid frequency), at order 157 and 161 (7850Hz and
8050Hz, side-bands of switching frequency) as well as at order
317 and 319 (side-bands of the double of switching frequency
(15850Hz, 15950Hz). Hence, for current THD determination
only these dominant orders (N=157, N=161, N=317, N=319)
are taken into account (2):

2 @
1

THD; = \/V1257+V1261 + Viir + Vdie

In mains parallel operation, current harmonic distortion is

low and practically independent from the SOC, temperature
(20°C ...35°C and aging (Tab. II).

C. Steady State Conclusion

It is shown that due to the power control the ac behavior
of the battery storage system at the grid side is independent
of the SOC and the cell’s temperature. This applies as long as
the dc voltage does not fall below the under voltage limit. To
reach this minimum voltage depends mainly on the parameters
SOC, SOH and active power demand.



TABLE II
TOTAL HARMONICS DISTORTION (THD) OF GRID CURRENT

Case SOC (%) Temp. (°C) Aging THDy (%)
1 30 20 new 0.80
2 30 20 aged 0.86
3 70 20 new 0.75
4 70 20 aged 0.78
5 30 35 new 0.80
6 30 35 aged 0.82

IV. EVALUATION OF THE ENEREGY STORAGE SYSTEM IN
THE HIGH FREQUENCY RANGE

The usage of the Pulse Width Modulation (PWM) technique
with a switching frequency of f; = 7.95kHz results, in
a high frequency voltage and current harmonics. Therefore,
the evaluation of the dc-side signals requires knowledge of
the battery dynamics within the High Frequency (HF) range.
For this reason the battery’s behavior within the HF range is
investigated in subsection IV-A, next the necessity of using a
HF model is explained in subsection IV-B, and finally the
influence of SOC, temperature and SOH on the battery’s
impact is presented in subsection IV-C.

A. High Frequency Battery Model

The Electrochemical Impedance Spectroscopy (EIS) mea-
surement technique is used to inspect the cell’s dynamic
characteristics within the [3kHz,30kHz| frequency range,
though several impedance measurements have been done for
the operation conditions (1-8) mentioned in Table I describing
the dependency of the cell’s dynamics on the SOC, the
temperature and the SOH. At the first step a 1RL-model
is adapted to the complex impedance measurements using
the Levenberg-Marquardt Complex Nonlinear Least Squares
(CNLS) algorithm, the 1RL-model shown in Fig. 11 (a) forms
the equivalent circuit diagram of the cell in the HF range,
so it consists of an ideal voltage source representing the
cell’s Voc wired to an impedance consisting of one RL-
element and a serial resistance R, connected in series. The
1RL-model’s impedance together with the cell’s measured
impedance are plotted in Fig. 12 in bode and nyquist diagrams
showing that the 1RL-model fits the measurements well, but
the error diagram in Fig. 12 shows that the relative error varies
within the [3kH z, 30k H z| range, having a local minimum less
than 5% around 7TkHz then increasing in both directions to
about 13% at the range limits. In order to reduce the error
over the whole frequency range, one more RL-element is
connected in series to the 1RL-model resulting in the 2RL-
model shown in Fig. 11 (b). The 2RL-model’s impedance in
Fig. 13 shows clearly with a relative error less than 3% over
the whole frequency range that 2RL-model guarantees a very
good accuracy.

The 1RL-model resp. 2RL-model parameters are depicted
in Fig. 14 and Fig. 15 for the different operation conditions,
it can be seen that both models’ parameters are influenced

mainly by aging. Both models are implemented in PSCAD by
extending the Low Frequency (LF) part in the battery’s model
(consisting of RC-elements) with the HF part (consisting of
RL-elements) as it is drawn in Fig. 10. The parameters of the
HF models are stored in LuTs in order to be accessed and
adapted during the simulation run according to the SOC, the
cell’s temperature and the SOH.

B. Impact of the Battery Behavior on the DC Currents within
the HF Range

In order to show the impact of the battery’s HF model on
the dc currents in the HF range, the ESS is simulated for three
different cases:

1) Without using HF-model
2) Using the 1RL-model
3) Using the 2RL-model

In every case an active power pulse of P = 50kW and a
reactive power ) = Okvar are applied for all the operation
conditions (1-8) in Table I. The FFT of both I;,; and I;. are
plotted in Fig. 9 showing the main current harmonics when
using the 2RL-model for (SOH: aged, SOC=70 %, T=35 °C),
the dominant frequency components are around the switching
frequency (fs = 7.95kH z) and at the double of the switching
frequency (2fs = 15.9kH z).

The impact of the battery behavior on the dc currents within
the HF range is determined by using the harmonic content
(Hp) of the I, and the Ip,:. The H; represents the effective
value of the ac part of the current in respect to the effective
value of the current, and it’s given mathematically in (3).

effective value of Ioc  Iacefy
Hr= - = 3)
effective value of I Iesy
In order to eliminate the influence of any noise on the
calculation of the harmonic content (H), only frequency com-
ponents with an amplitude larger than 1% of the dc component
are considered. The Hyg4. and Hppe: are shown in Fig. 16 for
the three different cases, where it can be seen that the use of
HF model in the simulation of the ESS has no influence on
Idc, but it influences significantly the harmonic content of Ibat.
It can be seen also in Fig. 16 that there is almost no difference
in the harmonic content calculation of Idc and Ibat when using
1RL-model or 2RL-model, nevertheless, the 2RL.-model has a
better accuracy in fitting the battery impedance than the 1RL-
model. Based on these results the 1RL-model is always used
in the next evaluations for representing the battery dynamics
in the HF range.

C. Influence of Operation conditions on the Battery dynamics
in the HF Range

The 1RL-model simulation results are used in this section
to evaluate the dependency of the harmonic content of Ip4:
and /4. on the SOC, the temperature , and the SOH. The Hy4.
displayed in Fig. 17 shows a slight dependency on SOC, if one
compares between Hrg. for SOC = 30% and SOC = 70%.
But it shows almost no dependency neither on the temperature
nor on the SOH. The change of the H;4. because of the SOC
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Fig. 9. FFT of I, and Ip,; showing the main current harmonic for (SOH:
aged, SOC=70 %, T=35 °C) when applying active power pulse of P = 50kW
and Q = Okvar and simulated using the 2RL-model.
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Fig. 10. Li-Ion battery general model structure for high and low frequency
application.

is mainly due to the change of the dc component of the Idc
as the battery output voltage varies with the SOC.

The Hpp,t depicted in Fig. 18 shows almost no dependency
neither on temperature nor on SOC. But it shows a slight
dependency on SOH, so for an aged battery the H o slightly
increases compared to a new battery. This effect is due to the
change of HF model parameters when the battery is aged.

Fig. 11. Battery equivalent circuit models for HF. (a): 1RL-model; (b): 2RL-
model.
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Fig. 12. Bode, Nyquist and error diagrams of cell’s measured impedance
(circles) and 1RL-model’s impedance (line) for various operation conditions.
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Fig. 13. Bode, Nyquist and error diagrams of cell’s measured impedance
(circles) and 2RL-model’s impedance (line) for various operation conditions.
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Fig. 14. 1RL-model’s parameters dependency on SOC, cell’s temperature and
SOH.
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Fig. 16. Harmonic content of I4. and I, calculated for three different cases

and for eight operation conditions.
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Fig. 17. Harmonic content of /4. calculated based on simulation results when

using 1RL-model for the eight operation conditions.
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Fig. 18. Harmonic content of Ip,: calculated based on simulation results

when using 1RL-model for the eight operation conditions.

V. CONCLUSION
The paper is analyzing the usage of electrical models of

li-ion batteries for the simulation of the ESS. The following
6 results have been found out:

« Battery ECM with one time constant (OTC) does not
represent the fast battery’s dynamics accurately mainly
when the battery is aged. Therefore, at least two time
constants (TTC model) are needed in order to represent
the slow and fast dynamics of the battery over the whole
service life of the cells (Fig. 4).

o Temperature deviation within 20°C to 35°C range as well
as aging has a significant effect on the voltage drop at
the dc-side and needs to be taken into account (Fig. 6
and Fig. 8).

e« The SOC, the aging and the temperature do not have
a significant effect on the Total Harmonics Distortion
(THD) on the grid side (Tab. II).

o In order to calculate correctly the harmonics of Iy, the

usual ECM for low frequencies need to be extended by
an HF model with one time constant (1RL-model).

o The harmonic content of /. and I, in Fig. 17 and Fig.

18 depicts that the effects of SOC, cells’ temperature and
aging on the harmonic content can be neglected.

We would underline that our results are only valid for the

cells used in this investigation. Other cells might have different
behavior.
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