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INTRODUCTION 

Motivation for the research 

Turbulent gas-solid particles flows in channels have numerous engineering 
applications ranging from pneumatic conveying systems to coal gasifiers, chemical 
reactor design and are one of the most thoroughly investigated subject in the area of 
the particulate flows. These flows are very complex and influenced by various 
physical phenomena, such as particle-turbulence and particle-particle interactions, 
deposition, gravitational and viscous drag forces, particle rotation and lift forces etc. 

One of very interesting examples of the particulate flows is circulating fluidized 
bed (CFB), due to its enormous practical applications. The solid particles moving in 
a CFB reactors are considered as a shaker generating a flat profile of temperature of 
carrier fluid and thus a high mass transfer that results in high efficiency of a unit. 
Thus, CFB reactors are widely applied in industry [65]. 

The heat and mass transfer processes that take place in a CFB freeboard 
substantially affect the performance of a CFB reactor. Ash and inert materials that 
move along the freeboard are considered as a heat solid carrier that are separated 
further in cyclone and cooled in hear exchanger and those particles are come back 
into furnace. Since the heat capacity of ash is low, adding of inert solid particles rise 
the level of a heat capacity of a whole admixture. At the same time, it results to 
collisions of light ash and heavy inert particles that should be taken into account. 
However, the processes in a CFB freeboard are very complicated and still very 
poorly known due to a number of hydrodynamic phenomena occurred there. The 
particles of different sizes and different material densities, the particle-turbulence 
interaction and the balance of viscous drag and gravitation forces, the effect of high 
temperature etc. may contribute to processes in the CFB freeboard, and it is 
necessary to analyze and assess them. The design and projecting of the CFB reactors 
are totally empiric and, therefore, the numerical modelling is essential tool to 
facilitate them. 

Thus, the main task of the given investigation is to study the mass transfer 
processes that occur in the CFB freeboard by means of the numerical simulation that 
allow to obtain data for further optimization of the flow inlet conditions and get 
more high efficiency of the processes in the CFB units. 
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Scientific novelty 

In the scope of the present thesis the numerical simulation of the turbulent gas-solid 
particles flow has been performed within 2D and 3D Reynolds Averaged Navier-
Stokes (RANS) Euler/Euler approach for the CFB freeboard. 

The given approach has an advantage over of the Lagrange approach of the 
modelling of the CFB freeboard because of its direct acquisition of distributions of 
particle mass concentration. The scientific novelty of the thesis includes the 
numerical analysis of mechanisms occurred in CFB processes mainly focusing on 
the particle-particle collisions and particle-turbulence interactions. The applicant has 
analyzed for the first time the effect of variation of the densities of contacting 
materials in the mixture of oil-shale ash and sand particles along with effect of 
particle size distributions occurring for both materials. The results of the simulation 
describe the behaviour of oil-shale ash and sand particles in CFB, which could be 
helpful in improving the efficiency of the combustion.  
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Approbation 

Scientific results presented in the thesis have been previously presented at the 
following international conferences: 

 The 7th International Symposium „Topical Problems in the Field of 
Electrical and Power Engineering“. Doctoral School of Energy and 
Geotechnology. Pärnu, Estonia, January 11-16, 2010. 

 The 21st international conference on Fluidized Bed Combustion, 
Naples (Italy), 3.-6. June 2012.  

 The 8th International Conference on Multiphase Flow 2013, Jeju 
(Korea), May 26-31, 2013. 

 The 11th international conference of numerical analysis and applied 
mathematics 2013: ICNAAM 2013, Rhodes, Greece, 21–27 September 
2013. 
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ABBREVIATIONS AND SYMBOLS 

Abbreviations 

2D - two dimensional 
3D - three dimensional 
AFBC- Atmospheric Fluidized Bed Combustion 
CFB - Circulating Fluidized Bed 
CFBC- Circulating Fluidized Bed Combustion 
DNS- Direct Numerical Simulation 
DPM- Discrete Particle Model  
DSMC- Direct Simulation Monte Carlo 
EMMS- Energy-Minimization Multi-Scale 
FBC - Fluidized Bed Combustion  
GF - Grate-Firing  
ILU - Implicit Lower and Upper 
MP-PIC-  Multi – Phase Particle – In – Cell 
PDF- Probability Density Function 
PF - Pulverized Firing  
PFBC-  Pressurized Fluidized Bed Combustion  
RANS-  Reynolds Averaged Navies-Stokes 
RSTM-  Reynolds Stress Turbulence Model 
TBL -  Turbulent Boundary Layer 
TFM-  Two Fluid Model 

Roman symbols 

A - representative area of the droplet 
C  - mass concentration of the dispersed phase, kg/m2 
C´D - factor of drag coefficient 
CD - drag coefficient 
CM - coefficient of Magnus force 
c - mass loading, kg/kg 
f - drag factor corrected to multiple particle effects 
fc - frequency of particulate collision 

F  - force 
FB - buoyant force, 1/s 
Fs  - Saffman force, 1/s 
FD - drag force, 1/s 
di, dj - diameter of colliding particle, m 
D  - pipe diameter, m 
Dp (d,  )- particle diameter, m (different sources) 
Ds - coefficient of diffusion, m2/s 
Dci - diffusion coefficient of particles, m2/s 
Ed - energy added per unit mass to the flow 
k - turbulent energy, m2/s2 



11 

ki - turbulent energy in the flow without particles, m2/s2 
kn  - particle restitution coefficient 
ks  - energy of dispersed phase from particle collision, m2/s2 
l - characteristic length, m 
L  - integral turbulence length scale, m 
Le - length scale characteristic of the most energetic turbulent eddies, m 

L  - is the dissipation length scale 

Li - dissipation length scale in the flow without particles, m 
Lh - “hybrid“ length scale, m 
M - mesh size, mm 
m* - mass loading , kg/kg 
nij- concentration of the group of particles „j“, which may collide with 

the group of particles „i“ 
p  - pressure, kg/ms2 
P - turbulence modulation 
Pd - production due to particles 
Pi - inherent production 
r  - radial coordinate, m 
R  - pipe radius, m 
Re - Reynolds number 
Rer - Reynolds number based on the relative velocity 
tc - time scale of interparticle collision 
T - the temperature of the flow, °C 
u  - axial velocity component,  m/s (main symbol used for velocity, 

other symbols are also involved) 
ui - mass average velocity,  m/s 

i
ju   - axial velocity at grid points (i, j), m/s 

u1 - velocity of the continuous phase, m/s 
u   - gas velocity over cross-section, m/s 

u~   - total axial velocity including drift turn, 
x

Duu s 



~ , m/s 

v  - radial velocity component, m/s 
i
jv   - radial velocity at grid points (i, j), m/s 

v1 - velocity of the particle, m/s 

*v   - friction velocity of gas, m/s 

v   - radial velocity over cross-section, m/s 

v~   - total radial velocity including drift turn, 
y

Dvv s 



~ , m/s 

V - unit volume 

V


 - velocity vector 
Vi,Vj - velocity of colliding particle, m/s 
x, xi  - axial coordinate, m 
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Greek symbols 

   - particle mass concentration 

c   - volume fraction of the continuous phase 

   - dissipation rate of turbulent energy, m2/s3 

h  - rate of dissipation of the turbulent energy of the gaseous phase, 

m2/s3 
   -  summation over all particle fractions 
  -  density of gas, kg/m3 
ρd -  dispersed phase density, kg/m3 
ρc -  density of the continuous (conveying) phase, kg/m3 
ρρ - density of gas and material of particles, kg/m3 
τ - response time, s 
τi -  response time for the “i” fraction of particles, s 
τp  - particle response time, s 
τV - response time for the Stokes regime, s 

wτ   - shear stress 

ϭ - turbulent energy for two-phase flow, m2/s2 
ϭo - turbulent energy for single-phase flow, m2/s2 
Ω - angular velocity slip between gas- and dispersed phases, 1/s 
ν - kinematic viscosity, m2/s 
ω - angular velocity, 1/s 
   - width of the control volume 
Δu, Δv, Δw -  cross-section modifications of components of the Reynolds stress 
λ  - inter-particle spacing, m 

Subscripts 

c - continuous phase 
i  - i-th particle fraction of dispersed phase 
g - gas 
gi, gj, gk- different gas phases 
k - droplet/particle 
p  - particle property 
si  - i-th fraction of dispersed phase 
t  - turbulent 
0  - parameters of single-phase flow & dynamic friction 
′  - fluctuation & post-collision 
   - rotation 
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1. THEORETICAL BACKGROUND 

1.1. Oil-Shale as a fuel  

Oil shale is a sedimentary rock containing organic matter. It is widely distributed 
around the world; more than 600 deposits are known to exist, with resources of over 
500 Gt (in oil equivalent). The organic matter of oil shale contains large amounts of 
hydrogen and oxygen; it is insoluble in organic solvents. Oil shale is also a material 
rich in mineral matter. Carbonaceous, terrigenous-carbonaceous, and terrigenous oil 
shales have been found [85]. 

Oil shale is the most important energy resource in Estonia. The share of energy 
from oil shale has provided approximately 50 % of the primary energy consumption 
of Estonia and up to 90 % of electricity production in recent years, and the share of 
Estonian electricity exports to neighbouring countries has been approximately 20–30 
% from total electricity production. Thus, oil shale usage provides guaranteed 
energy independence for the Estonian Republic and enhanced energy security in the 
Baltic region [106,115]. 

Estonian oil shale belongs to the carbonate class of fuels, which are known as 
low quality fuels. Due to the high content of carbonates, their calorific value is low, 
and their ash content is high [85]. The lower heating value of oil shale fired in 
Estonian power plants is approximately 8.2-8.6 MJ/kg, and the ash content of oil 
shale is up to 50 %. Firing that kind of fuel is associated with high CO2 emissions 
and ash landfilling. Due to the decomposition of carbonate minerals, the specific 
emission of CO2 is in the range of 0.95–1.12 t/MWhe, depending on the combustion 
technology. CO2 emissions and ash landfilling are the most important environmental 
concerns related to oil shale firing [51, 3].  

1.2. Oil-Shale combustion  

Fuel combustion technology and boiler design are closely connected and have 
undergone extensive development to reach today’s level. The development of oil 
shale combustion technology and boilers has been unique because of the special 
characteristics of oil shale compared to other solid fuels. 

Several different combustion technologies are known. Their introduction has 
occurred in parallel, complementing each other. Combustion technique is in some 
sense “conservative” because of the long operational life and high cost of the 
equipment. 

The start of intensive electrification at the beginning of the last century, which 
was accompanied by the erection of fossil fuel-fired power plants, accelerated the 
development of combustion technology. The service area of thermal power units 
was no longer limited to one plant or factory. The solution to the problem of long-
distance power transmission facilitated the erection of high-capacity power plants, 
followed by the closure of many local power units. 

A modern boiler and furnace (combustor) form an integral system. However, the 
furnace can still be considered stand-alone. A furnace is a device where fuel 
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combustion, release of heat, and formation of flue gas and ash take place. A modern 
furnace is also a heat exchange device with heat transfer surfaces. A solid-fuel 
furnace is also a separator, where a part of the ash formed during combustion is 
removed. The following three simultaneous processes take place in the furnace: fuel 
combustion, heat release, and formation of flue gas and ash; heat transfer from flue 
gas (flame) to heat exchange surface; and removal of some part of the ash. 

Currently, the following three fuel combustion technologies are widely used: 
grate-firing (GF), pulverized firing (PF), and fluidized bed combustion (FBC). In 
addition, vortex and cyclone combustion are also used to a lesser extent [85]. 

 

Grate firing 

The oldest solid fuel combustion technology is grate firing. Coal, brown coal, peat, 
and wood, as well as oil shale, have been successfully burned using GF technology. 

GF is characterized by high thermal inertia and the potential to regulate heat load 
by controlling air supply under the grate. 

GF furnaces can be divided into the following categories: 
− Furnace with bar grate (grate bars are fixed) and fixed bed. 
− Furnace with bar-and-key grate (bars are fixed, grate moves); bed stands steady 

on grate. 
− Furnace with movable bars (for instance, Krull-Lomshakov sloping movable-

bar grate). 
Among these types, the furnace with the movable bar grate is best suited for 

burning oil shale. The main problem with oil shale GF is achieving soot-free 
combustion. It may be accomplished in a specially designed furnace chamber with 
appropriate feeding of secondary air into the furnace. 

A GF boiler has a certain ultimate capacity determined by the upper limit of the 
grate surface area. This fact limited the unit capacity of power plant turbogenerators. 
Using more boilers per turbogenerator somewhat alleviated the problem, but 
complicated the coordinated operation of units. The solution was found in the 
application of PF technology [85]. 

Pulverized firing 

While for GF technology, boiler capacity depends on the grate surface area, for 
PF technology, it is determined by the volume of the combustion chamber by 
increasing the furnace height. 

At present, GF is preferred in small-scale boilers burning mainly biofuel and 
peat. There are two types of PF boiler furnaces: dry-bottom and wet-bottom or 
slagging-bottom units. Dry-bottom PF boilers are used most frequently, while wet-
bottom furnaces are rather rare. The aim of using boilers with a wet-bottom furnace 
is to reduce the fly ash concentration in the flue gas and, in the case of burning fuels 
with active mineral matter, to reduce the chemical activity of the ash passing 
through the convection heat transfer surfaces of the boiler [101, 86]. PF boiler 
furnaces are mostly of a single-chamber type, with flue gas flow from bottom to top. 
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Slag falls on the cooled bottom of the furnace (so-called hopper-shaped bottom). As 
a rule, the flame core is located below the furnace center. Systems for preparing 
solid fuel for dry-bottom PF units burning volatile-rich fuels are divided into two 
large groups. The first group includes systems where fuel pulverizing takes place 
simultaneously with drying in high-temperature air. These systems can be 
successfully used for fuels of low or moderate moisture content. The second group 
includes furnaces where fuel pulverizing and simultaneous drying occur in a 
pulverizing fan that uses high-temperature flue gas taken from the upper part of the 
furnace. Fans grinding fuel at the same time create underpressure for the suction of 
flue gas into the mill. These systems have been widely used for pulverizing and 
drying brown coals of high moisture content [35, 7, 6]. Because the residence time 
of fuel particles in the PF boiler furnace is short, thermal inertia of the furnace is 
low. Since oil shale is of moderate moisture content, the principles of pulverized oil 
shale combustion in the PF boiler furnace, air drying, and direct dust feeding into the 
furnace is similar to that of coal combustion. Pulverizing and simultaneous drying of 
oil shale with air takes place in hammer mills. Gravitational or inertial classifiers are 
used for separating dust. 

Vortex combustion  

Vortex combustion of fuel particles takes place in a swirl within the combustion 
chamber. Coarse-grained pulverized fuel is fed, together with primary air, through 
nozzles that are directed downward and located either in the front or rear wall. To 
create a vortex, a high volume of air is fed in through numerous air gaps located near 
the bottom of the combustion chamber [85]. 

Fluidized bed combustion 

With FBC, fuel combustion takes place in a bed of an inert material (sand, ash, 
etc.). The fuel concentration in the fluidized bed is not high (in the range 1 to 5 
percent), depending on the fuel type and combustion technology. The combustion 
temperature in FBC is usually between 750 and 950°C. In comparison, the 
maximum flame temperature for PF in a dry-bottom furnace boiler can reach 
1,500°C. The PF furnace is characterized by high gradient of flue gas temperature 
inside the combustor chamber. However, the temperature field in a fluidized bed is 
very homogeneous (the temperature difference in the FBC solid phase cross section 
does not exceed 20 to 30 K) because of the low concentration of combustible matter, 
intensive mixing of particles, and high intensity of mass and heat exchange between 
particles and the gas medium. 

The highest temperature in FBC is determined by the sintering properties of fuel 
ash. FBC boilers are divided into two groups: atmospheric and pressurized. With 
atmospheric FBC, fuel combustion and other gas-side processes take place at 
atmospheric pressure. With pressurized combustion, the pressure in the furnace is 
usually more than 1.2 MPa. FBC boilers are also divided into classical or stationary 
and circulating FBC (CFBC) boilers. 
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In the classical FBC boiler, air (gas) superficial velocity in the bed is low; the 
majority of the particles stay in the bed, and the system behaves like a fluid. To keep 
the temperature below the allowed limit, some of the heat generated by fuel 
combustion in the bed has to be removed. Therefore, a portion of the heat released in 
the fluidized bed is transferred to the heat exchange surface immersed in the bed. 

In the CFBC boiler, the air (gas) superficial velocity is higher; particles leave the 
bed and are transferred together with flue gas to the separator (cyclone), where most 
particles are captured and directed back to the furnace. Solid phase circulation takes 
place. Because of the low concentration of combustible matter, high heat capacity of 
the circulating material, and balance between the energy generated during fuel 
combustion and heat absorbed by heat exchanger surfaces of the furnace, there is no 
need to insert heat transfer surfaces into the bed. In a modern fluidized bed boiler, 
the heat capacity of the solid phase precipitated in the separator is effectively used to 
transfer energy into a heated medium (water, steam) in the boiler. This process 
occurs in an additional fluidized bed type heat exchanger. Such an arrangement of 
heat transfer enables the heat exchange surface area to be reduced in the convective 
section after the furnace and simplifies the maintenance and control of the 
temperature regime in the combustor. 

Similar to atmospheric combustion, pressurized FBC (PFBC) can be divided into 
classical and CFBC technologies. The temperature within the combustion chamber 
is at the same level as that during atmospheric combustion. 

During classical PFBC, flue gas leaving the furnace is cleaned from particles in a 
multistage cyclone or in a ceramic filter and is directed to the gas turbine, where it 
expands to reach the external pressure. The temperature level needed for FBC is 
maintained by removing generated heat from the bed. For that purpose, tube bundles 
of a heat exchanger are immersed in the fluidized bed. As heat transfer processes 
intensify and gas density increases with an increase in pressure, the dimensions of 
the PFBC boiler are several times less than those of the atmospheric fluidized bed 
combustion (AFBC) boiler of the same power capacity [85]. 

1.3. Model overview 

1.3.1. Fluidized bed 

The fluidized bed is also another example of an important industrial operation 
involving multiphase flows. A fluidized bed consists of vertical cylinder containing 
particles where the gas is introduced through holes (distributor) in the bottom of the 
cylinder as shown in Fig. 1.1. The gas rising through the bed suspends the particles. 
At a given flow rate, the “bubbles”, which are regions of low particle concentration, 
appear and rise through the bed which intensifies mixing within the bed. Fluidized 
beds are used for many chemical processes such as coal gasification, combustion, 
liquefication as well as the disposal of organic, biological and toxic wastes [17]. 
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Figure 1.1 Fluidized bed [17] 

1.3.2. Existing mathematical models 

There are several models developed to perform simulation of CFB-s. Full – loop 
TFM (Two Fluid Model) modelling of fluidized beds [140] is considered the state-
of-the-art of simulated approaches. However, its accuracy has been questioned [140, 
141, 142, 143], since the meso-scale structures induced under fluidization regimes, 
cannot be sufficiently considered. To improve its validity, sophisticated sub-grid 
models have been developed for the calculation of the drag force acting on particles 
[144]. The Energy-Minimization Multi-Scale (EMMS) model [69, 70] is employed 
in the Eulerian-Eulerian simulations of the hydrodynamics of a pilot scale CFB riser, 
with an implicit cluster diameter correlation accounting for the effect of sub-grid 
scale heterogeneity on inter-phase drag force. The simulated solid circulation flux, 
radial and axial solid concentration distributions and the radial particle velocity 
profile agree well with corresponding measurements. It presents a further step in 
establishing sub-grid scale models, which has been a focus in the study of gas-solid 
flows, on the basis of variation principles[50]. 

The recently revised EMMS model with an implicit cluster diameter correlation 
is combined with the Eulerian-Eulerian approach to simulate the heterogeneous gas-
solid two-phase flows in a CFB riser. The resulting solid circulation fluxes, radial 
solid concentration and velocity profiles and the coexistence of a upper dilute region 
and a bottom dense region is well captured, demonstrating that the EMMS-based 
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sub-grid scale model for inter-phase drag force is a promising approach to coarse-
grid simulations of CFB risers in the Eulerian-Eulerian framework [50]. 

Yet, another possible source of inaccuracy is the monosized approximation, used 
in the majority of TFM CFD works [140, 141, 142, 143, 108, 109]. 

To handle the complicated turbulent flow in a riser, various theoretical 
approaches have been proposed in the past. There are various models for the 
simulation of gas-particle multiphase flow. These models can be subdivided in two 
main classes: Euler-Euler and Euler-Lagrange models. The Euler-Euler model is 
also known as the two-fluid model and is used in many studies, because it requires 
relatively low computing resources. In this model, the solid phases as well as the gas 
phase are treated as interpenetrating continuous phases. The presence of each phase 
is described by a volume fraction. The Euler-Lagrange model also known as the 
discrete particle model (DPM) in which the dynamics of the gas phase is modelled 
in conjunction with a discrete description of each individual particle in the system. 
The interactions amongst the particles and between the particles and the gas phase 
are accounted for in the DPM. The particle dynamics are modelled with a hard-
sphere collision model, soft-sphere collision model or the direct simulation Monte 
Carlo (DSMC) method. Compared with the discrete particle model, the two-fluid 
model cannot reveal the motion of individual particles. The DSMC method has large 
memory requirements, so it can only deal with reactors of very small size. The soft-
sphere collision model requires small computational time steps to guarantee an 
accurate description of the collisions, which becomes very restrictive in systems 
with fast moving particles, such as risers [31]. 

This is applicable in Circulating Fluidized Bed (CFB) modelling but TFM 
formulation proved to be more efficient, as reported by Sundaresan [146], owed to 
the incorporation of the kinetic theory developed by Lun [147]. Here the Multi - 
Phase Particle - In - Cell (MP-PIC) is proposed by Patankar and Joseph [148].  

The numerical simulations are mainly performed within the Lagrangian approach 
by the tracking of single particles or their packages in order to capture the particle-
fluid interaction. For example, the two-dimensional gas-solid particles flow taken 
place in the CFB riser with a total volume concentration of solids 3% has been 
studied in [33] by the Lagrangian approach using the particles tracking method.  

In the present work, another method is applied, namely, the two-fluid model, or 
the Eulerian approach or the model of coexisted flows. Within this approach the 
dispersed phase is considered as a continuous phase similar to carrier gas-phase fluid 
however with own parameters, namely, the velocities, the mass concentration etc., 
the parameters of the dispersed phase. The advantage of the Eulerian method is in 
direct modelling of the particle mass concentration and particles feedback of 
turbulence and average velocity of carrier fluid. This method does not depend on the 
number of the tracked particles which model the motion of the dispersed phase by 
the Lagrangian approach, which convergence is determined by the number of the 
tracked single particles that can be up to hundreds of thousands, which requires high 
computational capabilities. An implementation of an original closure model of linear 
and angular momentum of polydispersed solid phase [24, 57] based on the 
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interparticle collision in the Eulerian frame allows first of all directly describe four-
way coupling effect in case of highly loaded flow, secondly, to take into account 
particle collisions which seem to be very significant with respect of high flow mass 
ratio and big range of particle size deviation. Finally, implementation of our model 
description [59] used for calculation of pneumatic transport to conditions of 
fluidized bed (T=8500C) considering low density of carrier gas (ρ=0.27 kg/m3) and 
its high coefficient of kinematic viscosity which is roughly 10 times larger than that 
at the normal conditions of T=200C, and the real geometry of the flow with respect 
of inlet size of 2.5 m allows to validate our numerical simulations and obtained 
results. Within the Eulerian approach the original collision model was used for 
closure of the transport equations by accounting the interparticle collision effect 
occurred in CFB due to high mass loading [42]. The numerical parametric study 
deals with the influence of various riser exit geometries on the hydrodynamics of the 
gas-solid two-phase flow taken place in the riser of CFB [42]. The problems of two-
phase flows in the CFB risers are analyzed in the observed publications, but these 
studies do not consider the dependence of amount of the sensible heat carried by the 
ash solid particles on their concentration in gases. In the present work the gas-solid 
particles flow in conditions of CFB is studied, taking into account the amount of 
heat, which must be separated from the combustor by the sensible heat of the ash 
solid ash particles. This Eulerian approach enables to optimize the concentrations of 
the ash solid particles in fire gases.  

In present work adding the process the second fraction of particles gives a 
significant change of the process due to different density of added particles and 
different particle size.  

1.3.3. Mass conservation 

The general statement for mass conservation is that the net efflux of mass from a 
control volume plus the rate of accumulation of mass flow in the volume is zero. 
The continuity equation, that, is 
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1.3.4. Turbulence 

Turbulence in a single-phase flow is generally characterized by the turbulence 
energy κ and the dissipation rate ε. This is known as the two-equation model. The 
equations for κ and ε are developed starting with Reynolds equations which are the 
equations for the fluctuating velocity components.  

After numerous assumptions and clever physical reasoning, an equation is 
developed which relates the change in turbulence energy to terms representing the 
diffusion of turbulence energy, generation of energy and dissipation. The generation 
of turbulence energy results from velocity gradients in the flow and the dissipation 
from viscous effects. The dissipation equation comes from taking the curl of the 
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Reynolds equations which essentially gives the vorticity of the fluctuating velocity 
components. Once again the rate of change of dissipation is related to diffusion, 
generation and dissipation. There have been many modifications suggested to 
improve the κ - ε model but the essential features remain the same and in maintains 
a prominent role in the commercial fluid mechanics codes [129]. More recently, 
more attention has been developed to the turbulence models based on large eddy 
simulation as an improvement over the κ - ε model. 

Turbulence modulation is the effect of particles or droplets on the turbulence of 
the carrier phase. Modulation is weak if the particle concentration is very low. Also, 
at very high concentrations, near the state of a packed bed, fluid turbulence is 
attenuated by the large viscous forces associated with the small Reynolds number 
based on the interparticle spacing. These limited cased are not addressed here. While 
the study of the particle dispersion in turbulence has a long history, the effect of the 
particles on fluid turbulence has been the subject of studies conducted over the past 
years. It was not until the 1970s that direct measurements of turbulence in the 
presence of particles were possible. Although these measurements were relatively 
new, practitioners in some engineering fields were already aware of the fact that the 
presence of particles can significantly change the rates of heat transfer and chemical 
reaction, which could not be explained except trough the effect of the particles on 
the fluid turbulence. The drag reduction phenomenon observed in the pipe flows 
with low solids concentrations is another example which suggested that the particle 
phase modified the carrier phase turbulence. 

The primary obstacle is obtaining fluid turbulence data in particulate flows was 
the difficulty with making fluid property measurements in the presence of solid 
particles. Before the invention of laser Doppler velocimetry, hot-wire or hot-film 
anemometry were the only means to acquire a direct measurement of fluid 
turbulence. Hot-wire probes cannot be used in flows with solid particles but a 
conical probe coated with a hot-film is durable, to some degree, in solid-liquid 
flows. For this reason the early data on fluid turbulence in the presence of solid 
particles were obtained in liquid-solid flows in connection with sediment transport. 
Some researchers attempted to use a hot-wire probe in gas-droplet free-jets in the 
study of a two-fluid atomizer and obtained results showing that particles (liquid 
droplets) suppress the turbulence intensity of gas. 

Two papers [29, 34] summarize the available data on turbulence modulation. 
These papers suggest criteria for the suppression and enhancement of turbulence. 
One criterion is based on the length scale ratio d/Le, where d is the particle diameter 
and Le is the length scale characteristic of the most energetic turbulent eddies. 
Turbulence intensity is attenuated for d/ Le less than 0,1 while the turbulence level is 
increased for larger length scale ratios. Another criterion is based on the relative 
particle Reynolds number. The model suggests that particles with a low Reynolds 
number tend to suppress the fluid turbulence and particles with high particle 
Reynolds number tend to increase turbulence. Although some qualitative trends have 
been observed for the effects of particles on the turbulence energy of the carrier 
phase, there is currently no general model that can be used reliably to predict carrier 
phase turbulence in particle-laden flows. 
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The presence of particles can affect the carrier phase turbulence in several ways 
[18] , such as: 

-  displacement of the flow field by flow around a dispersed phase element, 

-  generation of wakes behind particles, 

 - dissipation of turbulence transfer of turbulence energy to the motion of the 
dispersed phase, 

- modification of velocity gradients in the carrier flow field and corresponding 
change in turbulence generation, 

- introduction of additional length scales which may influence the turbulence 
dissipation, 

- disturbance of flow due to particle-particle interaction. 

Numerical models for turbulence modulation are still in development so no 
specific model has been adopted. The general approach is to modify the generation 
and dissipation terms in the κ - ε equations and develop Reynolds equations for the 
averaged quantities. This approach leads to a fallacy [15]. 

One approach which has been used to model the effect of particles on the carrier 
phase turbulence is direct numerical simulation (DNS). This approach is 
advantageous because it requires no Reynolds stress modelling. Squires and Eaton 
[113] used DNS with spectral methods to study the effect of particles on isotropic, 
homogeneous turbulence at low Reynolds numbers. Energy had to be added to 
maintain the turbulence. They modelled the effect of the particles by including a 
point forces (drag) in the flow field. It was found that the presence of the particles 
increases the turbulence dissipation rate. Squires and Eaton also found that the 
particles tend to concentrate in regions of high strain. Elghobashi and Truesdell [22] 
used a similar approach to model the effect of particles on turbulence. They also 
predicted that the rate of viscous dissipation is increased due to presence of the 
particles.  

For gas-particle flows it can be shown that the energy transferred to particulate 
motion is negligible. The energy added per unit mass to the flow because of the 
dissipation of the work associated with drag is 
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where f is drag factor corrected to multiple particle effects, τV is response time for 
the Stokes regime, u1 is velocity of the continuous phase, v1 is velocity of the 
particle, ρd is dispersed phase density, ρc is density of the continuous (conveying) 
phase 
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The dissipation of energy is given by 
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where L  is the dissipation length scale and k turbulent energy. However, in a 

two-phase mixture, several new length scales are introduced, the particle size and 
the interparticle spacing. If the interparticle spacing is less than the intrinsic length 
scale for the flow, then the interparticle spacing should influence the dissipation. 
Kenning & Crowe [55] defined a „hybrid“ length scale hL , which approached the 

correct limits and used this for the dissipation length scale. They showed that the 
change in turbulence intensity for particles transported by air in a vertical duct 
should vary as, 
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where Li and ki are the dissipation length scale and turbulence energy in the flow 
without particles.  

The inability to model the local details of the continuous phase is dispersed phase 
flow necessitates the use of averaging. The three general categories of averaging are 
time, volume and ensemble. The conservation equations based on volume averaging 
illustrate the influence of the dispersed phase on the carrier phase through the 
coupling terms and volume fractions of each phase. The deviations of the continuous 
phase velocity from the average velocity give rise to a Reynolds stress in the same 
manner as time averaging yields the Reynolds stress in single-phase flow. Modelling 
the Reynolds stress in a dispersed phase flow is complicated by the length scales 
associated with the dispersed phase. Also the heat transfer through the mixture 
involves the heat transfer through both the continuous and dispersed phases. The 
presence of the particles or droplets in the field affects the turbulence of the carrier 
phase as a result of enhanced turbulence generation and dissipation. 

1.3.5. Drag viscous force 

The „steady-state” drag is the drag force which acts on the particle in a uniform 
pressure field when there is no acceleration of the relative velocity between the 
particle and the conveying fluid. The force is quantified by the drag coefficient 
through the equation [17]: 
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where c  is the density of the continuous (conveying) phase, DC  is the drag 

coefficient, A is the representative area of the droplet and u1 and v1 are the velocities 
of the continuous phase and the droplet or particle, respectively.  

Typically the area is projected area of the particle in the direction of the relative 
velocity.  

 

Figure 1.2 Variation of drag coefficient of a sphere with Reynolds number [17] 

Using the drag force to solve for the drag coefficient in previous equation results 
in 

r
DC

Re

24
 ,         (1.6) 

where Rer is the Reynolds number based on the relative velocity. This is the 
classic Stokes drag coefficient which is valid for Rer <1. 

An extension of Stokes analysis for high particle Reynolds numbers is [12]. In 
this case the drag coefficient becomes is case of a uniform free stream velocity: 
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Variation of drag coefficient of a sphere with Reynolds number is shown in Fig. 
1.2 
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1.3.6. Lift forces 

Lift forces on a particle are due to particle rotation. This rotation may be caused 
by a velocity gradient or may be imposed from some other source such as particle 
contact and rebound from a surface. The effect of this force factor is small for 
modelling of the processes in freeboard CFB.  

1.3.7. Particle-particle and particle-wall interactions 

Particle-particle interaction controls the motion of particles in dense particle 
flows. Also particle-wall interaction is important in dense flows as well as wall-
dominated dilute flows.  

Particle-wall interaction 

The problem of particle-wall interaction is encountered when analyzing gas-
particle flows contained within walls such as pipe flows, channel flows and fluidized 
beds. The particle-wall interaction considered here falls into two categories: 
hydrodynamic forces due to the proximity of a wall and the purely mechanical 
interaction in the absence of a fluid. The Saffman lift force due to velocity gradient 
near the wall is one example of the hydrodynamic interaction. Another example is 
the fluid force acting on a particle approaching the wall in the normal direction.  

The treatment of the mechanical behaviour associated with particle-wall 
interaction depends on the inertia of the particle. When a massive particle collides 
with a wall, it rebounds but loses kinetic energy due to friction and inelasticity 
effects. For a very small particle approaching a wall, molecular forces become 
dominant compared with the inertial force. As a result, the particle is captured by the 
wall due to cohesive forces, and neither rebounds from nor slides along the wall. 
This cohesive force is identified as the van der Waals force.  

Particle-particle interaction 

Particle-particle collision is negligible in dilute gas-particle flows. As the particle 
concentration becomes higher, particles collide with each other and the loss of 
particle kinetic energy due to inter-particle collision cannot be neglected. 
Fortunately, as long as the particulate phase is dispersed, it is sufficient to consider 
only simple binary collisions, not multiple collisions.  

Particle-particle interaction is the key element in dense phase flows. The two 
models for particle-particle interaction are the hard sphere and soft sphere models. 
With the hard sphere model the post-collision velocities and rotations are determined 
as a function of the pre-collision conditions, coefficient of restitution and coefficient 
of friction. The soft sphere model describes the particle history during the collision 
process and can be modelled with spring-damper arrangements. Particle-wall 
collisions are treated with the hard sphere model. A number of theoretical 
investigations devoted to study of inter-particle collision effect can be formally 
divided by the use of either Lagrangian or Euler approaches. Sommerfeld [65] 
presented a number of diagrams for the average and r.m.s. velocity shapes, which 
were obtained for a relatively large mean flow velocity, with no noticeable effect on 
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the velocity profiles due to the particle accumulation on the bottom wall. 
Sommerfeld and Zivkovic [112] estimated the effect of the particles' collision on a 
stochastic approach using a Lagrange frame of reference. The stochastic approach 
for the particles' collision model was also considered by Oesterle and Petitjean [88] 
as well as by Yamomoto [131]. The calculations in the last three studies were 
restricted to short pipe lengths. In similar studies, Simonin and co-workers 
[103,62,63] have used the PDF approach within the frame of the two-fluid model, to 
model the gas-solid flows with collisions. The effect of inter-particle collisions is 
obviously important for dense particulate flows where the ratio of particle response 
time is larger than the time of inter-particle collisions that is when τ / tc>1 with 
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, where di and dj are the diameters of colliding particles, 

Vi and Vj are the velocities of the particles and nij is the concentration (number of 
particles per unit volume) of the group of particles “j,” which may collide with the 
group of particles “i.” An order of magnitude estimate shows that the inequality τ 
/tc>1 is satisfied when the mass loading is higher than 10. Hence, inter-particle 
collisions play an important role in the transport processes when the loading ratio is 
higher than 10. There are a few particle collision models obtained in the Eulerian 
frame of reference, such as the ones by Louge [72], and Cao and Ahmadi [10]. In 
this paper, we also apply a two-fluid approach using a two-way coupling model. We 
introduce a collision model that considers the exchange of not only the linear 
momentum, but also the angular momentum. Hence, we obtain analytical formulae 
for the stress tensor components and the pseudoviscosity coefficients using an 
average procedure over the collision coordinates [58]. Wall roughness can be 
simulated with a local wall slope at the surface. 

1.4. Objectives of the thesis 

The main goal of the thesis is focused on numerical analysis of the mass transfer 
in the CFB freeboard and determination of the optimal operating regimes of the CFB 
unit to increase its performance. The criterion of optimality is the uniform 
distribution of concentration of solid particles that occurs in the CFB freeboard.  

There are following activities to accomplish the main goal: 
1. Numerical simulation of the isothermal upward pipe particulate flow to determine 
the key force factors by 2D RANS modelling of the isothermal upward pipe 
particulate flow study. 
2.  2D RANS modelling of the non-isothermal mass transfer for the CFB freeboard 
conditions study based on the data obtained at 2D RANS modelling of the 
isothermal upward pipe particulate flow study. 
3. Assessment of effect of the flow geometry by 3D modelling of the square-section 
channel particulate flow study. 
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2. 2D RANS modelling of upward particulate pipe flow. 
 “Two-fluid model” was used in the modelling of dispersed two-phase systems, 
where the gas and the particles are considered as two coexisting phases that cover 
entire flow domain. To describe the flow of the particulate phase, one of the 
possibilities is the use of the Reynolds Averaged Navier-Stokes method. The general 
equations of this method were examined by plenty of experiments that showed good 
reasonable matching and they are feasible to be numerically implemented. In this 
work we use the RANS method with its’ closure equations to find on the output 
needful data: axial and radial velocities, turbulent energy, mass concentration.  

Particulate flows in pipes have numerous engineering applications ranging from 
pneumatic conveying systems to coal gasifiers, chemical reactor design and are one 
of the most thoroughly investigated subjects in the area of multiphase flows. These 
flows are very complex and influenced by various physical phenomena, such as 
particle-turbulence and particle-particle interactions, deposition, by gravitational and 
viscous drag forces, particle rotation and lift force (fig. 2.1). 

Numerous theoretical and experimental researches [93, 19, 29, 116, 13, 118, 113, 
135, 28, 9, 134, 10, 16, 76, 105, 57, 77, 61, 62] are dedicated to various aspects of 
behaviour of gas and solid particles occurring in particulate pipe flows.  

The aim of the present study is to focus on the research of the effect of variation 
of pipe diameter for constant Reynolds number applied for vertical particulate 
turbulent pipe flows. The numerical investigation, being discussed here, examined in 
details the effects of direct and indirect particle-turbulence interaction (no-coupling 
and coupling) and gravity for various flow mass loading. Additionally, the viscous 
drag force and the Magnus and Saffman lift forces are also taken into account.  

The presented numerical model applies the following assumptions: two-fluid 
model [21, 99, 103, 20, 98], the Reynolds-averaged Navier-Stokes (RANS) 
approach [61, 62] applied to gas and solid particles.  

Within the frame of the two-fluid model, the gas and the particles are considered 
as two coexisting phases that span the entire flow domain [61, 62]. Therefore, in 
order to describe the flow of the particulate phase within the two-fluid model, the 
presented model implements RANS approach, which is the most general and 
frequently used in modelling, and its closure equations have been verified by 
numerous experiments and the boundary conditions are easy to determine. The given 
modelling employs the model by Crowe [13], which is the most relevant model to 
account for mechanisms of a turbulence modulation caused by particles, since it 
includes both the turbulence enhancement and its attenuation by particles the 
particles. The inter-particle collisions is another mechanism accounted for capture 
properties of turbulent particulate pipe flows and which is modelled, e.g., by 
Kartushinsky and Michaelides [57]. These two models enable the comprehensive 
mathematical simulation of two-phase upward pipe flow. 

The presented model allows covering 100 and more calibres of a pipe flow. This 
is the main advantage over the numerical models based, for example, on the direct 
numerical simulation (DNS) codes [73], that handle usually with a short pipe length 
up to 10-20 calibres with imposing upper limit for the flow Reynolds number. 



27 

The utilized two-fluid model with adoption of original collisional closure model 
by Kartushinsky and Michaelides [57] together with applied numerical method has 
been verified and validated in our previous research [61, 62] by comparison of 
numerical results with existing experimental data by Tsuji et al. [118]. By the given 
study, the effect of variation of pipe diameter (or transport velocity) at constant 
Reynolds number is numerically investigated in the particulate turbulent flow, and 
this is the step forward for an analyzing of external effect, namely, the flow 
configuration rather the internal effect with variation of the parameters of the flow. 

 

 

Figure 2.1 Upward turbulent particulate flow in a pipe  

2.1. 2-Dimensional Reynolds Averaged Navier-Stokes equations 

The model is based on the time averaged Navier-Stokes equations (RANS 
method), without any simplifications, such as the boundary layer simplifications. 
The vertical pipe flows are 2D unless the study of rotating flows. In general, the 
effect of the inter-particle collision can be taken into account in two-way: a) by 
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particle size distribution, or/and b) particle material density variation. In both cases, 
it can be described by motion of finite number on particle fractions denoted by 
subscript index “i”, that in particularly, in case of three particle fractions is varied in 
range of 1≤i≤3 [52]. In given chapter, we deal with motion of monodispersed solid 
particles, i.e. is supposed that i=1, then governing equations written for the 
axisymmetric round pipe flow are as follows: 

1. Continuity equation for the gas phase: 
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where u and v are the longitudinal and radial velocity components of the gas 
phase. 

2. Longitudinal linear momentum equation for the gas phase: 
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where   tt
~  is the effective viscosity, which is the sum of the turbulent and 

laminar viscosities, while t is calculated following to Boussinesq eddy-viscosity 
concept; p is the pressure;   is the mass concentration of the particles. siri uuu   

and siri vvv   are the particles relative velocities along the longitudinal and radial 

directions, respectively. Here Diii C/   is the particle response time that 

specifies the drag, defined by expression 68701501 .
siDi Re.C   for the non-

Stokesian regime [100]. The particle Reynolds number and Stokesian particle 

response time are defined as  /vu/VRe riririisi
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velocity slip, with s  being the angular velocity of the given particle fraction. The 

coefficient of the Magnus lift force CM is calculated according to Crowe [16];   and 

p  are the physical densities of air and the particle material, respectively.  

3. Radial linear momentum equation for the gas phase: 
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sF  is the coefficient for the Saffman lift force, which is due to the local shear of 

the flow, and it is given for finite values of the particle Reynolds numbers by 
correction of [75]. 

4. Turbulence kinetic energy equation for the gas phase: 
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where k and ks are the turbulence kinetic energy of the gas- and dispersed phases, 
respectively. The hybrid dissipation rate h  is calculated for the two-phase flow via 

hybrid turbulence length scale defined as harmonic average of the integral length 
scale of single-phase flow and inter-particle spacing [16]. 

5. Mass conservation equation for the particulate phase: 
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where su~  and sv~  are the longitudinal and radial components of the drift particle 

velocity of the given fraction, given by expressions  
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 . Here tD  is coefficient of turbulent diffusion of 

particles, which is calculated by the model of Zaichik and Alipchenkov [136]. The 

pseudoviscosity diffusion coefficients along x and r directions r,x
cD  are stemmed 

from the particles collisions [52]. 

6. Momentum equation in the longitudinal direction for the particulate phase: 
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where g is the gravitational acceleration. 

7. Momentum equation in the radial direction for the particulate phase: 
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where 2
siu , sisivu  , 2

siv  are the velocity correlations due to the particle collisions 

and induce momentum swap in the longitudinal and radial motions of the given 
fraction [57]. 

8. Angular momentum equation in the longitudinal direction for the particulate 
phase: 
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where sisiu   and sisiv   are the linear-angular velocity correlations of particles 

due to the inter-particle collisions calculated according to Kartushinsky and 
Michaelides [57]. 

2.2. Boundary conditions for the RANS model 

As inlet boundary conditions, it is assumed that particles enter into the previously 
computed, fully developed flow domain of single-phase, having the initial 
longitudinal velocity determined by the lag coefficient. The equilibrium outlet 
boundary conditions were set at the exit cross-section Dx 100 , i.e. the non-
gradient derivatives from all velocities of all phases, turbulence kinetic energy and 
mass concentration over longitudinal coordinate were written according to 
Kartushinsky [62]. Since the particulate flow in vertical pipe is considered as 
axisymmetrical, the non-gradient boundary conditions were set at the pipe axis for 
the longitudinal velocity components of gas and particles, the turbulent energy and 
particle mass concentration. The boundary conditions were set zero at the pipe axis 
for the radial velocities of both phases and the particles angular velocity. The 
concept of “wall functions” [94] has been applied to set the boundary conditions at 
the wall. While applying the balance of the production and dissipation rate of kinetic 
energy “near wall” with using of the eddy-viscosity concept [92], it can link the 
friction velocity v  and shear stress wτ  through the turbulence kinetic energy as 

kcρ/τv .
μw

2
*

50 . The computations near the wall were carried out at the half 

width of the control volume off the wall. Then, for the longitudinal velocity of gas 
phase and for the turbulent energy computed by means of its production kP  the 

following boundary conditions are as follows: 
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where empirical constant 410.æ  ; 2/y   (  is the width of the control 
volume). 

The wall boundary conditions for dispersed phase have taken into account the 
particle’s velocity lag determined through particles-wall interaction [62].  

2.3. Numerical method 

The control volume method was applied to solve mass and momentum 
equations of both phases by using the implicit lower and upper (ILU) matrix 
decomposition method with flux-blending differed-correction and upwind-
differencing schemes by Perić and Scheuerer [92]. Calculations were performed in 
dimensional form for all flow regimes. The number of the control volumes was 
varied from 280,000 to 1,120,000 corresponding to increase of pipe diameter from 
D=30.5 mm to D=61 mm, and their size remained constant across the pipe flow. 

 

2.4. Results  

The numerical results presented in the following figures have been obtained at 
the distance of x/D=100 from the pipe entrance in Paper I.  At this distance, it was 
reasonable to stipulate that the steady flow conditions have been reached and there 
was no influence of the entrance conditions. Mainly, the results presented here are 
dimensionless, but some of them are presented in dimensional form. 250 µm coal 
particles (physical density, ρρ=1600 kg/m3) were used in investigations. The flow 
mass loading was m* = 1 and 10 kg dust/kg air. The applied particles were light 
enough to be responsive to the turbulent fluctuations of gas. 

The Reynolds number Re was assigned as the constant through all calculations 
and set equalled 4.4·104. The pipe diameter D was 30.5, 45.75 and 61 mm for the 
gas average velocity 621.u  , 14.6 and 10.8 m/s, respectively. The average 
longitudinal velocity and turbulence energy radial distributions calculated for these 
three regimes are shown in Figs 2.2 and 2.3.  

The following figures show the influence of various force factors on radial 
distributions of the particles velocity lag, particle mass concentration and turbulence 
modulation originated from the particles. Separately, there is analyzed the effect of 
the direct (turbulence) and indirect (no-coupling and coupling) particle-turbulence 
interactions together with the singled out influence of gravity.  

The longitudinal velocity lag is presented as the ratio of the longitudinal velocity 
slip ur between the gas and particulate phases to the terminal velocity of particles, 
  ts v/uu  , where tv  is the particles terminal velocity. 
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The analysis of behaviour of the normalized longitudinal velocity lag is shown in 
Fig. 2.4 for various force factors for 250 m particles at m* = 1. If the motion of 
particles is exposed only by the viscous and gravitation forces (without the direct 
effect of turbulence, lift forces and coupling), the velocity lag between two phases 
approaches to the particles terminal velocity occurring in the steady-state flow 
domain, i.e. the ratio tr v/u  converges to unity (the curve marked by triangles, Fig. 

2.4). However, as the numerical simulation shows, if the motion of particles is 
exposed by combined effect of various force factors, the normalized longitudinal 
velocity lag increases above the particles terminal velocity.  

Figure 2.5 shows the effect of the flow mass loading on the normalized 
longitudinal velocity lag. It is evident that increase of the flow mass loading results 
in reduce of tr v/u  almost all over the cross-section of the pipe except the near-wall 

region. 

Diminishing of the normalized longitudinal velocity lag observed for relatively 
dense flow (m*=10, Fig. 2.5) clearly depicts the tendency of the turbulence 
attenuation by particles, or, in other words, decrease of direct effect of turbulence on 
the particles motion. The ratio between particle size and turbulence integral length 
scale is about 0.1 for the given 250 m coal particles and, according to Gore and 
Crowe [29], they attenuate turbulence. This effect becomes stronger with increase of 
the flow mass loading which results in converging of tr v/u  to unity when 

considering only effect of gravity (Fig. 2.4). 

In order to trace the effect of the flow mass loading on the turbulence modulation 
let us first examine the distribution of the particle mass concentration presented in 
Fig. 2.6. As one can see, the growth of the flow mass loading attenuates turbulence 
and makes radial distributions steeper with more pronounced tendency with respect 
of the particle size variation [57, 58].  

Figure 2.7 explicitly addresses to the coupling effect, which was observed for 
two flow mass loadings, m*=1 and 10. Obviously, the higher mass loading leads to 
the higher rate of the turbulence modulation, i.e., if there is the turbulence 
attenuation due to the particles, then this process is intensified for the higher mass 
loading. 

The next series of plots (Fig. 2.8–2.10) show the effect of the pipe diameter for 
the constant Reynolds number on distributions of the normalized velocity lag, the 
particle mass concentration and the turbulence modulation.  

Figure 2.8 shows radial distributions of the normalized longitudinal velocity lag 
obtained for various pipe diameters. One can see that increase of the pipe diameter 
results in lower turbulence level (Fig. 2.3). This in turn leads to the smaller velocity 
lag with less deviation from particles terminal velocity, and, in fact, to the weaker 
particles involvement into the turbulent motion. This is proved by the data of Fig. 
2.3 that shows that the larger pipe diameter corresponds to the lower level of the 
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turbulence energy, and, therefore, to the lower rate of the particles involvement by 
the gas flow.  

One can see that the effect of the pipe diameter has the tendency to straighten the 
radial distributions of the particle mass concentration (Fig. 2.9). Increase of the pipe 
diameter leads to reduction of ratio between particle size and pipe diameter that 
results in intensification of particles turbulent diffusion leading to flattening of 
distributions of particles concentration [62].  

The turbulence modulation caused by particles is shown in Fig. 2.10 for various 
pipe diameters at the flow mass loading m*=10. As one can see, increase of the pipe 
diameter leads to lower rate of turbulence attenuation. This can be explained based 
on the analysis of Fig. 2.3. As it shows, increase of the pipe diameter results in 
decrement of turbulence kinetic energy k. Since the length scale of energy-

containing eddies is proportional to turbulence kinetic energy ( 2

3

k~Le ), the 

decrement of kinetic energy is followed by decrease of turbulence length scale. This, 
in turn, causes the growth of ratio between particle size and turbulence length scale, 
and finally results in lower rate of turbulence attenuation due to particles. 

2.5. Conclusions 

The two-dimensional RANS numerical approach fitted for upward turbulent 
particulate pipe flow supplied with the appropriate closure equations was applied for 
the computational investigation of parameters of gas and solid particles by the 
control volume method. The study covered the distance of 100 calibres from the 
pipe entrance.  

The longitudinal velocity lag, turbulent kinetic energy of gas and particles mass 
concentration, effected by the gravity, viscous drag, the particle-turbulence, particle-
particle, particle-wall interactions as well as the Saffman and Magnus lift forces, 
were examined for different pipe diameters with holding constant the flow Reynolds 
number for various flow mass loadings. 

The obtained numerical results allow to draw the conclusions: 

1. Simultaneous accounting of turbulence interactions effect and all force factors, 
impacting on solid particles, results in substantial excess of longitudinal velocity lag 
over their terminal velocity. 

2. The increase of the pipe diameter appears as follows:  

- it gives rise to decrease of the relative velocity lag; 

- it flattens the radial distributions of particles velocity; 

- it induces the decrease of the turbulence attenuation rate; 
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- it causes flattening the radial distributions of the particles mass 
concentration. 

3. The increase of the flow mass loading causes:  

- diminution of the relative velocity lag; 

- increase of the rate of the turbulence attenuation  

- steepening of the radial distributions of the particles mass concentration.  

The presented model with applying of minimum number of assumptions and 
empiricism represents a more contemporary computational approach in turbulent 
particulate flow, as well as it is simpler and uses the state-of-the-art modelling and 
computational techniques and is more accurate owing to no applying of 
approximations. The given method allows computing the large particulate flow 
domains occurred in various practical devices. 

 
Figure  2.2  Radial distributions of the longitudinal gas velocity in the pipes D=30.5, 

45.75 and 61 mm, Re=4.4·104 
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Figure  2.3. Radial distributions of the turbulence energy of gas in the pipes D=30.5, 
45.75 and 61 mm, Re=4.4·104  

 

 

 

Figure  2.4. Radial distributions of normalized longitudinal velocity lag for 250 m coal 
particles obtained for various flow conditions, ,m*=1, D=45.75 mm, Re=4.4·104 
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Figure 2.5. Radial distributions of normalized longitudinal velocity lag for 250 m coal 
particles obtained for the flow mass loadings  m*=1 and m*=10, D=45.75 mm, Re=4.4·104 

 

 

Figure 2.6 Radial distributions of the normalized mass concentration of 250 m coal 
particles obtained for the flow mass loadings m*=1 and m*=10, D=45.75 mm, Re=4.4·104 
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Figure 2.7 Effect of mass loading on the turbulence modulation by 250 m coal particles, 
m*=1 and m*=10, D=45.75 mm, Re=4.4·104 

 

 

Figure 2.8 Radial distributions of normalized longitudinal velocity lag for 250 m coal 
particles in the pipes D=30.5, 45.75 and 61 mm, m*=10, Re=4.4·104 
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Figure 2.9 Radial distributions of normalized mass concentration for 250 m coal 
particles in the pipes D=30.5, 45.75 and 61 mm, m*=10, Re=4.4·104 

 

 

Figure 2.10 Radial distributions of the turbulence modulation for 250 m coal particles 
in the pipes D=30.5, 45.75 and 61 mm, m*=10, Re=4.4·104 
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3. 2D RANS MODELLING of FREEBOARD  
The real CFB processes face not only with the particle size distributions, but also 

with particles of various gravities, and all this results in effect of four-way coupling 
should be taken into account along with effect of specific flow conditions (high 
temperature) on flow parameters (gas density & gas viscosity). To do this, firstly, 
the 2D numerical simulations are performed in isothermal conditions in upward pipe 
flow analyzing impact of various force factors effect of those are later on 
implemented to non-isothermal conditions of CFB. In addition, numerical 
simulation of effect of particle-turbulence interaction were performed in 3D flows 
focusing on effect of shape of flow cross-section, namely, effect of square channel 
cross-section versus cross-section of round pipe. 

It is considered that solid admixture used in CFB is polydispersed solid 
admixture composed of light and heavy solid particles with taking into account also 
variation of their sizes which up rises in the turbulent pipe flow. This is the first step 
to evaluate the effect of variation of the particle material density on parameter 
distribution to develop further numerical modelling of such complicated flow where 
the heat conditions together with the real particle size distribution and real particle 
material composition which take place in real processes in CFB are included. 2D 
RANS modelling of freeboard CFB by polydispersed approach enables to optimize 
particle mass concentration of the ash solid particles in fire gases. For the numerical 
simulation of the uprising gas-solid particle flow occurred in the vertical riser the 
CFB conditions, namely temperature, the gas velocity, the particles concentration, 
are followed, and the particles of the Estonian oil shale ash (particle size, density) 
are chosen. 

Within the given numerical investigations we focus attention on problem of the 
particles turbulent motion along with particles collision in case of polydispersed 
solid admixture. Considered polydispersed admixture is composition of light and 
heavy solid particles with variation of their sizes which up rises in the turbulent pipe 
flow. This is the first step to evaluate effect of variation of the particle material 
density on parameter distribution to develop further numerical modelling of such 
complicated flow where the heat conditions together with the real particle size 
distribution and real particle material composition which are taken plate in real 
processes in CFB will be included [85]. The approach enables to optimize particle 
mass concentration of the ash solid particles in fire gases. For the numerical 
simulation of the uprising gas-solid particle flow occurred in the vertical riser the 
CFB conditions, namely temperature, the gas velocity, the particles concentration, 
are followed, and the particles of the Estonian oil shale ash (particle size, density) 
will be chosen.  

The previous numerical simulations have been performed within the two-phase 
turbulent boundary layer (TBL) approach [63]. This implies that the diffusive source 
terms were only retained in one direction, namely in transverse direction, and 
magnitude of the average transverse velocity components of the gas- and dispersed 
phases were much less than that of the longitudinal components of the 
corresponding velocities of gas- and dispersed phases. Such approach is thoroughly 
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valid and used in the pipe channel flows as well as in the turbulent round jets 
together with the flow past of the rigid shapes [40,24]. 

As opposed to Paper II, the given study assesses the impact of two coexisting 
particle fractions, namely ash (light) and sand (heavy) particles with variation in 
general case of their particle sizes. The problem is solved by applying of 2D RANS 
approach.  

In comparison with Krupensky [64], the following practical initial data were used 
in calculations: 

Table 3.1. The initial data for calculations 

Generic name Dimension Minimal Maximal 

Pipe data 
Diameter m 0.030 0.03 

Height m 3 3 

Ash concentration kg/kg air 5 10 

Ash density kg/m3 1020 1020 

Ash particle size m 0.00025 0.0004 

Corundum density kg/m3 4000 4000 

Corundum particle size  m 0.00025 0.00025 

 

The present research is continuation of our previous numerical study of processes 
occurred in CFB using two-fluid (Euler-Euler) approach applying to description of 
behaviour of solid particles as a continuous co-existed solid phase. 2D RANS 
modelling is currently applied with use of finite (control) volume method [23] to 
avoid common assumptions of turbulent boundary layer (TBL) approximation. 
RANS modelling originally performed for 2D single phase turbulent pipe flow was 
extended for modelling of two-phase flow with incorporated solid particle phase. 
The other popular approach now for modelling of dispersed phase is the Lagrangian 
particle tracking method. For use of the Lagrange method one can handle with huge 
number of tracking particles (up to several millions of particles depending on mass 
flow loading) to obtain solution convergence and to take into account of the particles 
feedback on primary (gas-phase) fluid on a contrary to the Euler approach one can 
obtain the direct impact of particles on fluid turbulent structure. The two-
dimensional gas-solid particles flow taken place in the CFB riser with a total volume 
concentration of solids 3% was studied by the Lagrangian approach using the 
particles tracking method [33]. Also the Lagrangian approach of particle collisions 
was used by Sommerfeld [104] who introduced a stochastic inter-particle model 
when a fictitious particle and trace particles collide. 
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3.1. Inter-particle collisions and turbulence modulation. 

A parameter that measures the importance of inter-particle collisions in a 
following gas-solid mixture is the ratio of the particle response time, 1/τp, to the time 
of inter-particle collision, tc. For dense particulate flows, tc /τp <1, and particle-to-
particle collisions must be taken into account. There are many theoretical studies on 
the subject of the inter-particle collision phenomena: Williams and Crane [130] 
obtained an expression for the collision rate of the particles and their relative 
velocities in a turbulent flow in terms of the Stokes number. The Lagrangian 
approach of particle collisions was used buy many researches in the past including 
Sommerfeld [104] who introduced the stochastic inter-particle model when a 
fictitious particle and tracer particle collide. Jenkins and Savage [48] used the 
Eulerian approach that accounts for inter-particle collisions in the case of rapid 
granular flow. The so-called “granular temperature”, which is an analogue of the 
temperature obtained from a kinetic theory approach, may be calculated from the 
velocity distribution function of the particles. Other constitutive relations, also based 
on the kinetic theory, may be obtained by using the characteristic shape of the 
velocity distribution function. In the particular case of nearly elastic and frictionless 
inter-particle collisions this function may be assumed as to be Maxwellian. In such a 
case, in expression for the total stress of the particles collision may be obtained as 
Louge [72] who used closure equations that involve the pseudo-viscosity 
coefficients and the stress tensor components corresponding to the collision terms in 
the transport equations of the dispersed phase. In previous models for the closure of 
governing equations of the dispersed solid phase based on inter-particle collisions 
[43, 24], an approximation was used [7] that considers only one mechanism for the 
particle collisions that is collision without sliding friction at the point of contact 
surfaces. These authors also took into account the effect of surface roughness by 
using empirical roughness coefficient. This mechanism applies only to the motion of 
particle where the transverse component of the velocity is higher than the 
longitudinal (tangential) component at the moment of collision. It must be pointed 
out that the solution of such models cannot be achieved in the limiting case of the 
collision of identical particles because the computed pseudo-viscosity coefficient 
diverge since the time of inter-particle collisions becomes infinite. Matsumoto and 
Saito [74] investigated particle-wall collisions and determined two mechanisms of 
interactions namely, collisions with and without sliding friction at the point of 
surfaces contact. They also determined criteria for the application of these 
mechanisms. According to their investigation, if the ratio of transverse to tangential 

velocities is smaller than  nkf 17

2
 a collision with sliding friction is observed. 

Otherwise, a collision without sliding friction occurs and the tangential is zero at the 
point of impact. The analyses of particle-wall and particle-particle collisions 
considering various stages of the collision process are presented in Crowe [17]. They 
also considered separate expressions for the liner and angular velocity changes for 
both of these mechanisms within frame of so-called “hard sphere collision model”. 
In order to cover all plausible situations that may occur in a gas-solids flow, the 
model that accounts for the mechanism of collision with sliding friction has been 
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developed [57]. Besides the improvement of the former models for inter-particle 
collision, an important motivation for the development of such a model is that it may 
be applied to identical particles without divergence of the pseudo-viscosity 
coefficients or any other parameters. With a sliding type of collision friction, it is 
able to reduce the terms related to the angular velocity in the expressions of the 
stress tensors of dispersed phase in the linear-linear and linear-angular velocity 
correlations. This makes it possible to perform collision calculations for various 
sizes of particles as well as for various particle material densities that flow 
simultaneously in solids mixture. Thus, the model of Kartushinsky and Michaelides 
[57] is flexible to the variation of all the flow parameters and also may be applied in 
the case of polydispersed solid mixtures.  

Here in given research it is assumed that the solid phase is polydispersed and 
composed of several fractions with known mass fractions, denoted by αi. These 
fractions may be of a single material density and have different sizes or they may be 
of different materials and sizes. Without any loss in generality, it is assumed that the 
mechanical effect of the size of each solid fraction may be characterized by a single 
parameter, the equivalent diameter of the fraction, δi. In the formation of the 
governing equations that follows, two fractions, denoted as 1 and 2, have been 
assumed to be present. Any other number of fractions may be counted for by simple 
modifying the index “i” in the summation operation. The hydrodynamic forces, such 
as the drag and lift, act on all the particulate fractions as well as the gravitational 
force. The governing equations and boundary conditions for the three modelling 
particle fractions are given in the following sub-sections.  

3.2. Governing equations for the two dimensional RANS model: 

This model is based on the complete averaged Navier-Stokes equations applied 
for axisymmetrical upward gas-solid particle turbulent pipe flow. The governing 
equations present the carrier fluid (gas-phase) and solid (polydispersed) phase that is 
considered as co-existed flow and consist of continuity equation for gas phase and 
mass conservation equation for dispersed phase together with momentum equations 
for both phases in streamwise and radial directions. In addition the moment of 
momentum equation for solid phase is included because of Magnus lift force and 
plausible particle rotation stemmed from the wall interaction. The solid phase is 
considered as polydispersed phase with two particle fractions – light (ash) particles 
and heavy (corundum) particles. The system of governing equations is taken from 
Kartushinsky and Michaelides [57, 58, 61]. 

The system equations are solved for the CFB flow conditions are given in chapter 
2 eqs. (2.1-2.8).  

3.3. Results and discussions 

The control volume method was used for the given RANS computations. The 
governing equations (2.1-2.8) were solved utilizing strong implicit procedure with 
lower and upper matrix decomposition and with an up-wind scheme [23]. The 
computations were run for 280000 uniformly distributed control volumes. The wall 
functions were incorporated at a dimensionless distance.  
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All computations were extended from the pipe entrance to a distance up to 
x/D=100. For the particulate phases, where the size of particles is often larger than 
the size of the viscous boundary sub-layer, we employed the numerical method 
developed by Hussainov et al [40]. All results are presented in the dimensionless 
way: the velocities of both phases are related to gas-phase velocity occurring at 
center of flow (r=0), the turbulent energy – to square of gas-phase velocity at flow 
center, the particle mass concentration – to its value at flow domain center (r = 0).  
It is known that the increase of the particle mass concentration as well as decrease of 
the particle size results in decrease of the velocity slip between average velocities of 
gas and dispersed phases [40]. The effect of the interparticle collisions is very 
important for the particulate flows of the mass ratio larger than 1 kg dust/kg air, 
when cp<1, where the time of the interparticle collision c is less than the particle 
response time p. We performed calculations taking into account the inter-particle 

collisions described by the analytically obtained stress tensor components k
sj

k
si vv   

and diffusion coefficient k
sD  which are not empirical in equations (Eqs. (4-6)); they 

are obtained by analytical solution from an original model of closure [57]. 

The results of the simulation are shown in following figures. Figure 3.1 shows 
the axial velocity of carrier fluid (gas-phase) and dispersed phase as a whole – 
average velocity of mixture of ash and corundum solid particles given as, 

   212s21s1s /uuu  , where 1su  and 1  are the axial linear velocity 

and particle mass concentration of ash particle fraction and 2su  and 2  are the axial 

linear velocity and particle mass concentration of particle fraction. The profile of 
axial velocity of a single-phase flow is also shown in this figure. Two cases are 
examined, namely, the flow with solid particles of 250 microns of ash with mass 
loading c=5 kg dust/kg air, and then mixture of large ash particles, of 400 microns 
and smaller corundum particles of 250 microns in case of higher mass loading, c=10 

kg/kg. The distribution of average velocity of dispersed phase su  is almost flat 

across the flow that versus typical velocity profiles of gas-phase. The increase of 
mass loading and variation of particle sizes of solid phase makes small impact on a 
change of shape of average velocity of solid phase. The increase of the velocity 
close to the wall is due to higher rate of interparticle collisions occurred for solid 
mixture of ash and corundum particles of different particle sizes.  

The axial velocity components of different solid particles are shown in fig. 3.2. 
The particle velocity profiles are in consistence with their motion, so the small and 
lighter ash particles move faster than the same heavy 250 m \corundum particles 
(cf. dashed bold and bold lines). This tendency is observed even for larger but 
lighter 400 m ash particles versus the heavy smaller 250 m particles (cf. dash-
dotted and sold lines) that occurs for high mass loading of 10 kg dust /kg air. 
However, it is observed that velocity difference decreases in this case.  
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Figure 3.3 shows the distribution of radial velocity of gas and dispersed phases, 
namely, the profiles of ash and corundum particles plotted separately together with 
their average radial velocity, which is calculated in the same manner as previously 

axial velocity,    212s21s1s /vvv   for different mass loadings, c = 5 

and 10 kg/kg, where 1sv  is the radial linear velocity of ash particle fraction and 2sv  

is the radial linear velocity of corundum particle fraction. As one can see, radial 
velocity of dispersed phase has larger magnitude versus the gaseous phase. Besides, 
smaller and lighter ash particle have higher radial velocity than those of heavy 
corundum particles (cf. bold dashed line and bold solid line). Increase of mass 
loading results in decrease of radial velocity of dispersed phase (cf. lines for average 

velocity sv  obtained for c = 5 and 10 kg/kg) which is linked with higher rate of 

turbulence attenuation observed for higher mass loading. The distribution of radial 
velocity of dispersed phase is much of importance because of impact on the mixing 
process.  

Figure 3.4 shows distribution of angular velocity of dispersed phase for ash and 
corundum particles when the particles obtain rotation owing their impact with the 
pipe wall. As Figure 3.4 demonstrates, the angular velocity gradually increased 
towards the wall. The light ash particles have higher rotation in the wall vicinity than 
those of heavy corundum particles. Figure 3.4 also shows the average angular 
velocity calculated similarly to the previously for linear particle velocity 

components, su  and sv ,    212s21s1s /  , where ωS1 is the 

radial linear velocity of ash particle fraction and ωS2 is the radial linear velocity of 
corundum particle fraction. The effect of decrease of the particles rotation is obvious 
due to inertia effect of corundum particles. The particle rotation intensifies mixture 
process owing to the particles radial migration across the flow. 

Figure 3.5 shows the distribution of turbulent energy in the single phase pipe 
flow and in gas-solid loaded pipe flows for different regimes: for the same particle 
sizes of as and corundum of 250 microns for different mass loadings c = 5 and 10 
kg/kg and for different particles sizes of ash of 400 microns and corundum of 250 
microns for higher mass loading of 10 kg/kg. The whole trend shows that particles in 
all observed regimes attenuate turbulence almost along entire cross-section and they 
generate turbulence in wall vicinity. This is owing to their small sizes and less 
inertia. Following to Crowe [13] criteria the ratio of largest particle size (400 
microns) to integral length scale is on the domain where particles should damp 
turbulence or it lays close to edge of turbulence attenuation/generation effect by 
presence of particles. The increase of polydispersity (variation of particle size 400 
microns of ash and 250 microns of corundum together with variation of particle 
material density) raises the level of turbulence in tow-phase flow (cf. dashed bold 
line and solid bold line). Such tendency is observed with increase of mass flow ratio 
(cf. solid line and bold solid line in fig. 3.5). To make turbulence enhancement it 
would be better to use larger particles like increase at least twice their size which 
probably occurred in real process, for example in CFB (circulating fluidized beds). 
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Because of higher turbulence level leads to higher process of mixture and, thus, 
higher efficiency of the CFB combustion process.  

Finally, Figure 3.6 shows distribution of particle mass concentration across the 
flow in considered flow regimes. All regimes show the general tendency of decrease 
of mass concentration towards the wall because of higher gravitation and less axial 
velocity component of the dispersed phase near the wall. The light ash particle 

themselves together with their average concentration 21   for regime with 
the same particles of ash and corundum of 250 microns shows less accumulation of 
mass concentration near the wall than those with high polydispersity in particle sizes 
(400 m of ash and 250 m of corundum). The increase of flow mass ratio is less 
pronounced than those regimes with particle size variation. The particle size 
distribution is also very important factor for CFB efficiency. The gradient profiles of 
mass concentration may raise obstacles for better combustion process therefore 
account of corundum mass fraction distribution is needed to be done for 
improvement combustion cycles.  

The effect of solid particles onto turbulence modulation of gas-phase is 
considered by Crowe & Gillandt model [16] which accounts for both turbulence 
generation and its attenuation by presence of particles. The two additional terms are 
taken into account in transport equation of turbulence energy which are proportional 
to square of the average velocity slip between gas and particles times the particle 
concentration divided by particle response time and modified dissipation rate of 
turbulent energy. The last term is calculated via introduced hybrid length scale 
computed as harmonic average of integral turbulence length scale of single-phase 
flow and inter-particle spacing which is d by determined by particle mass 
concentration. By given the so-called “k-L” model of closure one can account both 
effects of particles impact on turbulence – its generation and/or its attenuation 
depending on the value of Stokes number, how big or small particles are, or 
depending on their inertia.   

3.4. Comparison of the results 

Comparing the obtained results with one by Krupenski [64],where the 
theoretical initial data were used, one can notice the next remarkable facts: 

- the presence of the second particle fraction, namely, the heavier 
sand particles, results in intensification of dispersion of both lighter and 
heavier particles, and these results is next complicated step in comparison 
with Krupenski [64], where only one light particle fraction (ash particles) 
was considered; 

- the account of lighter and heavier particle fractions is more close to 
real process in CFB units.  

3.5. Conclusions 

The numerical simulation of particulate flow performed by Euler/Euler (2D 
RANS) approach showed the importance of inclusion of second solid fraction (ash 
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and corundum particles) in forming of whole process occurred in CFB. The main 
contribution to the flow formation stemmed from the interparticle collisions and 
four-way coupling turbulence modulation due to the solids. The other forces exerted 
on the motion of solids are the gravitation, viscous drag and lift forces. On the basis 
of the performed calculations one can define the effects arisen from the presence of 
second fraction: 

a) decrease of elevation rate of motion of polydispersed phase along with the 
velocity of carrier fluid;  

b) variation of particle size in polydispersed admixture decreases its radial 
velocity and increases turbulence level due to interparticle collision; 

c) variation of particle size in polydispersed admixture results in aligning the 
profiles of mass concentration in flow cross-sections because of high dispersion rate. 

The obtained results can be applied for real scaled uprising CFB risers with real 
ash solid particles of Estonian shale if sizes of two main particle fractions will be 
raised. 
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Figure 3.1. Axial velocity distribution of gas- and dispersed phases for different material 

densities and sizes: for ash particles 0.25 mm and 0.4 mm, ρp=1020 kg/m3 and corundum 
particles (0.25 mm and 0.4 mm, ρp=4000 kg/m3) and for two mass flow ratios: 5 and 10 
kg/kg. 
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Figure 3.2. Axial velocity profiles of ash and corundum particles for various particle 
sizes (0.25 and 0.4mm) and mass loadings (c=5 and 10 kg/kg). 
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Figure 3.3. Radial velocity profiles of gas- and dispersed phases for ash and corundum 
particles of sizes (0.25mm  and 0.4 mm) and various mass loadings (c=5 and 10 kg/kg) and 

profiles of average radial of mixture of solid components, sv  for various flow mass ratios 

(c=5 and 10 kg/kg). 
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Figure 3.4. Angular velocity profiles of ash and corundum particles (0.25mm) and 

average profile of mixture of particles s  for mass loading c=5 kg/kg. 
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Figure 3.5. Turbulent energy profiles of single and gas phases for mixture of ash and 
corundum particles of the same size of 0.25 mm for flow mass ratios c=5 and 10 kg/kg and 
for mixture of ash and corundum with different particle sizes: ash 0.4mm and corundum 0.25 
mm for mass flow ratio c=10 kg/kg. 
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Figure 3.6. Distribution of particle mass concentration for different mixture components: 
for ash and corundum particles of 0.25 mm for mass ratios c=5 and 10 kg/kg and for 

average mass concentration   for the same (ash and corundum 0.25 mm) and different 
particle sizes (ash 0.25 and corundum 0.4mm) for mass ratio c=5 kg/kg (without particles 
collision) and c=10 kg/kg (with particles collision). 
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4. 3D RANS MODELLING by RSTM and TWO WAY-
COUPLING EFFECT 
The 3D Reynolds stress turbulence model (RSTM) based on the 3D RANS 

numerical approach has been elaborated for the grid-generated turbulence in 
particulate downward channel flow domain. The influence of the particulate phase 
on the turbulence modification, namely the modification of three normal 
components of the Reynolds stress occurred in axial direction and in the flow cross-
section, was examined for two different values of the length scale of the initial 
turbulence, which was set by the mesh size of the turbulence generating grid. 

The presented numerical model applies the following assumptions: two-fluid model 
[21, 99, 103, 20, 98], the Reynolds-averaged Navier-Stokes (RANS) approach [61, 
62] applied to gas and solid particles.  

Within the frame of the two-fluid model, the gas and the particles are considered 
as two coexisting phases that span the entire flow domain [61,62]. Therefore, in 
order to describe the flow of the particulate phase within the two-fluid model, the 
presented model implements RANS approach, which is the most general and 
frequently used in modelling, and its closure equations have been verified by 
numerous experiments and the boundary conditions are easy to determine. The given 
modelling employs the model [13], which is the most relevant model to account for 
mechanisms of a turbulence modulation caused by particles, since it includes both 
the turbulence enhancement and its attenuation by particles the particles. The inter-
particle collisions is another mechanism accounted for capture properties of 
turbulent particulate pipe flows and which is modelled, e.g., by Kartushinsky and 
Michaelides [57]. These two models enable the comprehensive mathematical 
simulation of two-phase upward pipe flow. 

The presented model allows covering 100 and more calibres of a pipe flow. This 
is the main advantage over the numerical models based, for example, on the direct 
numerical simulation (DNS) codes[73], that handle usually with a short pipe length 
up to 10-20 calibres with imposing upper limit for the flow Reynolds number. 

The utilized two-fluid model with adoption of original collisional closure model 
[57] together with applied numerical method has been verified and validated in our 
previous research [61,62] by comparison of numerical results with existing 
experimental data by Tsuji[118]. By the given study, the effect of variation of pipe 
diameter (or transport velocity) at constant Reynolds number is numerically 
investigated in the particulate turbulent flow, and this is the step forward for an 
analyzing of external effect, namely, the flow configuration rather the internal effect 
with variation of the parameters of the flow. 

The numerical simulation of the stationary incompressible 3D turbulent 
particulate flow in the square cross-section channel was performed by the 3D RANS 
model with applying of the 3D Reynolds stress turbulence model for the closure of 
the governing equations of gas, while the particulate phase was modelled in a frame 
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of the 3D Euler approach with the equations closed by the two-way coupling model 
[16] and eddy-viscosity concept. 

 

Figure 4.1 Downward grid-generated turbulent particulate flow in a pipe. 

 

4.1. Transport equations of average velocity of carrier fluid. 

The particles were brought into the developed isotropic turbulent flow set-up in 
channel domain, which has been preliminary computed to obtain the flow velocity 
field. The system of the momentum and closure equations of the gas phase are 
identical for the unladen while the particle-laden flows under impact of the viscous 
drag force. Therefore, here is only presented the system of equations of the gas 
phase written for the case of the particle-laden flow in the Cartesian coordinates.  

3D governing equations for stationary gas phase of the laden flow are written 
together with the closure equations as follows: 

continuity equation: 
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where u , v  and w  are the axial, transverse and spanwise time-averaged velocity 
components of the gas phase, respectively. 

x-component of the momentum equation: 
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y-component of the momentum equation: 
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z-component of the momentum equation: 
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4.2. Transport equations of Reynolds stresses of carrier fluid. 

The transport equation of the x-normal component of the Reynolds stress: 
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The transport equation of the y-normal component of the Reynolds stress: 
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The transport equation of the z-normal component of the Reynolds stress: 
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The transport equation of the xy shear stress component of the Reynolds stress: 
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The transport equation of the xz shear stress component of the Reynolds stress: 
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The transport equation of the yz shear stress component of the Reynolds stress: 
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The transport equation of the dissipation rate of the turbulence kinetic energy: 
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The given system of the transport equations (Eqs. 4.1–4.11) is based on 
the model by Launder [66] with applying of the numerical constants taken 
from Pope [94]: RC =1.8, 2C =0.6, sC =0.22, C =0.18, 1C =1.44, 2C =1.92. 

Here 
0

0
0 

k
T   and 


k

T   are the turbulence integral time scales for the 

unladen and particle-laden flows, respectively.  2220.5 wvuk   and 

 2
0

2
0

2
00 0.5 wvuk   are the turbulence kinetic energy of gas in the 

particle-laden and in the unladen flows, respectively; ε and ε0  are the 
dissipation rates of the turbulence kinetic energy in the particle-laden and 
unladen flows, respectively; τp is the Stokesian particle response time, 
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
18

2
p

p  ;   is the gas viscosity;  suu  ,  svv   and  sww  are the 

components of the slip velocity. 
The additional terms of Eqs. (4.2–4.7) pertain to presence of particles in the flow 

and contain the particle mass concentration α. The influence of particles on gas is 
considered by the aerodynamic drag force in the momentum equations (the last term 
of the right-hand sides of Eqs. (4.2–4.4), and by the turbulence generation and 
attenuation effects contained in the transport equations of components of the 
Reynolds stress (the penultimate and last terms of the right-hand sides of Eqs. (4.5–
4.7), respectively). The given model applies the two-way coupling approach by 
Crowe & Gillandt [16], where the turbulence generation terms are proportional to 
the squared slip velocity, and the turbulence attenuation terms are expressed via the 
hybrid length scale  Lh and the hybrid dissipation rate εh of the particle-laden flow, 
where  Lh is calculated as the harmonic average of the integral length scale of the 

unladen flow L0 and the interparticle distance λ. Here  163   /p , 
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h

/

h L

k 23

 . The particles influence on the shear 

Reynolds stress components is considered in Eqs. (4.8–4.10) indirectly via the 
averaged velocity flow field (u, v, w). 

The production terms P are determined according to Pope [94] as follows: 
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The diffusive or second order partial differentiation over Cartesian coordinates, 
i.e. the first three terms in Eqs. (5 - 11) are given, e.g. by [94]. The anisotropy terms 

R of the normal and shear components of the Reynolds stress 2u , 2v , 2w , vu  , 

wu  , wv  , are defined by various pressure-rate-of-strain models of the isotropic 
turbulence written in terms of variation of constants CR  and C2 [94]  as follows: 
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The relative friction coefficient DC  is expressed as 0.6870.151 sD ReC   for the 

non-Stokesian streamlining of particle. The particle Reynolds number Res is 

calculated according to [100]  as        /wwvvuuRe ssss
222  . 

4.3. Transport equations of average velocity of solid phase & particles 
feedback 

3D governing equations for the particulate phase are written as follows: 

- the particle mass conservation equation: 
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- x-component of the momentum equation: 
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- y-component of the momentum equation: 
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- z-component of the momentum equation: 
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The closure model for the transport equations of the particulate phase was 
applied to the PDF model by Zaichik and Alipchenkov [136], where the turbulent 
kinetic energy of dispersed phase, the coefficients of the turbulent viscosity and 
turbulent diffusion of the particulate phase are determined as follows, respectively: 
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where t  is the turbulent viscosity, 
0

2
00.09


 k
t   and Dpp C/    is the 

particle response time with respect of correction of the particles motion to the non-
Stokesian regime. 

4.4. Boundary conditions. 

The flow being discussed here is vertical, and it is symmetrical with respect to the 
vertical axis. Therefore, the symmetry conditions are set at the flow axis, and the 
wall conditions are set at the wall.  

The axisymmetric conditions are written as follows: 

for y=0: 
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         (4.30) 

for z=0: 
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The wall conditions are written as follows: 

for hy 0.5 : 
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0 wv ,         (4.34) 

where h is the channel width; *v  is the friction velocity of gas; the empirical 

constant 0.41æ ; the wall coordinates y  and z  correspond to the transverse 
and spanwise directions, respectively: 


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2

yv
y * , 


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2

zv
z * . 

Here y , z  are the width and height of the control volume; the numerical 
constant B equals 5.2 for the smooth wall of the channel.  

The friction velocity of gas *v  can be determined according to Peric and 
Scheuerer [92] as follows: 

  kcv*
0.25/2 , 

where c  is the numerical constant of the k  model, 0.09c . 

For the normal and shear stresses and dissipation rate of the unladen flow 
calculated at the wall, the boundary conditions are set based on the “wall-function” 
according to Pope [94] with the following relationships for the production and 
dissipation terms:  

for hy 0.5 : 
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The boundary conditions for the particulate phase are set at the wall as follows: 
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At the exit of the channel the following boundary conditions are set: 
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 Additionally, the initial boundary conditions are set for three specific cases: 

1) the low level of the initial intensity of turbulence that usually occurs at the axis 
of the channel turbulent flow; 

2) the high level of the initial turbulence generated by two different grids: 

a) small grid of the mesh size M=4.8 mm; 

b) large grid with mesh size of M=10 mm. 

4.5. Numerical method and results. 

The control volume method was applied to solve the 3D partial differential 
equations written for the unladen flow (Eqs. 4.1 – 4.11) and the particulate phase 
(Eqs. 4.26 – 4.29), respectively, with taking into account the boundary conditions 
(Eqs. 4.30 – 4.41). The governing equations were solved using the implicit lower 
and upper (ILU) matrix decomposition method with the flux-blending differed-
correction and upwind-differencing schemes by Perić and Scheuerer [92] . This 
method is utilized for the calculations of the particulate turbulent flows in channels 
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of the rectangular and square cross-sections. The calculations were performed in the 
dimensional form for all the flow conditions. The number of the control volumes 
was 1120000.  

The presented RSTM model has been verified and validated by comparison of 
the numerical results with the experimental data got by Hussainov et al. [44] for the 
grid-generated turbulent downward vertical channel flow of 200 mm square cross-

section loaded with 700-m glass beads of the physical density p =2500 3kg/m . 

The mean flow velocity U was 9.5 m/s, the flow mass loading *m  was 0.14 kg 
dust/kg air. The grids of the square mesh size 4.8M  and 10 mm were used for 
generating of the flow initial turbulence length scale.  

The validity criterion is based on the satisfactory agreement of the axial 
turbulence decay curves occurring behind different grids in the unladen and particle-
laden flows obtained by the given RSTM model and by the experiments of 
Hussainov et al. [44]. Figure 4.2 demonstrates such agreement for the grid 4.8M  
mm. 

Figure 4.3 shows the decay curves calculated by the presented RSTM model for 
the grids M=4.8 and 10 mm. As follows from Fig. 4.2 and 4.3, the pronounced 
turbulence enhancement by particles is observed for both grids. The character of the 
turbulence attenuation occurring along the flow axis agrees with the behaviour of the 
decay curves in the grid-generated turbulent flows described by Hinze [36]. Figures 
4.4–4.9 show the cross-section modifications of three components of the Reynolds 
stress, u , v , w , caused by 700 m glass beads, calculated by the presented 

RSTM model at two locations of the initial period of the grid-generated turbulence 
decay 46M/x  and 93 as well as beyond it for 200M/x . Here: 
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One can see that the turbulence enhancement occupies over 75 percents of the 
half-width of the channel, that takes place at the initial period of the turbulence 
decay of the particle-laden flow as compared to the unladen flow. Along with, the 
distributions of u , v  and w  are uniform that corresponds to the initial grid-

generated homogeneous isotropic turbulence, which decays downstream (Fig. 4.2 
and 4.3). The distributions of modification of u , v  and w  remain uniform 

downstream. At the same time, the cross-section extent of uniformity of distributions 
of components of the Reynolds stress and the degree of the particles effect on 
turbulence decrease, since the turbulence level decreases downstream (cf. data 
presented for 46M/x  and 93 in Fig. 4.4–4.9).  
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The distributions of modification of u , v  and w  taken place beyond the 

initial period of the turbulence decay (location 200M/x  at Fig. 4.4–4.9) are 
typical of the channel turbulent particulate flow. One can see that in this case the 
turbulence enhancement becomes slower, since here the turbulence level is 
substantially smaller as compared with the initial period of decay, i.e. for 

100M/x  (Fig. 4.2 and 4.3). This means that the grid-generated turbulence of the 
particulate flow decays downstream, and this causes the decrease of the rate of 
turbulence enhancement due to the particles occurred beyond the initial period of the 
turbulence decay. As a result, the turbulence is attenuated, that is expressed in terms 
of decrease of u  towards the pipe wall (Fig. 4.7). Such tendency has been shown 

qualitatively by Kartushinsky et al. [62]. 

The certain increase of u , v  and w , that is observed verge towards the wall 

(Fig. 4.4–4.9), arises from the growth of the slip velocity (curves 1, 2, 3 in Fig. 
4.10). The decrease of u , v  and w taken place in the immediate vicinity of the 

wall is caused by the decrease of the length scale of the energy-containing vortices 
and, thus, the increase of the dissipation of the turbulence kinetic energy. 

The analysis of Fig. 4.11 shows that the increase of the grid mesh size results in 
the weaker contribution of particles to the turbulence enhancement and dissipation 
of the kinetic energy taking place over the cross-section for the initial period of the 
turbulence decay. This can be explained by the higher rate of the particles 
involvement into the turbulent motion due to the longer residence time that comes 
from the larger size of the eddies. 

4.6. Conclusions 

3D Reynolds stress turbulence model (RSTM) based on the 3D RANS numerical 
approach has been elaborated for the grid-generated turbulence in particulate 
downward channel flow domain. 

The influence of the particulate phase on the turbulence modification, namely the 
modification of three normal components of the Reynolds stress occurred in axial 
direction and in the flow cross-section, was examined for two different values of the 
length scale of the initial turbulence, which was set by the mesh size of the 
turbulence generating grid. 

The obtained numerical results allow to draw the following conclusions: 
1. The presence of the considered solid particles at the initial period of the 

turbulence decay results in the pronounced turbulence enhancement that observed 
for both turbulence generating grids. 

2. The character of modification of the normal components of the Reynolds stress 
taken place at the initial period of the turbulence decay are uniform almost all over 
the channel cross-section. As the turbulence level diminishes downstream, the extent 
of this uniformity (plateau width) and the degree of the particles effect on turbulence 
decrease. 
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3. The rate of the turbulence enhancement, that occurs beyond the initial period 
of the turbulence decay, reduces. The character of the turbulence modification 
changes from initially uniform distributions of the normal components of the 
Reynolds stress to the ones that are inherent in the turbulent channel flow.  

4. The increase of the grid mesh size slows down the rate of the turbulence 
enhancement which is caused by particles. 

The presented model considers both the enhancement and attenuation of 
turbulence by means of the additional terms of the transport equations of the normal 
Reynolds stress components. It allows to carry out calculations covering long 
distance of the channel length without using algebraic assumptions for various 
components of the Reynolds stress.  

The presented model, with applying of minimum number of assumptions and 
empiricism, represents a more contemporary computational approach in turbulent 
particulate flow, as well as it is simpler and uses the state-of-the-art modelling and 
computational techniques and is more accurate owing to no applying of 
approximations. 

 
 

 

Figure 4.2 Axial turbulence decay behind the grid M = 4.8 mm: 1 and 3 are the data by 
Hussainov [44] got for the unladen and particle-laden flows, respectively; 2 and 4 are the 
numerical data obtained for the same conditions. 
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Figure 4.3 The calculated axial turbulence decay behind the grids: 1 and 2 are the data 
got for the unladen and particle-laden flow, respectively, at M=4.8 mm, 3 and 4 are the data 
obtained for the same conditions at M=10 mm. 

 

Figure 4.4 Effect of particles on the modification of the x-normal component of the 
Reynolds stress: M=4.8 mm, z=0. 
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Figure 4.5 Effect of particles on the modification of the y-normal component of the 
Reynolds stress: M=4.8 mm, z=0. 

 

Figure 4.6 Effect of particles on the modification of the z-normal component of the 
Reynolds stress: M=4.8 mm, z=0. 
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Figure 4.7 Effect of particles on the modification of the x-normal component of the 
Reynolds stress: M=10 mm, z=0. 

 

Figure 4.8 Effect of particles on the modification of the y-normal component of the 
Reynolds stress: M=10 mm, z=0. 
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Figure 4.9 Effect of particles on the modification of the z-normal component of the 
Reynolds stress: M=10 mm, z=0. 

 

Figure 4.10 The cross-section distributions of the axial gas and particles velocities and 
particles mass concentration for the grid M=4.8 mm: 1 – u/U  for x/M=46; 2 –u/U, 3 –us/U 
and 4-α/αm for x/M ≈200. Here αm is the value of the mass concentration occurring at the 
flow axis. 
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Figure 4.11 Effect of particles on the modification of the turbulence kinetic energy: 1 – 
M=4.8 mm, x/M=46; 2 – M=4.8 mm, x/M=93; 3 – M=10 mm, x/M=46; 4 – M=10 mm, 
x/M=93. 
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5. CONCLUSIONS 
The numerical analysis of the mass transfer in the CFB freeboard was performed 

to determine the optimal operating regimes of the CFB unit for increase its 
performance. The particulate phase, which is the heat carrier, was modelled both by 
the ash and sand particles having their own size and material density distributions. 

Based on the results presented in chapters 1, 2, 3 and 4 one can conclude: 
1. The direct and reasonable results concerning behaviour of the flow 

parameters (velocities, concentration, turbulence energy) were obtained by 
means of the Euler-Euler (two-fluid) model applied for the mathematical 
description of the confined turbulent particulate flows. The importance of 
the inherent effects, such as the particle-turbulence and particle-particle 
interactions, is shown with their significant role in exchange of the mass- 
and heat processes in turbulent particulate flows in pipes, channels as well 
as in the freeboard of CFB. For example, substantial increase of the 
particles mass loading with the simultaneous decrease of the particle size 
reduces the effect of the gas turbulence that leads to reduction of the 
combustion efficiency in the freeboard of CFB.  

2. The four-way coupling approach is the most appropriate for modelling of 
transport of the particulate phase. This approach allows to capture and 
improve the theoretical description of the real processes in the CFB 
freeboard. It was obtained that the particle-particle collision is the key 
issue of the processes in the CFB freeboard. The presented simulation 
considers the collisions both between the particles of various size and 
material density. Thus, the effect of the presence of two fractions of solid 
particles in the CFB freeboard is successfully resolved by the presented 
theoretical analysis. 

3. Applying the joined 3D RANS and RSTM modelling approaches it was 
solved the problem of the effect of a turbulence anisotropy that occurs near 
the walls of the CFB freeboard. The numerical simulation of the grid-
generated particulate turbulent flow performed by the joined modelling 
approach is considered as the first step of the given research.  

4. As showed the numerical analysis, the particles size and the flow mass 
ratio are the key issues for optimization of the mass- and heat exchange 
processes in CFB, since they are responsible for the uniform distribution of 
concentration of solid particles that occurs in the CFB freeboard. 
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KOKKUVÕTE 

Turbulentsete voolude matemaatiline RANS modelleerimine keevkihi 
tingimustes 
 

Antud töö eesmärgiks on massivahetusprotsesside uurimine tsirkuleeriva 
keevkihtkatla (CFB) kihipealses ruumis, et määrata katla optimaalseid režiime ja 
suurendada tootlikkust. Optimaalsuskriteeriumiks on tahkete osakeste 
kontsentratsiooni ühtlase jaotuse kindlustamine kihipealse ruumi ristlõikes. 

Uuring teostati 2D ja 3D keskmistatud Reynoldsi Navier’-Stokes’i 
Euler/Euler (RANS) lähenduses numbrilise modelleerimise abil, sest sellel on eelis 
Lagrange’i lähenduse ees keevkihi pealse ruumi modelleerimisel osakeste 
masskontsentratsiooni jaotuste leidmisel. Osakeste faasi, mis on soojuskandja, 
modelleeriti nii põlevkivi tuha ja liiva osakestega, millel oli oma suuruse ja 
ainetiheduse jaotused. 

Dissertatsiooni teaduslik uudsus sisaldab CFB-s protsessides avalduvate 
mehhanismide numbrilist analüüsi, mille peatähelepanu koondus osake-osake 
põrgetele ja osake-turbulents vastasmõjule. Esmakordselt on analüüsitud tuha- ja 
liivaosakeste segus kontakteeruvate ainete tiheduse muutumise mõju koos osakeste 
suuruse jaotuse mõjuga. 

Töö koosneb neljast peatükist ja kokkuvõttest. 

Esimeses peatükis esitatakse antud uurimisteemaga seotud eelnevate tööde 
ülevaade, analüüsitakse uusi faktoreid, mis avaldavad mõju soojus- ja 
massivahetusprotsessidele CFB-s ja püstitatakse antud uurimistöö ülesanded. 

Teises peatükis esitatakse ümmarguses torus tõusva kahefaasilise 
isotermilise vooluse 2D RANS põhjaliku modelleerimise tulemused. Näidatakse, et 
turbulentsi mõju tahkete osakeste liikumisele ja ka nende omavahelised põrkumised 
mängivad tähtsat rolli vooluse mõõdukate ja suurte koormatuste korral. Neid 
tulemusi kasutati CFB kihipealse ruumi protsesside järgnevaks analüüsiks. 

Kolmandas peatükis on toodud 2D RANS modelleerimisega saadud CFB 
kihipealse ruumi kahefaasilise mitteisotermilise vooluse soojus- ja 
massivahetusprotsesside numbriline analüüs. On välja toodud põhifaktorid, mis 
avaldavad mõju tahkete osakeste masskontsentratsiooni jaotuse formeerumisele 
kihipealse ruumi ristlõikes. 

Neljandas peatükis esitatakse ristkülikukujulises kanalis, mis oma 
geomeetria poolest on maksimaalselt sarnane reaalse CFB kihipealse ruumiga, 
kahefaasilise kolmemõõtmelise vooluse numbrilise modelleerimise tulemused. 
Saadud tulemuste analüüs näitas vooluse anisotroopia olulist mõju kahefaasilise 
vooluse parameetrite jaotuste formeerumisele, sealhulgas tahkete osakeste 
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kontsentratsiooni jaotustele. Selline ristkülikulise ristlõikega kanali 
kolmemõõtmelise kahefaasilise CFB kihipealse ruumi vooluse esitatud analüüs on 
oluliseks eelduseks reaalsete 3D soojus- ja massivahetusprotsesside arvutusmudeli 
loomisel Euleri kirjelduse raamides. 

Dissertatsiooni kokkuvõtvas osas on tehtud järgmised järeldused: 

1. Vooluse parameetreid (kiirus, kontsentratsioon, turbulentne energia) 
iseloomustavad tulemused on saadud Euler-Euler (kahe vedeliku) mudeliga, 
mida rakendati turbulentsete osakesi sisaldavate piiratud vooluste 
matemaatiliseks kirjeldamiseks. Sisemiste efektide (osake-turbulents ja 
osake-osake vastasmõju) olulisust on näidatud soojus- ja 
massivahetusprotsessidele turbulentsetes toru- ja kanalvoolustes kui ka 
keevkihtkolletes. 

2. Kõige korrektsem modelleerimine eeldab kõikide vastasmõjude (osake-
osake, osake-voolus, osake-sein, osake-turbulents) arvestamist. Selline 
lähendus võimaldab leida ja täiustada CFB reaalsete protsesside teoreetilist 
kirjeldamist. Leiti, et osakestevahelised põrkumised on nendes protsessides 
võtmeküsimuseks. Esitatud modellerimises eeldati põrkumisi nii erineva 
suurusega osakeste kui ka erinevate tihedustega osakeste vahel. Seega on 
esitatud teoreetilise analüüsiga edukalt lahendatud keevkihis tahkete 
osakeste kahe fraktsiooni kohalolu efekt. 

3. 3D RANS ja RTSM modelleerimise samaaegne kasutamine võimaldas 
hinnata vooluse turbulentsi anisotroopia mõju osakeste 
kontsentratsioonijaotuse formeerumisele keevkihtkatla kihipealses ruumis. 

4. Nagu numbriline analüüs näitas on osakeste suurusel ja vooluse faaside 
masside suhtel võtmetähendus massi- ja soojusvahetuse protsesside 
optimeerimisel, sest nendest sõltub tahkete osakeste kontsentratsiooni 
ühtlane jaotus keevkihis. 
 

Käesolevas väitekirjas esitatud tulemused võivad osutuda kasulikeks nii 
CFB katelde kui ka muu energeetilise seadmestiku konstruktsioonielementide 
projekteerimisel eesmärgiga parendada nende ekspluateerimise karakteristikaid. 
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ABSTRACT 

RANS Numerical Modelling of Turbulent Polydispersed Flows in CFB 
Freeboard  

 

The main goal of the thesis is focused on the numerical analysis of the mass transfer 
in the freeboard of circulating fluidized bed (CFB) and determination of the optimal 
operating regimes of the CFB unit to increase its performance. The criterion of 
optimality is the uniform distribution of concentration of solid particles that occurs 
in the CFB freeboard.  

In the scope of the present thesis the numerical simulation of the turbulent 
gas-solid particles flow has been performed within 2D and 3D Reynolds Averaged 
Navier-Stokes (RANS) Euler/Euler approach for the CFB freeboard, which has an 
advantage over of the Lagrange approach of modelling of the CFB freeboard due to 
its direct acquisition of distributions of particle mass concentration. The particulate 
phase, which is the heat carrier, was modelled both by the oil-shale ash and sand 
particles having their own size and material density distributions. 

The scientific novelty of the thesis consists in the numerical analysis of 
mechanisms that occur in the CFB processes, mainly focusing on the particle-
particle collisions and particle-turbulence interactions. The effect of variation of 
densities of contacting materials in the mixture of ash and sand particles along with 
effect of particle size distributions occurring for both materials have been analyzed 
for the first time. 

The thesis consists of introduction, four chapters and conclusions.  

The first chapter includes the review of the formerly published results of 
investigations which concern the topic of the given study, the analysis of the main 
factors that influence the heat and mass transfer processes in CFB, and the problem 
statement of the study. 

The second chapter presents the results of the detailed 2D RANS numerical 
simulation of the isothermal upward pipe particulate flow. It is shown that the 
particle-turbulence and particle-particle interactions are the key factors for the mass 
and heat transfer processes at the moderate and high flow mass loadings. These 
results were used in the subsequent analysis of processes in the CFB freeboard. 

The third chapter shows the results of 2D RANS numerical analysis of the 
mass and heat transfer processes taking places under the conditions of the non-
isothermal particulate flow in the CFB freeboard. As a result, there have been 
revealed the main factors that influence the formation of the distribution of the 
particles mass concentration in the cross-section of the freeboard. 
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The fourth chapter presents the results of 3D RANS modelling of the 
square-section channel particulate flow, whose geometry is as close as possible to 
the flow pattern in the CFB freeboard. Analysis of the obtained results shows a 
significant influence of the flow turbulence anisotropy on formation of the 
particulate flow field, including the distribution of the particles mass concentration. 
The given analysis is a prerequisite for elaboration of the numerical model based on 
the Euler approach for the real 3D mass and heat transfer processes in the CFB 
freeboard. 

The main conclusions of the thesis are as follows: 

5. The direct and reasonable results concerning behaviour of the flow 
parameters (velocities, concentration, turbulence energy) were obtained by 
means of the Euler-Euler (two-fluid) model applied for the mathematical 
description of the confined turbulent particulate flows. The importance of 
the inherent effects, such as the particle-turbulence and particle-particle 
interactions, is shown with their significant role in exchange of the mass 
and heat transfer processes in turbulent particulate flows in pipes, channels 
as well as in the freeboard of CFB.  

6. The four-way coupling approach is the most appropriate for modelling of 
transport of the particulate phase. This approach allows to capture and 
improve the theoretical description of the real processes in the CFB 
freeboard. It was obtained that the particle-particle collision is the key 
issue of the processes in the CFB freeboard. The presented simulation 
considers the collisions both between the particles of various size and 
material density. Thus, the effect of the presence of two fractions of solid 
particles in the CFB freeboard is successfully resolved by the presented 
theoretical analysis. 

7. The joined 3D RANS and RSTM modelling approaches allowed to predict 
the effect of a flow turbulence anisotropy on a formation of distribution of 
particles concentration in the CFB freeboard.  

8. As showed the numerical analysis, the particles size and the flow mass 
ratio are the key issues for optimization of the mass- and heat exchange 
processes in CFB, since they are responsible for the uniform distribution of 
concentration of solid particles that occurs in the CFB freeboard. 

The results presented in this thesis can be useful for designing of structural 
elements of the CFB boilers and other power equipment, in order to improve their 
performance. 

 

 

Keywords: Circulating fluidized bed, CFB, numerical simulation, gas-solid particles 
flow, two-fluid model, 2D RANS 
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