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Abstract
Investigating Fish Hydrodynamic Sensing: An Integrated Ap-
proach Utilizing Numerical and Experimental Methods
Many aquatic vertebrates, including fish, use hydrodynamic stimuli to detect water dis-placement caused by obstacles or nearby swimming animals. In bony fish, these hydrody-namic stimuli are perceived through the lateral line organs. The lateral line system of fishis directly exposed to the surrounding water through its sensory hair-like structures calledneuromasts. These highly sensitive mechanoreceptors are typically distributed over thehead and body, and can also continue into the tail. Biophysical studies of the lateral lineindicate that fish can sense the pressure, flow velocity, and acceleration of the near-bodyflow field, as well as their gradients, typically at rates between 20 and 400 Hz. This al-lows fish to perceive minute changes in the hydrodynamic environment with the efficacyof filtering out the self-induced water displacements produced during locomotion. Theundulatory motion of the fish during the normal gait cycle sets up a flow field aroundit, caused by the displacement of water at the head and suction at the tail. These flowfields are significantly dependent on a fish’s swimming speed and its body shape. Thefluid moving around the body of the fish forms a thin layer called the boundary layer (BL)as a result of friction on the surface of the fish and the viscous effects of the fluid. Previ-ous studies show that the boundary layer around the fish filters the hydrodynamic signalsdue to its damping properties. Therefore, the thickness of the boundary layer is crucialto evaluate the hydrodynamic signal perceived on the surface of the fish. However, thereare significant research gaps in fish and flow interaction studies, such as the importanceof realistic fish body shape in setting up surrounding flow fields, the absence of bench-marking computational fluid dynamics (CFD) studies, the lack of experimental metadatafor validation, and largely unknown spatial relationships between between the flow fieldproperties and the locations of the lateral line sensory units. These research gaps leaveus with an insufficient understanding of how fish perceive hydrodynamic stimuli. To ad-dress these gaps, this work conducted a comprehensive experimental analysis measuringthe flow fields around various stationary fish models. Simultaneously, numerical modelswere developed and validated with experimental data for the investigation of spatiallydistributed flow fields (i.e. velocity, pressure, and shear stresses) and to examine theircorrespondence to fish body geometry. The results of this investigation provide insightsinto the hydrodynamic sensing capabilities of fish, thereby enriching the understandingof researchers and practitioners. This improved knowledge can be instrumental in recog-nizing the significance of fish-flow interactions in influencing fish behavior, and in devel-oping new and more effective river management strategies for fish conservation. In ad-dition, this research contributes significantly to the ecohydraulics community by offeringopen access measurement data and numerical models. In doing so, it is the author’s hopethat this will facilitate future research efforts and allow other scientists and researchersto build on, validate, and compare the findings of this study with the latest advances inecohydraulic research.
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Kokkuvõte
Kaladehüdrodünaamilise tunnetuseuurimine:Numbrilisi ja eks-
perimentaalseid meetodeid kasutav integreeritud lähenemis-
viis
Paljud vees elavad selgroogsed, sealhulgas kalad, kasutavad hüdrodünaamilisi stiimuleidvee takistuse või lähedal ujuvate loomade tuvastamiseks. Luukalad tajuvad hüdrodünaa-milisi stiimuleid küljejoone kaudu. Kalade küljejoon puutub otse ümbritseva veega kokkuläbi tundlike juuksekarva-sarnaste struktuuride, mida nimetatakse neuromastideks. Needmehhanoretseptorid asetsevad pikki kala pead ja keha külgi ning võivad jätkuda ka sa-ba suunas. Küljejoone biofüüsikalised uuringud näitavad, et kalad suudavad tajuda lä-hedal asuva veekihi rõhku, voolukiirust ja kiirendust, samuti nende gradienti sageduse-ga 20 kuni 400 Hz. See võimaldab kaladel tajuda väikseid muutusi hüdrodünaamiliseskeskkonnas, filtreerides efektiivselt välja kalade enda tekitatud veeliikumise. Kalade lii-kumistsükkli jooksul tekib nende ümber vooluväli, mille põhjustab laineline liikumine veeväljatõrjumisest peaosas ja imemisest sabaosas. Tekitatud veevool sõltub oluliselt kaladeujumiskiirusest ja keha kujust. Hõõrdumise ja vedeliku viskoossete mõjude tulemusenakala kehapinnal, moodustub kala keha ümber õhuke kiht, mida nimetatakse piirikihiks.Varasemad uuringud näitavad, et kalade ümber olev piirikiht filtreerib hüdrodünaamilisisignaale piirkihi summutavate omaduste tõttu. Seega on piirikihi paksus oluline hüdro-dünaamiliste signaalide analüüsimisel, mida kala kehapinnal tajutakse. Kalavoogude inte-raktsiooni uuringutes on olulisi uurimislünki nagu realistliku kala kehakuju tähtsus ümb-ritsevate voogude tekitamisel, puuduvad mõõdetavate arvutuslike vedelike dünaamikauuringud, eksperimentaalsete metaandmete puudumine valideerimiseks ja füüsiliste su-hete tunnustamine ruumiliselt jaotunud vooluväljade ning küljejoone organi vahel. Kõikneed lüngad tekitavad ebapiisava arusaama sellest, kuidas kalad tajuvad hüdrodünaamili-si stiimuleid turbulentsetes tingimustes. Nende uurimislünkade lahendamiseks viidi sellestöös läbi põhjalik eksperimentaalne analüüs, mõõtes vooluvälju erinevate statsionaarsetekalamakettide ümber. Samal ajal arendati välja numbrilised mudelid ja need kinnitati eks-perimentaalsete andmetega, et uurida ruumiliselt jaotunud vooluvälju (nt kiirus, rõhk janihked) ja nende vastavust kala keha geomeetriale. Selle uurimise tulemused annavad üle-vaate kalade hüdrodünaamilistest tajumisvõimetest, rikastades sellega teadlaste ja prak-tikute arusaama. Need paremad teadmised võivad olla abiks kalade ja voolu koostoimetähtsuse äratundmisel kalade käitumise mõjutamiseks ja uuenduslike jõgede majanda-misstrateegiate väljatöötamiseke kalade kaitseks. Lisaks aitab see uurimus oluliselt kaasaökoloogiakogukonnale, pakkudes avatud juurdepääsu nii eksperimentaalsetele andmete-le kui ka välja töötatud numbrilistele mudelitele. Selle eesmärk on hõlbustada tulevasiteadusuuringuid, võimaldades teistel teadlastel ja uurijatel tugineda käesoleva uuringutulemustele, neid valideerida ning võrrelda.
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Introduction
Hydrodynamic sensing is the ability of fish and amphibians to detect and respond to fluidmotion, typically water currents and pressure changes in underwater environments [6].Fish possess a multi-model sensory system including the auditory, visual, olfactory, andmechanoreceptory systems with which they sense and navigate in underwater environ-ments [7]. In fish, hydrodynamic sensing is facilitated by the mechanoreceptory systemknown as the lateral line which helps fish locate food (prey), avoid predators, navigatecomplex environments, and interact with their surroundings [8]. For all these activities,fish have to migrate through different habitats that can be crucial to the survival andprosperity of fish communities [9]. However, human activities and developments havedisrupted the migration patterns of fish [10].

Since 1970, the population of migratory freshwater fish in Europe has plummeted by93% [11]. The main factors driving this decline include river fragmentation, habitat loss,overfishing, overexploitation, and eutrophication [12]. Among these, river fragmentationis an important driver behind significant changes within the freshwater ecosystem, re-sulting in substantial ecological, hydrological, and geomorphological changes [13]. Thealteration of natural flow regimes reduced the habitat connectivity and led to the frag-mentation of aquatic populations [14]. As a result, fish populations, particularly migratoryspecies, faced significant declines due to disrupted spawning habitats, reduced food avail-ability, and barriers to movement, further threatening the stability of the ecosystem [15].Given the changing nature of hydrodynamic regimes in freshwater ecosystems, fish flowsensing is influenced by both ontogenetic changes in the morphology of the lateral linesystem and the dynamic environmental conditions in which developing fish live [16].
Fish subjected to heterogeneous flows are required to maintain stability by continu-ously adjusting their body posture and fin movements to counteract the variable forcesandmaintain their orientation and position in the water [17]. Fish passages were designedto help migrate the fish upstream to their spawning grounds by overcoming the obstruc-tions [18]. These structures contain distinct hydraulic conditions (varying flow velocity,high turbulence levels) based on their design [19], which can attract the targeted fish of acertain size and length [20]. Factors such as velocity and turbulence impact variations inswimming behavior, influenced by the fish’s size, sex, and parasite intensity [21]. Adult fishare capable of surviving in high-velocity areas within vertical slot fishways [22] and can ef-ficiently harness the energy from turbulent eddies for swimming [23]. In contrast, smallerfish face greater challenges when navigating through regions with higher flow velocities[22], ultimately decreasing the overall efficiency of the fishways. Alternative approachesto enhance fish migration, such as river restoration initiatives, have been implementedglobally [24]. The European Union (EU) Water Framework Directive (WFD) is one suchinitiative, aimed at advancing the restoration of freshwater ecosystems. The commissioninitiated the Biodiversity Strategy 2030, Barrier Removal for the River Restoration Program[25] with the mandate of making at least 25,000 km of free-flowing rivers by eliminatingobsolete barriers and restoring flood plains and wetlands by 2030. In Europe, more than1400 river restoration projects have been carried out across 31 countries over the past30 years. However, many river restoration projects have failed to deliver the anticipatedrecovery of fish communities, raising global concerns about their effectiveness [24, 26].A key factor behind the failure of many restoration efforts is the degradation of hydrody-namic regimes [27]. Therefore, to restore the biodiversity in freshwater ecology, the rela-tionship between fluvial hydraulics and fish behavior must be taken into account [28]. Thefish behavioral choices in fish passages or habitat restoration efforts are far more complexand require more considerations beyond simple body movements and metabolic activi-
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ties [29]. A fundamental approach to understanding fish behavior is by delving into theirsensory ecology, i.e. how they sense and process information from their environment.
To explore the intricate nexus that links hydrodynamic flow regimes and fish’s behav-ioral response, numerous European Training Networks (ETNs) such as MSCA-RIBES (RIverflow regulation, fish BEhaviour and Status), and related projects, e.g. FIThydro etc. wereinitiated. The overarching objective of these projects was to find innovative solutionsto protect freshwater fish and restore river continuity in anthropogenically altered riversthrough fundamental research. The work presented in this dissertation represents a con-tribution to the ETN MSCA-RIBES program. Specifically, it focuses on fish hydrodynamicsensing, examining how fish perceive hydrodynamic signatures in turbulent environmentscommonly found in freshwater ecosystems, and how their body morphology influencesthis perception. It will help determine the spatial hydrodynamic image produced by thefish in its surroundings used for passive sensing. Any changes in the self-induced flowfields are perceived by the fish as hydrodynamic stimuli that govern their behavioral re-sponse, triggering further actions. Therefore, analyzing flow fields and understanding thefunctional principles of fish hydrodynamic sensing can aid in refining current methodolo-gies to better support and enhance the diversity of freshwater fauna.
Fish use a combination of sensory signals through different sensory mechanisms toacquire environmental information and guide their behavior. A concurrent and equiva-lent overlapping role of the inner ear and lateral line system of a fish has been identi-fied in the detection of certain hydrodynamic stimuli [30]. However, the lateral line arraymechanoreceptor system distinguishes itself significantly from other sensing modalities.This specialized system, which consists of a network of fluid-filled canals and sensory cells,enables the fish to detect tiny displacements and vibrations in the water. It enables fish tonavigate through turbulent and turbid environments where vision is less effective. Swim-ming fish in an underwater environment develop a flow field around their body due todisplacement of water in their head and suction in the tail region [31] (see Fig. 1). Subtlechanges in the flow field from an obstacle or a predator-prey interaction can be passivelysensed by the fish with the help of a lateral line system in fine spatial and temporal reso-lution. The flow field produced by the fish itself depends on the shape of the fish’s bodyand its acceleration [32].
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Figure 1: Self-induced flow fields around fish during the swimming gait cycle. The red line on the
surface of the fish represents the lateral line sensing array.
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Although research on passive sensing through the lateral line system is still in its earlystages, the available knowledge about the spatial and temporal resolution of flow fieldsremains limited. Therefore, the current study investigates fish flow fields in spatial reso-lution and the impact of fish body morphology on self-induced flow fields. This work ex-amines the self-induced flow fields around multiple freshwater fish models at fine spatialresolution. These fish models were kept rigid and stationary, consistent with previous re-search on fish hydrodynamic sensing which predominantly utilized stationary fish models[33, 34]. The rigid and stationary fish approach serves to simplify the analysis by provid-ing a controlled framework for investigating fish-flow interactions, assuming that the fishfilters the unsteady effects. Additionally, within the context of fish hydrodynamic sensing,it was observed that the lateral line detection array effectively senses the anterior 20% ofthe body length [35].
The flow fields around three-dimensional models of various fish were physically andnumerically analyzed to improve our understanding of fish flow interactions and to ac-knowledge the importance of complex fish body shapes in producing the spatial velocityand pressure gradients that act as hydrodynamic stimuli. Due to advancements in high-performance computing (HPC) resources, physical phenomena such as flow fields aroundcomplex three-dimensional bodies can be simulated numerically. These numericalmodelscan incorporate viscous effects and resolve the flow inside the boundary layer, providinga more realistic solution to the physical model deficient in prior research. Another sig-nificant contribution of this work is that it utilizes realistic fish body shapes with dorsal,pectoral, and anal fins. The use of realistic fish body shapes distinguishes this work fromother studies incorporating simplified fish analogies. Ultimately, spatially distributed flowfields are correlated with the approximate positioning of the neuromasts on the surfaceof the fish. The findings of this research work will provide engineers and practitionerswith a better understanding of the underlying principles in the surrounding flow fields offish that act as hydrodynamic stimuli and contribute to fish behavior. Moreover, under-standing and exploring the hydrodynamic sensing of freshwater fish will pave the way forbio-inspired designs in underwater robotics.

Problem Statement
Fish behavior is contingent on a multitude of factors. Among these, a significant con-tributing factor is the hydraulic environment, the velocities, pressures, shear stresses, andturbulence intensities, that a fish encounters in the wild. During upstream and down-stream migration, fish encounter a variety of hydraulic conditions influencing their be-havior; therefore, fish flow interactions require significant consideration. The operationalmechanisms of fish mechanoreceptor organs in perceiving external stimuli have been ex-plored in the past. However, the fish’s self-induced flow fields that act as a medium instimuli perception are overlooked and require further knowledge to understand their re-lationship to the lateral line sensing array. Enhancing our knowledge about fish flow in-teractions will ultimately help us understand, predict, and model fish behaviors.

In a nutshell, this research will address fundamental issues related to the fish flowinteraction, such as the effect of the fish’s body morphology on self-induced flow fieldsand the affiliation of the spatially distributed flow fields to the lateral line sensory units.These objectives are achieved by implementing state-of-the-art numericalmodelling tech-niques, i.e. Computational Fluid Dynamics (CFD), in bridging the existing gaps in fish flowinteraction while incorporating the biological aspects of fish sensing. Furthermore, theimplications of the findings of this study for engineering applications are also discussed(see Fig. 2).
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Figure 2: Overview of the synergistic impact of biological aspects, CFD, and engineering applications
in this dissertation for improved understanding of fish flow interactions.
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1 Background

This chapter provides an overview of existing research and knowledge in the field of fishflow interactions. It delves into an in-depth examination of previous approaches used inanalyzing the flow fields around fish bodies and identifies the research gaps by highlight-ing the issues that require further investigation. The chapter starts with the theoreticalbackground of the hydrodynamic flow stimuli and the lateral line system of fish, elucidat-ing its intricate functionality to the stimuli. The following headings systematically outlinethe background of the study.
1.1 Hydrodynamic Flow Stimuli

Fish and other aquatic amphibians can sense moving objects or obstacles around theirbodies through damming phenomena, which was first observed by [36]. Damming phe-nomena consist of the local displacement of water and the local rise of pressure in frontof a moving fish to create space for it. This results in a self-induced flow field around thefish, which serves as hydrodynamic stimuli for the sensory units. A follow-up study of ex-perimental research described the physiological and biological functioning of the lateralline system in fish [6]. The mechanoreceptor organ, i.e. the lateral line, was found to besensitive to spatial derivatives of the local flow fields generated around the body of fish.Hydrodynamic stimuli alter local flow fields that are perceived and recognized by fish. Insome cases, fish can even create spatial maps of their environment [37, 38]. The strengthof the hydrodynamic stimulus signal perceived by the lateral line is attenuated propor-tionally to the distance from its source, particularly within a range of a few body lengths[8].
However, physiological investigations substantiate the pronounced contribution of thelateral line sensory system to stimulus detection within the central nervous system [39].Earlier behavioral studies showed that lateral line array sensors mediate rheotaxis in fish[40] and, in addition to analyzing body kinematics, they also help determine hydrody-namic habitat [41]. The mechanosensory organs are sensitive to the temporal and spatialvariations of both velocity and pressure [31]. Mathematical derivations of the velocity andpressure distribution on the surface of a fish in glidemotion past an obstacle provide clearevidence that alterations inwater displacement, resulting fromboth themovement of thefish and the presence of the obstacle, serve as stimuli for the lateral line sensory system[42]. The velocity distribution alterations appear inconsequential when approaching anobstacle head-on. In free streamflow, the resulting velocity distributions generated by thefish during swimming depend primarily on the morphology of the fish body [43]. Theselow-order simplified models utilized simplified 2D and 3D fish-shaped models, employ-ing the potential flow assumption, which ignored the viscous effects. However, viscouseffects are important because they generate a boundary layer around the surface of thefish due to its relative motion to the surrounding fluid [44]. The boundary layer around aswimming fish shows a fair trade-off between thrust production, separation control, andfriction drag in undulatory motion [45]. However, the viscous boundary layer around thefish alters the amplitude and phase of the vibrating lateral line stimuli and influences thepressure fields, specifically at low frequencies [46]. In the case of an oscillating viscousboundary layer, it changes the velocity fields [47] that act on the superficial neuromasts,which at the receptor level interpret signals mediated by viscosity [48]. Flow fields, inparticular, velocity, acceleration, pressure gradient, and shear stress on the fish surface,can all act as potential stimuli [49].
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1.2 Fish Lateral-line System

The lateral line system is a sensory adaptation found in many aquatic vertebrates, includ-ing fish and some amphibians. It allows organisms to perceive and interpret hydrodynamicsignals in their surrounding environment. The lateral line is a series of mechanoreceptorsdistributed throughout the bodies of these animals, allowing them to sense water move-ment, pressure changes, and velocity fluctuations [50]. The anatomical structure of thelateral line system exhibits considerable variation between and within different species.Somehow, these variations reflect the adaptations to the hydrodynamic conditions thatfish encounter. However, a general description of the lateral line system reveals that it iscomposed of specialized sensory cells known as neuromasts. Based on physical position-ing and functional objectives, neuromasts are classified into two categories: superficialneuromasts (SN) and canal neuromasts (CN). Superficial neuromasts are elongated hair-shaped structures known as cupulas, on the surface of fish projected into water [51, 52].However, canal neuromasts are ovoid-shaped structure located within fluid-filled canalsbetween cranial bones and fish scales [51, 53]. Generally, a single canal neuromast isplaced equidistantly between two consecutive pores [54]. The sensory epithelium of aneuromast comprises hair cells similar to those found in vertebrates’ auditory and vestibu-lar systems. The ciliary bundles of these hair cells extend into a gelatinous cupula, estab-lishing a connection between the hair cells and the fluid that envelopes the neuromast.Based on the morphological distinctions between superficial and canal neuromasts, thepopulation of hair cells is typically limited to 10 in superficial neuromasts, whereas canalneuromasts exhibit a considerably larger count, typically ranging from hundreds to thou-sands of such cells. These hair cells are directional sensitive, and when viscous drag forcescause deflection of the cupula, it results in the generation of an opposite signal response.The morphology and functioning of the lateral line are illustrated in Fig. 3.
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Figure 3: a) Illustration depicting the spatial arrangement of the superficial and canal neuromasts
on a rainbow trout. b) Cross-sectional view of the lateral line above and below the scales, showing
the canal pores and positioning of the cupula (adopted from [55]).
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1.3 Experimental Methods for Flow Field Measurement

Moving or stationary objects generate hydrodynamic stimuli, providing external informa-tion to swimming fish [32]. The spatial location and distance estimation of objects ap-proaching the fish are derived by analyzing the distorted flow fields. Experimental studiesshow that during a fish swimming gait cycle, a high-pressure region is generated aroundthe nose of the fish, and a low-pressure region is generated around the widest part ofthe body with a thick boundary layer down the body [33]. Applying the basic Bernoulliprinciple, it is evident that the velocity is lowest in the high-pressure region and highestin the low-pressure region along the fish body. As both velocity and pressure are related,they act as hydrodynamic stimuli for sensory neurons. Several experimental techniques,such as particle image velocimetry (PIV) [33, 56] and lateral line probe (LLP) [57], havepreviously been used to analyze distorted velocity and pressure fields around a fish. Forexample, [33] used a PIVmethod to investigate the flow fields around blindMexican cave-fish that glide towards a wall [33] and parallel to the wall [34]. These investigations re-vealed that hydrodynamic stimuli to the lateral line were observed within the local flowfield when the fish was approximately at a distance of 0.20 body lengths of a wall. Simi-larly, the fluid-body interaction of a swimming Rainbow trout (Oncorhynchus mykiss) wasinvestigated employing a PIV setup [56]. This study illustrates the characteristics of theboundary layer along the body length of the fish during a swimming gait cycle. Further-more, it indicates that hydrodynamic perturbations generated by the fish body result inunsteadiness of the boundary layer leading to flow separation. The reversed flow in theunstable boundary layer could be interpreted by the superficial neuromasts in the formof a time-shifted irregular pattern of neuronal signal. Particle Image Velocimetry (PIV)is a non-intrusive technique used to measure flow velocity, offering accurate and precisevelocity fieldmeasurements. However, it is a laborious and expensivemethodwith limita-tions in terms of spatial resolution accessibility. Alternatively, pressure transducer sensorswere used in [35] (replicating canal neuromasts) embedded in a rigid model of Rainbowtrout (Oncorhynchus mykiss) measuring the pressure field on the surface of the fish. Themain findings of this study show that regions experiencing the highest pressure variationsalong the body of fish (such as the head region) exhibit the highest concentration of canalneuromasts. The arrangement of the neuromasts was found to be in line with the pres-sure gradients on the surface of the rainbow trout. The principles of canal neuromastoperation to external pressure changes have been extensively examined in the past andimplemented to develop lateral line probes (LLP) for current velocity estimation [57, 58] orturbulence metrics [59]. Although these techniques are robust and provide a reasonableestimate of the velocity or pressure field around fish-shaped bodies, they lack precisionand accuracy.
Among the above-mentioned flow field measurement techniques, non-intrusive tech-niques such as PIV provide an accurate measurement of the velocity fields around fish.However, the current issue with these studies is the lack of open access to experimentaldata for future research. There are no openly available flow field data for any fish speciesthat can be used for validation and comparison, which poses a challenge in the advance-ment of studies on fish flow interactions. This potential issue is identified as a researchgap and is addressed in this study.

1.4 Numerical Modeling of Flow Fields

Investigation into simulating the flow fields around fish-shaped bodies started in the late1990s. Earlier studies carried out mathematical 2D calculations of the flow around fish
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using potential flow theory [31] that delineate that the current velocity profiles and pres-sure distribution around a swimming fish that glides through a stationary cylinder becomealtered, which may serve as stimuli for the lateral line system of fish. Furthermore, it alsohighlights the difference between the current velocity profiles obtained from the fish-likecross-section and those of cylindrical or elliptical cross-sections. Following this, furtherresearch was carried out on three-dimensional flow field analysis of fish-like bodies thatglide along or toward a plane surface [42, 43]. With advances in computer architectureand enhanced computing resources, CFD became popular in evaluating fish flow inter-actions, including fish swimming kinematics and fish hydrodynamics [60, 61]. A pioneer-ing work in CFD conducted by [47] showed that using Reynolds-averaged Navier-Stokes(RANS) models, the 2D simulations around a molten Sculpin in the presence of a vibratingdipole do not produce realistic flow fields as in the 3D model. The 3D CFD simulation alsoshowed that the presence of fish perturbed the dipole-sourced pressure field around thefish body. The vibrating sphere affected the velocity fields on the surface of the fish dueto the resulting oscillatory boundary layer. Therefore, the boundary layer near the fish’ssurface plays a crucial role in sensing hydrodynamic cues.In CFD particularly, [33] employed the incompressible Navier-Stokes equation and sim-ulated flow fields around a blind Mexican cavefish model swimming using an arbitraryLagrangian-Eulerian (ALE) method on an unstructured Voronoi finite-volume mesh. Laterstudies on fish modelling revealed that the flow distribution is greatly influenced by thebody morphology of the fish [62]. The 3D isosurfaces from CFD of the distorted velocityfields around the head region are smaller for the pike-like morphotype as compared tothe generalist body shape, i.e., rainbow trout. This study used the RANS k−ω SST modelin the OpenFOAM framework while analyzing the velocity fields around the fish models.However, there exist substantial gaps in simulating the fish flow interaction numeri-cally. The previously developed CFD models are not openly available for further devel-opment. These investigations predominantly relied on simplified 2D numerical modelingmethods to explore the spatial and temporal aspects of flow fields, which are imprecise,since fish possess complex 3D body shapes. Furthermore, there is a lack of benchmarkstudies specifically identifying the appropriate turbulence model to analyze fish-flow in-teractions. Although previous research has emphasized the importance of the boundarylayer [56], a comprehensive investigation into the boundary layer through CFD concerningfish hydrodynamic sensing is adequately addressed. Therefore, this study aims to addressthese issues and bridge the identified gaps in the numerical modeling of fish bodies.
1.5 Research Gaps
The background studies encompassing the numerical or experimental methods used inthe exploration of flow fields around fish bodies highlighted the following potential re-search gaps that hinder researchers, engineers, biologists and practitioners in assessingthe swimming behavior of fish.

RG 1. Lack of openly available experimental metadata for validation: The lack ofaccessibility to experimental data hampers the ability of researchers to effectivelyvalidate and verify their computational models or theoretical frameworks. In scien-tific research, especially in fields such as CFD modeling of ecological flows, valida-tion against experimental data is essential to ensure the accuracy and reliability ofthe results [63]. The unavailability of such data not only limits the scope for rigor-ous scientific scrutiny, but also impedes collaborative efforts and the advancementof knowledge in the field. Generating such data will promote transparency, repro-
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ducibility, and progress in scientific research.
RG2. Absence of benchmarking CFD studies around fish bodies: While developingnumerical models for fish bodies, it is crucial to select the appropriate turbulencemodel and near-wall modeling approach to ensure accurate simulations that realis-tically represent fish flow interactions. Given the variety of turbulence models de-signed for different applications [64], it is necessary to evaluate their performancespecifically around fish bodies, followed by thorough validation and benchmarking.Such a process will significantly enhance the accuracy and applicability of futureComputational Fluid Dynamics (CFD) models in the realms of ecological and envi-ronmental research.
RG 3. Neglecting to incorporate realistic fish bodies into numerical simulations:The substitution of fish bodies with simplified fish replicas to reduce computationalcomplexity has been previously observed in many studies [42, 33]. However, sim-plified fish analogies overlook critical aspects of the three-dimensional shape of thefish body and its hydrodynamics. Little is known about the significance of the shapeof the body of fish in self-induced flow fields compared to these analogies. There-fore, a comparative study is needed to analyze the flow fields around both and high-light critical aspects. This will improve the fidelity and applicability of future studiesin aquatic biology, environmental science, and ecological conservation.
RG 4. Physical relationships between the spatial distribution of self-induced flow
fields and the sensory units of the lateral line remain unclear: The lateral linesystem detects spatial and temporal gradients of the flow fields. The spatial dis-tribution of self-induced flow fields is incorporated into the masking effect. Previ-ous research has established that the body of the fish perturbs the pressure fieldsgenerated by external stimuli [47]. However, there remains a significant gap in un-derstanding the correlation between specific patterns of self-induced flow fieldsgenerated by the fish body shape and the positioning of lateral line units, i.e. neu-romasts. Addressing this research gap may lead to a better understanding of fishbehavior, advancing the field of sensing technology toward the development of newhydrodynamic sensors in underwater robots and autonomous underwater vehicles(AUVs).

1.6 Research Questions
In pursuit of addressing the problem statement (discussed in the previous chapter) andbridging the research gaps identified regarding fish-flow interactions, the following re-search questions aim to ascertain the significance of fish body morphology and its influ-ence on self-induced flow fields.

RQ 1. How significant is the fish’s body shape and what is its influence on the sur-rounding flow fields? (RG 3)

RQ 2. Do the Reynolds Averaged Navier Stokes (RANS) turbulence models providea good estimate of near-body flow fields around a fish-shaped body? (RG 1, RG 2)

RQ 3. Is there a spatial concordance between the near-body flow fields and theestimated neuromast locations on fish bodies? (RG 4)

In this study, the research questions are explored using both qualitative and quantitativeapproaches. The upcoming chapter will provide a thorough discussion of the researchmethodology chosen to tackle these questions.
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2 Research Method
This chapter presents the research methodology used to address existing research gapswithin the domain of self-induced fish flow fields. The aim is to obtain fresh insights intothe physical characteristics of fish bodies and their impact on the surrounding flow fields.The study encompasses fundamental/basic research with the objective of better under-standing the fish flow interactions in underwater environments (see Fig. 4). Furthermore,it establishes a foundation for potential engineering applications in the development ofhydrodynamic sensors. The investigation of fish flow interaction was carried out usingexperimental and numerical methods. The experiments provided on-site measurementsof the velocity fields surrounding the static fish models, which were subsequently usedin the validation of numerical models. Later, these numerical models were used in theexploration of different flow field variables such as velocity (U ), pressure (P), boundarylayer thickness (δ ), and shear stresses (τ), which are challenging to measure experimen-tally. An advantage of adopting the anticipated research approach is that it facilitates openaccess to the measured or simulated flow field data that can be used for future researchendeavors.
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Figure 4: Pasteur’s Quadrants [65] representing the contribution of type of research i.e. basic science
(Bohr) , use-inspired (Pasteur) and applied science (Edison).

Fish exhibit distinct flow patterns around their bodies during rheotaxis. These self-induced flow patterns are recognized and filtered by the fish. To investigate the relation-ship between the fish’s body shape and the surrounding self-induced flow fields, two dif-ferent experimental techniques, i.e., the Acoustic Doppler Velocimetry (ADV) and LaserDoppler Anemometry (LDA), were employed to measure the velocity fields around spe-cific fish configurations. Subsequently, numerical models were developed using an open-source framework to simulate the flow around these fish configurations. The data ob-tained from both experimental and numerical methods were subjected to quantitativeanalysis, including statistical analysis and qualitative analysis, which involved examiningthe flow patterns around the fish models.Within the scope of this work, nine different species of freshwater fish were selected(see Tab. 1). The selection of these species was based on common freshwater fish found inEuropean rivers. It is important to note that no live fish were used in any of these exper-iments. Instead, physical models of these fish species were used. These physical modelswere either cast or 3D printed as rigid bodies. Cast models were utilized in the initial ex-periments employing the ADV measuring device. However, 3D-printed rigid models wereemployed in subsequent LDA experiments.
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Table 1: List of fish species under observation and their geometric configurations

No. Fish species Body measurements

Body length
[cm]

Body height
[cm]

Body width
[cm]

1. Brown trout (Salmo trutta) 36.6 7.50 4.902. Gudgeon (Gobio gobio) 15 2.70 1.953. Perch (Perca fluviatilis) 20 5.80 3.204. Roach (Rutilis rutilis) 20 6.00 2.805. Nase (Chondrostoma nasus) 25 5.50 3.006. Burbot (Lota lota) 25 4.25 4.257. Chub (Squalius cephalus) 25 6.00 3.758. Barbel (Barbus barbus) 30 5.70 3.609. Bream (Abramus brama) 30 10.20 3.0010. Chub (Squalius cephalus) 40 9.60 6.00

The experimental setups to measure the flow fields around the physical fish modelswere deployed in the laboratory flumes and swim tunnels. Using the ADV and LDA de-vices, the time-averaged and instantaneous velocity fields at different flow rates weremeasured. The experimental and numerical methods used to study the flow fields aroundeach fish model corresponding to the research question are summarized in Figure 5.
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Figure 5: Synopsis of the research methodology adopted in this research work. The figure illustrates
methods undertaken to analyse the freshwater fish species. The numerical models were validated
using the laboratory LDA velocity measurements.
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A brief overview of themeasurement techniques and equipment used in this researchis provided below.
2.1 Acoustic Doppler Velocimetry

Figure 6: Velocity measurement of fluid
particles using Acoustic Doppler princi-
ple.

Velocity measurements were recorded using acommercial ADV device by Vectrino Standard,Nortek AS, Norway. The device operates on theprinciple of the Doppler shift effect. It records 3Dvelocity vectors at a frequency of 1-25Hz, withmea-surements taken at a distance of 5 cm below thetransmitter (see Fig. 6). The sampling volume inwhich the velocity of the fluid is measured is lessthan 1 cm3. An acoustic signal transmitter is lo-cated at the center of the device that emits two ul-trasonic pulses with a known time offset. The twotransmitted pulses refer to the pulse-to-pulse co-herent method [66], through which the mean wa-ter velocity and turbulence are calculated. Tracerparticles in the flow reflect the incoming pulses thatare detected by the four receivers and processed.The three components of the velocity (ux, uy, uz)are calculated from the respective phase difference(∆ϕx,∆ϕy,∆ϕz) between the pulses, using the fol-lowing expression.
u =

∆ϕC
4π fsource∆t

(1)
Where fsource is the transmitted frequency and ∆t is the time difference between twoconsecutive pulses. The recorded velocity is scaled to the speed of sound through theparticular fluid (C). The received signal is processed and visualized by Vectrino+ software.The quality of the signal received by the receivers depends on the amount of tracer par-ticles in the fluid, the flow velocity, and the position of the ADV device in the channel.In general, ADVs are capable of providing highly accurate and fine spatial measurementdata that cause minimal disturbance to flow. Moreover, it is a robust technique that canbe used in open fields and laboratory setups with minimal setup time.
2.2 Laser Doppler Anemometry
LDA is a non-intrusive and directional sensitive technique to measure velocity vectors inCartesian coordinates (ux, uy, and uz) of a moving fluid. Velocity measurements are per-formed with high spatial and temporal resolution without the requirement of a priori cali-bration. The functional principle of an LDA is based on the Doppler shift of scattered laserlight from neutrally buoyant tracer particles added to the fluid [67]. The LDA device it-self is comprised of a brag cell that splits a laser beam, a laser transmitter and receiver,a photo-detector, and a corresponding software i.e. BSA Flow Software, to process thecollected data (see Fig. 7). The two intersecting laser beams focused by a focusing lensonto the measuring point inside the flowing fluid encompass a small volume (a few mil-limeters long and roughly some tenth of a millimeter in width), called probe volume, inwhich tracer particles interact with the laser light and scatter the light in different direc-
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tions. This results in parallel planes of high light intensity called fringes inside the probevolume. The fringe distance d f depends on the wavelength of the laser light λ and theangle θ between the two laser beams.
d f =

λ

2× sin(θ/2)
(2)

The scattered laser light with a frequency shift is detected by the photo-detector, throughwhich the particle velocity u is derived through the following expression.
u = d f . fD (3)
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Figure 7: LDA measurement principle and its components.

Themean velocity u and turbulence intensity is calculated from the obtained velocity com-ponents ui from each laser over the number of samplesN using the following expressions.Where ηi represents the weighting factor equivalent to ηi = 1/N, σ2 represents the vari-ance, and σ as the root mean square.
Mean velocity:

u =
N−1

∑
i=0

ηi.ui (4)
Variance of the velocity samples:

σ
2 =

N−1

∑
i=0

ηi.(ui −u)2 (5)
Standard deviation of the velocity samples:

σ =
√

σ2 (6)
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Turbulence intensity:
T I =

σ

u
(7)

The LDA experiments conducted in this work used an LDA device by Dantec Dynamics,Denmark. During measurements, two different focusing lenses were used i.e. 500 mmand 750mm, to get optical access in different configuration setups. In ourmeasurements,the two laser beams emitted by the laser transmitter were continuous and unsynchro-nized, aiming to attain higher sample rates. The laser head was mounted on a three-axistraversal system to achieve optical accesswithin the test section from the bottom and sideof the test section. The coordinate system of the traversal system was ensured to coin-cide with the coordinate system of the fish model located at the nose tip of the mountedfish. This was achieved through small iterative movement steps of the traversal systemwith the laser beams intersecting close to the nose tip of the fish model until it touchedthe nose. To achieve an optimal signal-to-noise ratio (SNR), it is essential to introduce asufficient amount of tracer particles into the fluid, ensuring that the fluid maintains goodtransparency. In this study, only two Cartesian velocity components ux and uy were mea-sured, ignoring the uz component due to its negligible effect on mean flow.
2.3 Computational Fluid Dynamics
Computational fluid dynamics (CFD) is an advanced tool for quantitative prediction of fluidflow phenomena based on the conservation laws that govern fluid movement. It solvescomplex physical phenomena, i.e. turbulence modelling, fluid-structure interaction (FSI),etc. using numerical solution methods with the assistance of digital computers. The com-ponents of the numerical solution method are the mathematical model, discretizationmethod, numerical grid, solving scheme, and convergence criteria [63]. It is crucial tochoose an appropriate approach for each component based on the problem specifica-tions because, in numerical modeling, the solution is always an approximation of theexact solution, and significant numerical errors can further exacerbate the discrepancyfrom the exact solution. In general, the mathematical model is the set of partial differ-ential or integro-differential equations along with the boundary conditions. An incom-pressible, turbulent, and three-dimensional flow employs a set of governing equations,i.e. Navier-Stokes equations and continuity equation as a mathematical model. Thesegoverning equations can be solved directly without any modeling assumptions, a methodknown as Direct Numerical Simulation (DNS). Alternatively, they can be partially modeled,as in Large Eddy Simulation (LES), or fully modeled, as in Reynolds-Averaged Navier-Stokes(RANS) simulations. Discretization methods involve approximating differential equationsthrough a set of algebraic equations. Among various discretization methods, the mostfrequently employed include finite difference, finite element, and finite volume meth-ods. The finite-volume method (FVM) is commonly chosen for representing the three-dimensional computational domain. In FVM, the computational domain is divided intocontiguous control volumes in which conservation equations are solved. This discretiza-tion method is useful for complex geometries such as fish, as it can accommodate anytype of grid. The numerical grid is a set of discrete locations in the computational do-main at which the flow variables are calculated. It can be structured, unstructured, orhybrid, depending on how complex the geometry is. The solving scheme addresses theset of linear or non-linear algebraic equations derived from the discretization method.The discretized equations are solved by an iterative technique that involves guessing thesolution until it reaches the convergence of results. For convergence, normally the con-
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vergence criteria are provided to the numerical method, in which the residual values ofvariables are defined. Although with advances in computing, the accuracy of numericalsolutions has improved; however, approximate solutions are never exact. Certain poten-tial sources of error such as discretization error, modeling error, etc. might affect thenumerical solution, and thus be carefully handled. For example, mesh grid independencestudies are conducted to decrease the discretization error. Similarly, the appropriate ini-tial and boundary conditions with the correct input data are the key factors in reducingsuch errors.The numerical models developed in this work were built in an open-source frame-work called OpenFOAM. OpenFOAM is a collection of C++ libraries and applications forcontinuum mechanics and multiphysics simulations. This particular framework was se-lected because of its extensive use in both academic and industrial sectors to simulatefluid dynamics and heat transfer problems. Another advantage of using OpenFOAM isthat its libraries are openly available and can be customized according to the problemspecification. It also provides an opportunity to discretize the 3D computational domaininto hexahedral and polyhedral mesh elements using built-in utilities. In this research,three distinct numerical models were established, each designed to achieve specific ob-jectives. For example, the first numerical model was designed to assess the performanceof the turbulence model in estimating near-body flow fields around a brown trout model.The second CFD model was designed to assess the thickness of the boundary layer andto analyze the pressure field and shear stress around a gudgeon model. Ultimately, thethird numerical model was developed to investigate the significance of the shape of thefish body in the self-induced flow fields around it. It was a comparative study between athree-dimensional model of a gudgeon and a NACA0013 hydrofoil. The specific procedureand settings of the numerical models are outlined in subsequent chapters.
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3 Physical Experiments
This section presents an overview of the physical experiments conducted to address theresearch questions. In this study, three different experimental setups were established,eachwith its own unique configuration andmeasurement technique. The first experimentinvolved the use of an ADV measurement device in a laboratory flume to measure thevelocity fields upstream of the fish. The second and third experiments utilized an LDAmeasurement device in two different environments, namely, a laboratory flume and aswimming tunnel. The choice of measurement facility depended on the spatial distancebetween the physical model of the fish and the measurement point. Since there was noexisting data available, preliminary experiments were conducted in a large measurementfacility (i.e., laboratory flume) that allowed for broader spatial measurements around thefish model. These measurements were taken at distances ranging from a few centimetersto a hundred centimeters in both the lateral and longitudinal directions. On the otherhand, the swim tunnel provided a smaller measurement range with a finer resolution of0.5 mm to 5 mm. Table 2 provides an overview of the experimental setups and theirrespective configurations.

Table 2: Experimental setup configurations and the measuring techniques employed

Exp.
Setup

Measuring
Technique

Recorded
Variable

Measurement
Facility

Measurement
Resolution

Fish Specie
Studied

Research
Question

1 Acoustic Doppler
Velocimeter (ADV)

Velocity
(ux,uy,uz)

Lab. flume (LxWxH)
40x2x1.4 m 1 cm Eight species

(see Fig. 5) RQ1

2 Laser Doppler
Anemometer (LDA)

Velocity
(ux,uy)

Lab. flume (LxWxH)
10x1.2x0.8 m 3 mm Brown trout RQ2

3 Laser Doppler
Anemometer (LDA)

Velocity
(ux,uy)

Swim tunnel (LxWxH)
0.28x0.075x0.075 m 0.5 mm Gudgeon RQ3

3.1 ADV Velocity Measurements
In the initial experiments, an Acoustic Doppler Velocimeter (ADV) was used to measurethe flow velocity upstream of the physical fish models. The experiments were carried outin the Laboratory of Hydraulics of the Technical University of Darmstadt, Germany. Physi-cal 3D fish-shaped models of nine different species of fish, including two species of Chub(Squalius cephalus) were mounted in a 40 m long flume. These physical models were de-veloped at the Centre for Environmental Intelligence and Sensing of Tallinn University ofTechnology (see Fig. 3). The dimensional parameters of the model and the compositionconstruction features are described in detail in [68]. The anterior 1/3 of the fish modelsweremade rigid tomount them to themoving frame, whereas the remaining posterior 2/3body was cast of flexible silicon with a Shore hardness of 8. An ADV device was mountedon a robotic gantry in the flume together with the fish models (see Fig. 8). The upstreamdistance between the ADV probe and the fish model could be adjusted according to therequirements. Physical experiments were conducted in two steps. In the first step, a pi-lot study was carried out using three fish; Gudgeon, Nase, and Chub, to determine theconsistent measurement time (5 mins), frequency (25 Hz), and the incremental distance(1-10 cm). The final step recorded themeasurements for the evaluated time and distancesconsidering the eight species of fish (Publication II).The velocity vectors (ux, uy and uz) in the Cartesian plane were recorded in a linearprofile starting at the fish’s nose (1 cm) up to 50 cm upstream. The incremental distancebetween 1 cm to 10 cm was kept at 1 cm, after that the increment distance was increased
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to 10 cm until 50 cm. Experiments were carried out under three hydraulic conditionswith different mean flow rates (0.35, 0.48, and 0.63 m/s) at the test section. To adaptconditions similar in the flume to the rheotactic alignment of fish, a velocity above 0.3m/swith a middle velocity of 0.48 m/s was chosen for the experiments.
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Figure 8: Overview of the ADV experimental setup procedure measuring the freestream velocity
upstream of physical fish models in the large 40 m flume (adapted from Publication II)

3.2 LDA Velocity Measurements
Subsequently, two LDA experimental configurations were set up tomeasure the 2D planarvelocity around a brown trout (Salmo trutta) and a gudgeon (Gobio gobio) fishmodel. Thefirst experimental setup was built to measure the 2D velocity vectors (ux and uy) aroundthe physical model of brown trout, which were used to validate the numerical model de-veloped for the evaluation of the performance of RANS turbulence models in modellingthe time-averaged flow fields. Similarly, the second set-up was also built to obtain the2D velocity vectors (ux and uy) around a physical model of the gudgeon that was used tovalidate the numerical model developed to estimate the boundary layer thickness, pres-sure distribution, and shear stresses at the surface of fish. A detailed overview of bothexperimental configurations is provided in the following sections.
3.2.1 Flume Measurements of Brown troutA laboratory setup was configured for the measurement of the 2D velocity (ux and uy )around a rigid 3D model of brown trout (Publication I). The 3D rigid model of the fishwas based on the realistic body geometry of brown trout with a total body length of 35cm [69]. Experiments were carried out in an open-channel laboratory flume at the Otto-von-Guericke University in Magdeburg, Germany (Fig. 9). Details of the flume dimensionsare provided in Table 2. A honeycomb structure was used upstream of the test section togenerate a rectilinear flowbydirecting the fluid in themain flowdirection. Throughout theexperiments, the depth of the water was maintained at 0.68 meters. The laser Doppleranemometry system (LDA) was strategically placed below the flume to facilitate opticalaccess, covering a measurement volume of 0.6 m in length, 0.53 m in width, and 0.26 min height, as shown in Fig. 10. Measurements were carried out at a mean stream velocityof 0.54 m/s, indicative of a fully turbulent flow regime with a Reynolds number (Re) of
6.8×105 based on the hydraulic diameter (dh) of the flume.

dh =
4 ·b ·h

b+2 ·h
(8)

Within themeasurement domain, 253 probe locations were recorded to obtain the av-erage and instantaneous velocity. The probe locations were categorized into three groups
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Figure 9: Overview of the LDA experimental setup with the 3D model of Brown trout placed in the
measurement section of 10 m long flume. (Adapted from Publication I)

-0.15

-0.1

0.3

-0.05

0

0.5

Z
 [m

]

0.05

0.2

0.1

0.4
0.1 0.3

Y [m] X [m]

0.20
0.1

-0.1
0

-0.2 -0.1

Inlet Matrix
Inlet Logarithmic
Near Body
Wake

Figure 10: Positioning of measurement points around the Brown
trout within the experimental domain.

based on their positioning around the fish, that is, upstream, body, and wake. The dis-tance between the two probe locations was selected based on the lateral distance fromthe fish. This means that the density of the probe locations increased in the vicinity ofthe fish and decreased with increasing lateral distance from the fish. The closest mea-surement probe in the vicinity of the fish surface was located at a distance of 3 mm. Thedata obtained from the LDAmeasurements was post-processed and stored with the com-mercial software BSA Flow using a Dantec Flow Explorer DPSS 300 2D. The signal qualityreceived through the software was optimized to achieve a good signal-to-noise (SNR) ra-tio of 70.1%. The experimental data were later used to validate the numerical models thatwere further investigated in the exploration of fish flow interaction.
3.2.2 Swim Tunnel Measurements of Gudgeon
The second LDA set-up used in this study used a 3D printed model of a bottom-dwellingfish gudgeon (gobio gobio) in a commercial swimming tunnel (185 L, Loligo Systems, Den-
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mark) (see Fig. 11). Swim tunnels are widely used in studying fish swimming kinematics,energy expenditure, and swimming performance, and they have previously been used ina study of the swimming performance of a gudgeon with a similar size. The 2D velocity(ux and uy) was recorded in two perpendicular planes, i.e. the vertical plane (YZ) that issituated 0.048 m upstream of the fish body and the mid-dorsal ventral plane (XY) (Fig.12)at the tip of the nose of the fish (Z = 0). The reason for measuring the velocity in thevertical plane is to perform a quantitative analysis of the incoming flow, which was sub-sequently used as an input boundary condition in the numerical model. Additionally, dueto the presence of guide vanes before the honeycomb structure, non-homogeneous flowdistribution and high turbulence intensities were anticipated in the test section. To ad-dress this, a new honeycombwas modeled and 3D printed with a smaller orifice diameter(3 mm) to achieve a rectilinear flow.
Guide vanes

Honeycomb Test section

Motor

Figure 11: Swim tunnel by Loligo systems used in LDA experiments around Gudgeon.

In the vertical plane, there were 35 probe locations, each positioned at a clearancedistance of 7.5 mm from the walls. Meanwhile, at the mid-dorsal ventral plane, velocitymeasurements were taken at 264 probe locations. In total, two sets of measurementswere collected for two different hydraulic conditions i.e., at 0.25 m/s and 0.55 m/s, insidethe swim tunnel test section (Publication III). The complete configuration of the swim tun-nel with the gudgeon inside is shown in Fig. 12.

flow

laser

honey comb

load cell test section

fish

a) b)

c)

Figure 12: LDA measurements in the test section of swim tunnel. Left: 3D model of the gudgeon
mounted into the swim tunnel with a load cell. Right: Location of the measurement probes inside
the swim tunnel upstream around and in the wake of the fish. (adapted from Publication III)

32



4 Numerical Modeling of Fish-Shaped Bodies
The primary objective of this research is to conduct a thorough examination of the flowfields around the fish bodies. In pursuit of this objective, numerical simulations were con-ducted in conjunction with the experimental analysis for detailed scrutiny. To achievethis, three distinct numerical models were developed. The first model aimed to evaluatethe performance of RANS turbulence models in estimating the self-induced velocity andpressure gradients around fish-shaped bodies. The second model analyzed the bound-ary layer thickness, pressure distribution, and shear stress along the body of the fish as aresult of viscous effects. The third model compared the velocity field around a Gudgeonand a NACA profile, to examine potential differences in flow fields between both geome-tries. The numerical framework and the settings used in all three numerical models arepresented in the following sections.
4.1 Numerical Modeling Framework
The numerical simulations around the fish-shaped bodies were performed in an open-source framework OpenFOAM-v2112 (see Section 2.3). The crucial steps in pre-processingsuch as geometry processing andmesh generationwere carried out using extensiveOpen-FOAM utilities. Due to the significant distance between the free water surface and thefish model in flume experiments, the impact of surface fluctuations on the model wasdeemednegligible. Therefore, a single-phase solver for incompressible turbulent flowwaspreferred, offering substantial computational cost savings. An incompressible transientsolver, ’pimpleFoam’ was initially employed (in Model I), anticipating unsteady behaviorin the tail region of the flow. However, observations revealed that the flow remainedsteady prompting the use of a steady-state solver, i.e. ’simpleFoam’ in the subsequentsimulations. The transport equation was solved iteratively by employing first-order nu-merical schemes for the gradients. A brief overview of the numerical simulation setupsused in this realm is provided in Tab. 3.

Moreover, the numerical simulationswere performed using parallel computing, allow-ing the simulations to execute onmultiple processors, resulting in a significant reduction insimulation time. The Brown trout simulations were conducted on the Otto-von-GuerickeUniversity (OVGU) Neumann cluster, while the gudgeon simulations were carried out on astandalonemachine (AMD EYPC 7713P processor) provided by the Centre for Environmen-tal Sensing and Intelligence at Taltech. In the current work, each numerical simulationwasexecuted in parallel on a maximum of 16 processors. For graphical representation, as wellas post-processing and sampling of simulation data, the multiplatform data analysis andvisualization tool ParaView v5.10, was used.
4.1.1 3D Fish Models
The numerical models incorporated 3D Computer-Aided Design (CAD) models of fish inthe simulations. The 3D models of the fish, as well as the axis-symmetric NACA profile,were generated in CAD software SolidWorks. The first numerical model used a slightlyabstracted 3D CAD model of a trout fish constructed based on the realistic body shapeof a Brown trout (Salmo trutta). This design was adopted from the work of [69], whichfocused on the development of kinematics for robotic fish, utilizing Brown trout’s physicalcharacteristics as a reference. The secondnumericalmodel used a 3DCADmodel of aGud-geon (Gobio gobio) fish, constructed using three-dimensional representations of real fish.The 3D fish models parameters (except for trout) were provided by Dosch Design Kom-munikationsagentur GmbH (Marktheidenfeld, Germany) and were derived from images
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Table 3: Numerical setups configurations for all numerical models

Numerical model I
(Brown trout)

Numerical model II
(Gudgeon)

Numerical model III
(NACA)

Research Questions RQ2 RQ3 RQ1

Numerical Framework OpenFOAM-v2112 OpenFOAM-v2112 OpenFOAM-v2112Solver pimpleFoam simpleFoam simpleFoam
Characteristics Incompressible, unsteady,turbulence Incompressible, steady-state,turbulence Incompressible, steady-state,turbulence
Temporal discretization

Accuracy First order First order First orderTimestep 10−3 1 1
Spatial discretization

Mesh type Hybrid (Hexahedral & polyhedral) Hybrid (Hexahedral, polyhedral) Hybrid (Hexahedral, polyhedral)Max cell size 0.0125 m 0.004 m 0.0035 mMin cell size 0.001 m 0.00004 m 0.00004 mTotal number of cells 4.2 M 5.8 M 4.7 M
Turbulence model k− ε , k−ω SST,

Spalart Allmaras Spalart Allmaras Spalart Allmaras

Wall treatment Wall functions (unresolved)Calculated (resolved) Fully resolved (Calculated) Fully resolved (Calculated)
Convergence criteria

Residuals U=10−04, P=10−05 U=10−05, P=10−05 U=10−05, P=10−05

Relaxation factors U=0.7, P=0.6 U=0.7, P=0.7 U=0.7, P=0.7Total simulation time 384 CPUh 80 CPUh 76 CPUh

captured from live specimens. Modifications were made to these models to align themwith the morphometric ratios outlined in [70]. This approach ensured a more accurateand representative model for the current research objectives. Lastly, for the comparativestudy between the gudgeon fish and the NACA profile, a 2D NACA0013 airfoil profile (co-ordinates retrieved from the UIUC Airfoil Coordinates Database [71]) was revolved aroundits longitudinal axis in SolidWorks to create a 3D streamlined and rotationally symmet-ric shape. The geometric dimensions of the corresponding CAD models are provided inFig. 13.

y

z

x Dimensions:
L x W x H
15 x 1.8 x 1.8 cm

Dimensions:
L x W x H
15 x 1.95 x 5.2 cm

Dimensions:
L x W x H
36.6 x 4.9 x 7.5 cm

NACA 0013

Brown trout Gudgeon

Figure 13: Isometric view of 3Dmodels of the Rainbow trout, Gudgeon, and an axis-symmetric NACA
profile. The brown trout model has an airfoil shape mounting at the top to hinge it to the mounting
assembly.

The 3D CAD models of fish were imported into OpenFOAM as STL files which were castel-lated into the background mesh using a cfMesh utility in OpenFOAM. cfMesh is an ad-vanced tool that discretizes the computational domain into small hexahedral mesh ele-
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ments (in the free stream) and polyhedral mesh elements (close to the surface of fish)of the size specified in the dictionary. The detailed overview of mesh discretization ineach numerical model with the total number of elements in the computational domain isprovided in Tab. 3.
4.1.2 Boundary Conditions
The computational domain assigned in the numerical models varied for each setup, tai-lored to suit the specific measurement scale. However, the boundary conditions imple-mented at the domainswere largely similar. For validation, numericalmodels of theBrowntrout and the Gudgeon were developed with a mapped inlet velocity boundary condition.This conditionwas executed using a second-order polynomial expression derived from theLDA measurements recorded upstream of the fish close to the inlet of the channel. Onthe contrary, the numerical models used for the comparative study between the Gudgeonmodel and the NACA profile were set with a uniform inlet velocity condition. The surfaceof the fish and the boundary walls of the domain were assigned a non-slip velocity condi-tion (U = 0). For pressure settings in all models, a Neumann boundary condition (∇P = 0)was specified at the inlet, while a Dirichlet boundary condition (P = 0)was employed at theoutlet. The computational domain with the respective boundary condition are illustratedin Fig. 14.
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Figure 14: Computational domains of the numerical models along with the boundary conditions.
a) Computational domain representing a section of the lab flume with a brown trout model. The
highlighted region indicates the measurement area within the actual domain. b) Computational
domain of the gudgeon inside the swim tunnel.

4.1.3 Mesh Sensitivity Analysis
It is imperative to ensure that the flow fields predicted through numerical modeling areindependent of the size of the mesh grid to guarantee the integrity and accuracy of thesimulation results. The accuracy and efficiency of numerical models are influenced bythe size of discretized elements in the computational domain. Therefore, all developednumerical models were analyzed using a Grid Convergence Index (GCI) method, a stan-dardized procedure introduced by [72], to estimate and report the uncertainty betweenthe different sizes of themesh elements. For eachmodel, fivemeshes with differentmeshcell sizes (coarse to fine) were generated. As a standard practice, an evaluation metric (inthis case, the drag coefficientCd) was selected to analyze the influence of the grid size onthe estimated results. The drag coefficient was calculated using the following expression.

Cd =
2Fd

ρu2A
(9)

Where Fd is the drag force acting on the body surface area A, inside a fluid of density ρ
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flowing with a mean velocity ofU . In particular, the area of the fish or the 3D NACA0013profile was calculated by multiplying the total length by the width of the object (L ×
W ). The difference in the measured drag coefficient value was reported as the error be-tween successive meshes. Thus, the final mesh chosen for the simulations was deter-mined through the iterative convergence of relative errors between the mesh. A detailedoverview of the mesh statistics is provided in Tab. 4. Following the criteria proposed in[72], the ratio of each successive mesh size r ji was calculated to determine the apparentorder pa of the method. The r ji values were based on the largest mesh size within thecomputational domain in particular close to the boundaries, as the mesh size around thefish was fully resolved.

pa =
1

ln(r ji)

∣∣∣∣ln ∣∣∣∣Ek j

E ji

∣∣∣∣+q(pa)

∣∣∣∣ (10)
where Ek j =Cdk −Cd j and E ji =Cd j −Cdi .

q(pa) = ln

[
rpa

ji − s

rpa
k j − s

]
(11)

s = 1.sgn(Ek j/E ji) (12)
The extrapolated values of the drag coefficient were calculated as:

C ji
dext

= (rpa
ji Cdi −Cd j)/(r

pa
ji −1) (13)

The approximated relative error, (e ji
a ) between each consecutive mesh was calculatedalong with the grid convergence index (GCI) using the following expressions:
e ji

a =

∣∣∣∣Cdi −Cd j

Cdi

∣∣∣∣ (14)

GCI ji
f ine =

1.25e ji
a

rpa
ji −1

(15)

4.2 Turbulence Modeling
The flow observed in the flume test section (Re=6.8x105) and the swim tunnel (Re rangesfrom Re=1.87x104 to Re=9.36x104), was completely turbulent, necessitating the use ofturbulence models to effectively simulate the evolution of the flow within the test sec-tion. The Reynolds number is based on the hydraulic diameter, dh, of the flume and swimtunnel. Rectilinear flow generated by the honeycomb structure breaks down large tur-bulent structures to the scale of the honeycombs and allows for faster dissipation of theturbulent energy and the reduction of the turbulent intensity. In the case of the swimtunnel, the turbulent intensity remained high (i.e. from 7 to 40%) due to the small dis-tance from the honeycomb to the fish model and a high overall turbulent intensity of thesystem due to moderate rectification of the flow in the propulsion system. However, theflume measurements showed relatively low turbulent intensity (i.e. 3.5 to 4.5 %) in thetest section. The reduced turbulent intensity in the flume is the result of using a secondaryhoneycomb structure along with a grid that could not be applied in the swim tunnel dueto spatial constraints.
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Table 4: Mesh sensitivity analysis conducted for the numerical models with GCI method

Parameters Grid Convergence Index (GCI) Method

Brown trout model Gudgeon model NACA model

N1, N2, N3, N4, N5 47 K, 107 K, 700 K, 4.2 M, 5.5 M 172 K,0.65 M, 1.0 M, 5.8 M, 7.9 M 50 K,1.2 M, 2.4 M, 4.7 M, 6.6 M
y+1 , y+2 , y+3 , y+4 , y+5 3.9, 2.7, 1.4, 0.7, 0.5 4.0, 0.40, 0.46, 0.65, 0.09 2.7, 2.12, 1.08, 0.15, 0.55
Cd1 ,Cd2 ,Cd3 ,Cd4 ,Cd5 0.0417, 0.0367, 0.0320, 0.0282, 0.0285 0.07087, 0.07431, 0.06947, 0.06389, 0.06354 0.03132, 0.03065, 0.03151, 0.03204, 0.03175
pavg 1.49 3.632 2.354
C21

dext
,C32

dext
,C43

dext
,C54

dext
0.0467, 0.0414, 0.0358, 0.1116 0.07546, 0.05011, 0.05831, 0.06319 0.03231, 0.03323, 0.03572, 0.03002

e21
a , e32

a , e43
a , e54

a 11.99%, 12.80%, 11.87%, 1.06% 4.63%, 6.96%, 8.73%, 0.55% 2.11%, 2.79%, 1.67%, 0.89%
GCI21

coarse 14.98% 1.92% 3.96%
GCI32 16.00% 34.83% 10.50%
GCI43 14.84% 10.91% 16.67%
GCI54

f ine 5.30% 0.68% 7.86%
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A suitable turbulence modeling approach is necessary to account for the turbulencecharacteristics in the numerical setup. To achieve this, three primary methods can beused to simulate turbulent flow in the test section: DNS, LES, and RANS. Direct Numeri-cal Simulation (DNS) is the most accurate method for resolving turbulence. It solves theNavier-Stokes equation directly, encompassing the entire spectrum of turbulence, fromthe smallest eddies of Kolmogorov scales to the largest eddies of integral length scales.DNS resolves the spatial and temporal scales of the turbulence and is therefore com-putationally expensive even at low Reynolds numbers. This is why it is widely used forfundamental research on turbulence rather than as a general-purpose design tool. How-ever, large-eddy simulation (LES) is a hybrid approach that resolves only large-scale tur-bulent structures while modeling the effects of smaller unresolved scales. It employs aspatial filter on the governing equations, allowing it to resolve significant turbulent fea-tures. The resolved scales are directly solved, whereas the unresolved filtered scales aremodeled using subgrid-scale (SGS) models. The accuracy and efficiency of the LES sim-ulations are heavily dependent on the choice of subgrid-scale (SGS) models, which aredeveloped based on various assumptions and approaches. A simple and computationallyaffordable approach is Reynolds-averaged Navier-Stokes (RANS) modeling, which focuseson estimating the time-averaged flow fields. The RANS governing equations numericallysolve themeanflow, representing turbulence propertieswith an additional term knownasReynolds stresses, which aremodeled using turbulencemodels. These turbulencemodelsprovide closure to the RANS equations by expressing Reynolds stresses in terms of meanflow properties.
This study focuses on providing a cost-effective benchmarking case using RANS whichare commonly used as substitutes as they are fast, i.e. providing a time-averaged solution,and are computationally moderate. Although the lateral line system of fish is highly sen-sitive to instantaneous flow fields, it is assumed that the spatial distribution of the flowfrom the fish bodies can be evaluated based on time-averaged values.

4.2.1 Reynolds Averaged Navier Stokes Equations
The Reynolds Averaged Navier Stokes Equations (RANS) are time-averaged equations offluid moving through the domain. According to Reynolds’ decomposition, the instanta-neous quantity of the velocity is represented as the sum of the time-averaged and in-stantaneous fluctuation quantities. RANS simulations allow for a sufficient representationof the physical flow conditions in many applications in science and engineering and arewidely employed in academics and industry. However, the systemof RANSequations is notclosed due to unknown variables, and thus a huge amount of closure models, also knownas turbulence models, are developed over time within the framework of RANS. These clo-sure models are non-universal and have semi-empirical characters, including submodelswith constants. Most of these turbulencemodels are based on the Boussinesq hypothesis,which takes the assumption that Reynolds stresses are proportional to mean deformationrates [73]. Using Reynolds decomposition, the Navier-Stokes momentum equation is writ-ten as:

ρ
∂ui

∂ t
+ρ

∂

∂x j
(uiu j) =− ∂ p

∂xi
+

∂

∂x j

(
2µSi j −ρui′u j ′

) (16)
where u is velocity, t is time, p is pressure, µ is the dynamic viscosity, Si j is the meanstrain rate tensor, u′ is the fluctuating velocity component and ui′u j ′ are themean velocitygradients. The Boussinesq approach fundamentally relates the Reynolds stresses to the
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mean velocity gradients, which are expressed as:

−ρui′u j ′ = µt

(
∂ui

∂x j
+

∂u j

∂xi

)
− 2

3

(
ρk+µt

∂uk

∂xk

)
δi j (17)

where δi j is the Kronecker delta with orthogonal coordinate indices i and j. An advantageof modeling Reynolds stresses with the Boussinesq hypothesis is the decrease in compu-tational cost associated with the use of turbulent viscosity µt . The Boussinesq hypothesisfundamentally assumes µt to be a scalar quantity. Among the different RANS turbulencemodels, the ones most frequently used include the standard k−ε , k−ω SST, and Spalart-
Allmarasmodels, each known for their suitability in different applications.
4.2.2 Standard k− ε Model

The standard k − ε model is one of the most widely used in RANS simulations. It is atwo-equation model that solves the turbulent kinetic energy k and turbulent dissipation
ε , which approximates the turbulence in the averaged flow field calculated by the RANSapproach [74]. The k−ε model is known to perform well in free shear flows, where pres-sure gradients tend to be small [75, 76]. Currently, there are multiple extensions of thestandard model available, including the realizable k− ε model and the re-normalizationgroup (RNG) k − ε model [77] etc. The difference between the standard model and itsextensions is the capability of modeling the specific flow conditions, e.g. rotating flowsand flow anisotropy, with enhanced accuracy. The standard k− ε model is effective forhigh Reynolds numbers and fully turbulent flows.
4.2.3 k−ω SST Model

The issues related to the k− ε model were resolved by introducing a hybrid turbulencemodel k−ω SST model. It is a two-equation model that combines the advantages of the
k −ω model [78] i.e. better performance in transitional flows and flows with adversepressure gradients and the k − ε model. The k − ω SST model is well suited for wall-bounded and unbounded flows [79], where the transport of shear stress is included inthe turbulent viscosity to improve the prediction of flow separation on smooth surfaceswith adverse pressure gradients. A turbulent prediction limiter was added by [80] to avoidoverprediction of turbulent kinetic energy in stagnation regions without influencing shearlayers. Due to the importance of the near-body flow fields around fish, this model wastaken into account, as it incorporates a blended function that determines the positionand activates the required turbulence model. The value of the blended function goes tozero far from the wall, applying k−ε , and remains unity within the boundary layer where
k−ω is used. In this study, the model was executed with the default values of the modelconstants presented in [80].
4.2.4 Spalart-Allmaras Model

The Spalart-Allmaras model is a single equation approach that implements linear eddyviscosity. The model was first introduced by [81] and developed for modeling airfoils withadverse pressure gradients, which are geometrically similar to 2D fish-shaped bodies. Thismodel in particular lacks the turbulence kinetic energy and therefore while estimating theReynolds stresses the last term in Eq. 17 is ignored and the kinematic eddy viscosity iscalculated through the use of closure functions [82].
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4.3 Boundary Layer and Near-Wall Treatment
The flow in all numerical simulations was fully turbulent and strongly influenced by thepresence of the fish body. Closer to the surface of the fish, the fluid’s viscosity is con-sidered to satisfy the no-slip wall condition, which takes care of the velocity transitionfrom a finite value close to the surface to zero directly at the surface of the fish. At a highReynolds number, this transition occurs in a thin layer called the boundary layer (BL). Ingeneral, the flow can be classified into the bulk flow region, where viscous effects giverise to dissipation, and the boundary layer region, where the viscosity should be handledcarefully to truly represent the velocity gradients.The flow inside the boundary layer region can either be modelled or resolved depend-ing on the significance of the problem. In the case of modelling, the mesh grid aroundthe surface of the fish is coarse enough that the first mesh node lies in the log-law or afully turbulent region (preferably 30 < y+ < 300). This is accompanied by the applica-tion of wall functions, which are empirical formulations to satisfy the physics of flow inthe near-wall region. An advantage of using the wall function is that it does not requirean abundant mesh near the surface of the fish. However, to resolve the boundary layer,modified turbulencemodels are used to allow the viscosity-affected region to be resolvedwith fine mesh on the surface of the fish, including the viscous sublayer, which requires avery fine mesh resolution (e.g. y+ < 1).

y+ =
yuτ

µ
(18)

Where y is the absolute distance from the wall, µτ is the frictional velocity and µ is thedynamic viscosity. Considering the universal law of the wall the distribution of velocityin the inner layer (i.e. boundary layer region) and the outer layer (i.e. bulk flow region)is illustrated in Fig. 15. The initial numerical models developed to evaluate the RANS tur-bulence model performance employed both the modelled and resolved boundary layerapproaches. Based on the findings from the initial models the latter models were devel-oped using the resolved approach only.
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Figure 15: Velocity distribution in the turbulent boundary layer across different regions near the wall.
(adapted from [83])
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4.4 Validation of Numerical Model
The numerical models developed in this study were simultaneously validated with theexperimental data (from section 3.2) to ensure the reliability of the model. For valida-tion, it was important to achieve similar flow conditions in the computational domainas observed in the experimental measurements. Therefore, the time-averaged velocitymeasured in the YZ plane upstream of the fish for both brown trout and gudgeon nearthe honeycomb structure was mapped into the numerical model as an inlet boundarycondition. The measured velocity was converted into a second-order polynomial derivedfrom the linear regression of the velocity values at the measured locations. Although theexperimental measurements encompassed the turbulence properties of the flow such asthe turbulence intensities (T I), they could not be mapped in OpenFOAM due to the limi-tations of the single-equation turbulence model, i.e. Spalart Allmaras.It is known that turbulence dissipates rapidly in RANS models and that a negligible ef-fect on the fish is expected. Therefore, the estimated time-averaged velocity in the mid-dorsal ventral plane of the fish was validated with the experimentally recorded data. Thevalidations were carried out on a 1:1 scale by plotting linear contour plots for the numer-ical and experimental velocity values. For the brown trout model, the validation of theestimated numerical velocity with the experimental data was selected as an assessmenttool to evaluate the performance of the RANS turbulence models (see Fig. 20). However,for the gudgeon model, the estimated velocity was validated with experimental data toensure the model’s accuracy, which is later used to investigate pressure, boundary layerthickness, and shear stresses at the surface of the fish model.
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Figure 16: Absolute velocity difference between the estimated numerical velocity and the LDA
recorded velocity around the Brown trout fish model with Spalart Allmaras (SA) model at the mean
velocityUmean= 0.55 m/s (Publication I).

The gudgeon fish model encountered major challenges during the validation process.The large curvature of the guide vanes before the honeycomb mesh structure resultedin a non-homogeneous flow with high turbulence levels inside the test section. The highlevels of turbulence led to notable fluctuations in mean velocity measurements. Giventhese issues, validation of only the near-body velocity fields around the gudgeon fish wasperformed with experimental data, selectively excluding the upstream and downstreamregions. Furthermore, at certain locations, the optical access of the LDA also deterioratedas a result of scratches on the walls of the acrylic swimming tunnel.At these specific point locations, the measurement data was withdrawn. These loca-tionswere identified (see Fig. 18) by plotting a Bland-Altmannplot [84] between the exper-imentally recorded velocity measurements and the simulated velocity estimates. Probelocations located within the gray-hashed area were considered outliers, as they exhib-ited the maximum difference between recorded and simulated velocity measurementsand consequently were excluded from the analysis to maintain data integrity (PublicationIII). This approach ensured a more accurate validation of the model under the constraints
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Figure 17: Absolute velocity difference between the estimated numerical velocity and the LDA
recorded velocity around the gudgeon fish model with at the mean velocity Umean= 0.25 m/s and
Umean= 0.55 m/s at mid-dorsal-ventral plane (Publication III).

imposed by the experimental setup.
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5 Results and Discussions
The chapter begins with a discussion of each research question followed by a critical dis-cussion of the implications of the research findings on fish conservation. It offers a de-tailed understanding of the importance of body geometry in self-induced flow fields andits relationship with the sensory array of mechanoreceptors. Each section of the chaptercorresponds to one of the research questions.
5.1 Significance of Fish Body Shape
RQ1. How significant is the fish’s body shape and what is its influence on the surrounding
flow fields?Our investigations provide clear evidence that the 3D fish’s complex body shape gener-ates specific flow fields. The comparative study of velocity fields between a 3D NACA0013profile and a gudgeon fish revealed only minor differences in boundary layer thickness(Publication V). Whereas, the pressure fields showed significant variations. Both the gud-geon and the NACA0013 profile exhibited high-pressure gradients in the head region andrelatively low-pressure gradients along the body. However, a detailed analysis revealedthat the fish’s distinct body shape suppresses secondary gradients (Publication III) in thenormalized pressure coefficient (Cp) around the head region (see Fig. 19). Previous stud-ies calculated 2D velocity and normalized pressure coefficient around a NACA0013 profileand a simplified fish shape using low-order mathematical models [42, 43], revealing onlymarginal differences between the two. In contrast, our 3D model, incorporating a morerealistic fish body shape, shows that the fish generates secondary fluctuations in the nor-malized pressure coefficient around the head region, specifically at 6% and 14% of thetotal body length of a gudgeon fish—a phenomenon absent in earlier studies [33, 34].Furthermore, ADV experiments conducted to measure the velocity fields upstream ofnine different physical fishmodels demonstrated that the fish’s body shape significantly in-fluences the depletion of incoming flow velocity. Though the streamlined body of the fishminimizes this depletion, variations were observed across the fish models. The longestfish body caused the highest velocity depletion, while the shortest body caused the leastdepletion (Publication II). Although velocity measurements were limited to the upstreamregion, they highlight the role of fish body shape in shaping the surrounding flow fields.The velocity depletion for each fish can be observed in Fig. 19.The significance of fish body shape is intriguing, as it influences the surrounding flowfields and, as previous studies suggest, self-induced flow fields play a crucial role in en-abling fish to perceive hydrodynamic stimuli [32]. Fish species have evolved their distinctbody shapes relative to their specific environments and ecological niches. Numerical stud-ies on 2D fish-like bodies have demonstrated that variations in body shape lead to changesin the surrounding velocity and pressure fields [42, 43]. However, modeling the flowfields around the complex 3D shapes of fish posed significant challenges, such as laboriousmeshing and high computational demands. To address these challenges, previous studiesinvestigating fish-flow interactions often relied on fish analogies or over-simplified bodyshapes [33, 34] to reduce computational costs. Nevertheless, the use of over-simplifiedbody shapes may compromise the accuracy and reliability of research findings.
5.2 RANS Turbulence Model
RQ2. Do the Reynolds Averaged Navier Stokes (RANS) turbulence models provide a good
estimate of near-body flow fields around a fish-shaped body?Within the scope of this work, three different RANS turbulencemodels were employed on
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Secondary Peak

Figure 19: Left: Normalised pressure coefficient (Cp) comparison between a bottom-oriented Gud-
geon fish and NACA0013 axis-symmetric profile at the mid-dorsal ventral plane. Right: Flow velocity
reduction upstream of the fish for eight different fish species representing the lowest distortion for
the smallest and highest distortion for the longest fish (adapted from Publication II).

a brown trout fish model to evaluate their performance in estimating the average veloc-ity fields (Publication I). All turbulence models performed well in simulating the physicalmodels of fish with minor differences. The standard model k−ε failed to estimate the ve-locity around the head regionwith adverse pressure gradients. Whereas the k−ω SST and
Spalart Allmaras (SA) model performed nearly equally in the head region. Similar trendswere observed along the body of the fish. The tail region is an important region wherethe flow becomes more turbulent. In this region, the SA model estimated the velocityfield with the highest overall accuracy, both near the surface of the fish and away fromthe free stream. Furthermore, the resolved near-wall regions in all turbulence modelsprovided better results than the non-resolved models. Hence, the resolved RANS turbu-lence models offer a reliable estimate of flow fields around fish-shaped bodies. AmongRANS, the Spalart Allmaras (SA) model demonstrates comparatively better performancein predicting the flow fields.
5.3 Lateral Line Receptors and Flow Fields

RQ3. Is there a spatial concordance between the near-body flow fields and the estimated
neuromast locations on fish bodies?The distribution of lateral-line receptors along the fish body is adaptively evolved andcould reflect the spatially distributed flow fields. The findings of this study revealed thatthe approximate positioning of the neuromasts does reflect the spatially distributed shearstresses along the body of the fish. The anterior 20% body length of the fish containedabove 47% of the total number of superficial neuromasts, and within this region, the co-efficient of skin friction also showed notable gradients as shown in Fig. 21 (Publication III).The validated numerical model of the gudgeon fish was mapped with the approximatepositioning of the neuromasts (as described in [85]) and the boundary layer thickness,pressure, and shear stresses were correlated to the known positioning of neuromasts(Publication III). The boundary layer thickness calculated around the surface of a gudgeonfish showed that, regardless of the flow rate, the anterior head region exhibits a thinnerboundary layer thickness while it increases along the body length and reaches maximumthickness in the tail region. Moreover, the anterior part of the fish experiences a laminar
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Figure 20: Absolute velocity difference between the LDAmeasured and simulated velocity for various
turbulence models enacted in this study (adapted from Publication I).

boundary layer, whereas in the tail region, it becomes more turbulent. With increasingReynolds numbers, the thickness of the boundary layer started to decrease (see Fig. 22).The decrease in the thickness of the boundary layer at higher speeds was obvious whichmight limit the perception of hydrodynamic stimuli during fast manoeuvres and sprints,such as during predator-prey interactions. As is known, the canal neuromasts are embed-ded in the upper dermal layer and superficial neuromasts are suspended in the flow, bothreside within the boundary layer. From the literature, it is evident that the anterior 20%of the fish body length contains a higher concentration of neuromasts [35]. However, thepositioning and number of neuromasts on the surface of fish vary across species. Due tothe uncertain precise placement of neuromasts, it was difficult to establish a correlationwith the spatially distributed flow fields at specific body locations in earlier studies.
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Figure 21: Dimensionless shear stress along the body of the gudgeon (right vertical axis) in relation
to the distribution of neuromasts (left vertical axis) expressed as the percentage of canal neuromasts
(CN) and superficial neuromasts (SN). The percentages were calculated based on biological obser-
vations from [85] (Adapted from Publication III).

5.4 Implication for Fish Conservation and Fish Passage
The results of this research offer valuable information on the fluid-body interactions thatfish experience in turbulent regimes, commonly encountered in river ecosystems. Vali-dated CFD models simulated the flow fields around the physical models of the fish, pro-viding hydrodynamic signatures of pressure, velocity, and shear stresses at the surface ofthe fish. These hydrodynamic signatures assist the fish in the classification of flows in fishpassages, ultimately contributing to the selection of the hydrodynamic preference [86].The successful migration of fish, both upstream and downstream, hinges on the fish’sability to grapple with these structures, which is greatly influenced by the hydraulic con-ditions inside them. Therefore, assessing how fish perceive hydraulic conditions such asvelocity, pressure, and turbulence intensity in their immediate surroundings was essen-tial. Recognizing and classifying the different hydrodynamic signatures surrounding fishhave the potential to understand their behavior and promote the development of morefish-friendly infrastructure. The findings of this study suggest that the body morphologyof fish plays a crucial role in their hydrodynamic sensing. Larger fish, such as chub, createmore significant flow depletion (Publication II), resulting in an expanded hydrodynamicimage around them and possibly enhancing their sensing range. Secondly, the flow fieldsaround a fish body correlate with the approximate positioning of neuromasts (PublicationIII). Understanding how fish perceive the hydrodynamic signatures can also be used toevaluate flow fields that attract or repel fish [87], linking hydrodynamics with fish behav-ior [88]. The knowledge of these hydrodynamic signatures can then be incorporated intothe design and improvement of fish guidance systems and river restoration efforts.
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Figure 22: Boundary layer thickness along the body length of a Gudgeon at 0.25, 0.55, 0.85 and 1.25
m/s at the mid-dorsal ventral plane (adapted from Publication III).
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6 Conclusions and Outlook
This work was motivated by emerging research in the field of fish hydrodynamic sensing.The literature study showed that during undulatory motion, the fish establish a surround-ing flow field around their body depending on flow velocity and their body shape [32].However, to date, there is no information on the contribution of three-dimensional com-plex fish body shapes to the surrounding flowfields. These flowfields act as hydrodynamicstimuli for the sensory neuromasts of the lateral line system [49]. The fluid-structure in-teraction and the boundary layer produced by viscous effects serve as a mechanical filterfor superficial neuromasts [89] attenuating the stimuli signal. The characteristics of theboundary layer and the flow fields resulting from the fluid-body interaction around differ-ent fish models were thus explored to understand the contribution of fish body morphol-ogy to the fish’s hydrodynamic sensing. We investigated the flowfields around fishmodelsthrough experiments and numerical modelling. The numerical models were first validatedwith experimental data and then used to investigate the 2D and 3D distributions of thevelocity field, the boundary layer thickness, the shear stresses, and the pressure fields.The main contributions of this work are the incorporation of realistic fish models and theopen access to numerical and experimental data for future research. The careful analysisbrought us to the following conclusions concerning each research question.

RQ 1. The complex 3D fish body shape produces flow field gradients in its surroundingsthat are greatly influenced by the fish body shape (Publication II). Incoming flow distortionbecomes more pronounced as the body length of the fish increases, and, on the contrary,a decrease in body length results in a milder flow distortion. The velocity distributionsaround a three-dimensional fish-shaped body and the commonly used analogy (i.e. 3Daxisymmetric NACA0013) exhibit similarities (Publication V), although there is a disparityin the normalized pressure coefficient (Cp) between the two configurations (see Fig. 19).These findings address the potential research gap (RG3) evident in fish hydrodynamic in-vestigations, particularly regarding the utilization of simplified geometries in simulatingflow fields similar to those of fish.
RQ 2. Reynolds-averaged Navier-Stokes (RANS) turbulence models provided a goodestimate of the flow fields around fish-shaped bodies. The benchmark study conductedto analyze the performance of the turbulencemodel showed that among RANS the SpalartAllmaras turbulence model simulated the best overall estimate of streamwise and lateralvelocity, especially in critical regions such as in the tail or wake where the boundary layerbecomes more turbulent (Publication I). Furthermore, the resolved boundary layer casewith low Reynolds wall functions provided better velocity fields close to the surface ofthe fish compared to the measured data. Therefore, the Spalart-Allmaras (SA) turbulencemodel with a resolved boundary layer is recommended for studies employing RANS turbu-lence models in fish-flow interactions. These imperative findings address RG2, highlight-ing the lack of Computational Fluid Dynamics (CFD) studies around fish-shaped bodies.It also shows that RANS can provide sufficient insight into the fish-fluid interactions of astationary fish to explore the spatially distributed flow fields, and there is no need for theuse of higher resolved and therefore more costly methods such as LES or DNS.
RQ 3. The spatial distribution of the flow fields around the fish bodies was found tobe correlated with the positioning of the sensory units on the lateral line. In this work,the velocity, pressure, boundary layer thickness, and shear stresses around the surfaceof a steady gudgeon fish model were calculated using CFD. The approximate positions ofthe sensory units of the lateral line, CN, and SN were overlayed from [85] on the surfaceof the simulated model to identify the potential regions of interest. Our observationsshowed that the flow fields exhibit significant gradients in the regions where the density
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of the neuromast was high (Publication III). These findings are consistent with the pre-vious study by [35] that focused on the density distribution of neuromasts along a bodyof rainbow trout fish that showed that normalized pressure gradients were high in theregions of maximum density of CNs. In our observations, the normalized pressure dis-tribution around the gudgeon also showed secondary gradients resulting from the pro-tuberant pockets around the fish eye. These secondary gradients can play an importantrole in detecting minute changes in surrounding water fluctuations at relatively lower fre-quencies (< 25Hz). The boundary layer thickness (δ ) in the anterior region was found tobe thin compared to the rest of the body, possibly exposing the SN to the fully developedflow outside the boundary layer at all Reynolds numbers. The boundary layer around thesurface of the fish plays an imperative role in determining the signal [89] received by thesuperficial neuromasts. These findings address the research gap (RG4) on the physicalrelationship between spatially distributed flow fields and lateral line sensing units.The experimental and numerical data presented in this study are openly accessible atthe below links, allowing unrestricted access and utilization by the wider research com-munity to accelerate and address the issues related to fish hydrodynamic sensing moreeffectively. The availability of experimental data addresses the RG1 related to the lack ofmetadata for the validation of computational fluid dynamics (CFD)modelling of ecologicalflows.
Supplementary Data:

• Brown trout data: https://doi.org/10.24352/UB.OVGU-2022-001
• Gudgeon data: https://doi.org/10.5281/zenodo.8142218

6.1 Limitations of this Work
The current study incorporated both experimental and numerical models, each of whichpresented distinct limitations. Despite Laser Doppler Anemometry (LDA) demonstratedgreater accuracy compared toAcoustic Doppler Velocimetry (ADV)measurements, it faceda substantial decline in the signal-to-noise ratio (SNR) near the walls and the fish’s surfacewithin the confined testing space of the swim tunnel. Repetitive measurements showedlimited efficacy in improving the SNR. Similar issues were observed by [33, 34] while em-ploying the PIV to a 2D fish body shape where the PIV was unable to measure the velocityclose to the body surface. These issues can be resolved using an intrusive technique, i.e.hot film/wire anemometer, which performs well in measuring flow in the boundary layersnear the walls [90].The swim tunnel used in the LDA experiments exhibited high turbulence intensities atupstream and downstream locations within the test sections. Although collective effortswere made to reduce it, such as redesigning the honeycomb structure and closing all airoutlets, the high turbulence intensities could not be avoided. This is due to the smaller sizeof the swim tunnel in which the flow does not get enough space to become homogeneousbefore and rectilinear after the honeycomb structure. With the use of larger swim tunnelsand additional honeycomb structures, the turbulence levels may be reduced.Lastly, as a preliminary study, it does not incorporate the swimming kinematics of fishinto the physical models in both the experiments and the numerical analysis. To date, fishkinematic models have been used in CFD to study the hydrodynamics of a swimming fish[91]. The validated numerical models developed in our study can be refined to incorporatedetailed body kinematics, allowing for a comprehensive exploration of flow fields duringundulatory fish locomotion.
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6.2 Future Outlook
Future studies on fish flow interactions investigating fish’s hydrodynamic sensing aim tointegrate undulatory motion in physical experiments, through the utilization of a roboticfish such as the one shown in Fig. 23 with optimization of swimming modes. Meanwhile,numericalmodels employ dynamicmeshing techniques that represent the true swimmingkinematics of fish. Thesemodels can be validated using experimental data and can be em-ployed for further investigation of hydrodynamic sensing both in spatial and temporal res-olution. Furthermore, the role of turbulence as a significant factor in fish environmentalsensing presents a compelling aspect. Therefore, examining the effects of various turbu-lence scales on the fish’s surface while swimming will provide valuable insights into howinstantaneous flow fields relate to the lateral line sensory units.

(b)

Figure 23: Robotic fish designed and used in the experiments for optimizing swimming modes
(Adapted from [92])
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A B S T R A C T

Computational fluid dynamics (CFD) provides a powerful numerical tool to simulate and study many of the 
complex fluid-body interactions experienced by freshwater fish. However, major gaps remain in the application 
of CFD to study the fluid-body interactions of fish, including the absence of an openly available reference body 
geometry, the lack of a detailed study on suitable numerical methods and a deficit of available velocity labo-
ratory measurements for model calibration and validation. To address these gaps, we provide a set of numerical 
models based on the open-source CFD toolkit OpenFOAM. The contributions of this work are two-fold: First, to 
provide a validated openly available numerical setup using a realistic fish model geometry including laboratory 
velocity measurements. Second, to determine the best-performing turbulence models and near-wall treatments 
using Reynolds-Averaged Navier-Stokes (RANS) numerical simulations. Finally, we conclude with a critical 
evaluation of the effects and trade-offs of resolving or modelling the boundary layer (BL) in numerical studies of 
fish-shaped bodies.   

1. Introduction 

Freshwater ecosystems host one-third of all vertebrate species, and 
are experiencing a prolonged and rapid decline (Reid et al., 2019). The 
negatively compounding impacts of climatic and anthropogenic change 
are reducing freshwater vertebrate populations at more than twice the 
rate of terrestrial or marine populations (Tickner et al., 2020). To 
mitigate these negative impacts, advanced integrated modelling ap-
proaches are needed. Such methods have shown promising preliminary 
results when exploring physical hydrological processes and their 
ecological and socioeconomic interactions (Li et al., 2021). Currently, 
large-scale physical river processes can be simulated due to advances in 
computational power, improved algorithms and the rapid growth of 
high-quality remote sensing data to calibrate and validate numerical 
simulations (Monegaglia et al., 2018; Vanzo et al., 2021). However, 
riverine fish habitats naturally encompass a broad spectrum of physical 
flow conditions (Belletti et al., 2017). Furthermore, the sensory ecology 
of freshwater fish remains at a nascent stage, where major gaps persist in 
our knowledge of the hydrodynamic stimuli present in natural flows 

(Mogdans, 2019). This is expressed as a persistent lack of established 
thresholds for abiotic autecological parameters associated with lotic fish 
habitats, including the flow velocity and water depth (Smialek et al., 
2019). Methods to simulate fish-flow interactions under realistic con-
ditions are therefore urgently needed to study, understand, predict and 
support sustainable freshwater fish populations. 

Fish sense the surrounding flow field with their highly specialized 
lateral line sensory system (Dijkgraaf, 1963). This “touch at a distance” 
sensing modality allows fish to perceive minute changes in the pressure, 
velocity and acceleration fields (van Netten and McHenry, 2014). It 
allows them to orient themselves into the flow, gain information about 
their spatial environment and plays vital roles in feeding, spawning, 
migration and predator avoidance (Mogdans, 2019). Measurements and 
simulations of fish-flow interaction have been used to predict physical 
habitats (García-Vega et al., 2021) and have the potential to update and 
improve large-scale fish community distribution models (Cyterski et al., 
2020). A fish’s highly streamlined body shape provides minimal resis-
tance while swimming (Lucas et al., 2020) and efficiently modulates the 
detection of hydrodynamic stimuli in the underwater environment 
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(Oteiza et al., 2017). This makes the study of fish-flow interactions a 
topic of increased interest beyond applied sensory ecology. Indeed, 
recent technological advances in miniature underwater sensing now 
include artificial lateral lines (Kottapalli et al., 2014), which can be used 
for field measurements in rivers and fish passage structures (Tuhtan 
et al., 2016) as well as in underwater robotics (Liu et al., 2020). 

Previous works have shown that fish-flow interactions can be eval-
uated using computational fluid dynamics (CFD), focusing predomi-
nantly on fish swimming kinematics, thrust, drag and the development 
of complex vortex structures in the wake region (Adkins and Yan, 2006; 
Macia et al., 2020; Owsianowski and Kesel, 2008). Considering fish 
sensing, a limited number of studies have investigated the velocity and 
pressure fields around fish-shaped bodies. A notable contribution to fish 
sensing using CFD was the pioneering work of Windsor et al. (2010), 
which applied CFD to study the sensing range of blind Mexican cave fish, 
estimated as 0.2 fish body lengths. This was done by correlating obser-
vations of live fish swimming behavior to the flow field experienced by a 
CFD simulation of a revolved NACA 0013 profile. A comparison of two- 
dimensional (2D) and three-dimensional (3D) body geometries by Rapo 
et al. (2009) showed that 2D CFD simulations were not capable of 
accurately representing the perturbing effects of the fish-shaped body 
from a dipole stimulus. This study simulated a flat plate, and highlighted 
the importance of the numerical treatment used in the boundary layer, 

and its impacts on the simulation results of the near-body velocities and 
strain rates. Herzog et al. (2017) carried out CFD simulations of the flow 
velocity and pressure fields from a small vibrating sphere interacting 
with a high-definition 3D scan of the cephalic lateral line from a com-
mon carp, (Leuciscus idus). The authors of this study recommended that 
future studies resolve the boundary layer to ensure realistic simulations 
of the low velocities common to the near-body flow field. 

Despite the existing studies using CFD for fish sensing research, 
substantial gaps remain for the generalized investigation of the fluid- 
body interactions fish experience outside of the laboratory. Specif-
ically, the absence of an openly available reference numerical model 
hinders the cross-comparison of numerical studies on fish sensing. This 
impedes urgently needed improvements to the attraction flows used in 
fish migration structures (Schütz et al., 2021), which can be investigated 
with large-scale CFD simulations (Gisen et al., 2017). The significant 
contribution of this work is the open CFD benchmark study it provides. 
Future researchers can either make direct use of the model itself, or base 
new CFD simulations on the best practices established in this work to 
improve our capacity to represent, understand and predict the flow- 
body interactions experienced by freshwater fish species. 

A critical evaluation of suitable turbulence models and associated 
boundary layer treatments also remains absent from existing numerical 
studies of fish-flow interactions, and must be evaluated to ensure robust 
and repeatable CFD simulation results. This work is the first to assess the 
effects of boundary layer and turbulence modelling on the stream-wise 
and lateral velocity components around a fish-shaped body using the 
Reynolds-averaged Navier-Stokes (RANS) approach. Furthermore, we 
provide a critical comparison of three different RANS turbulence models 
as well as modelled and resolved boundary layers. All numerical simu-
lations were carried out on a static fish-shaped body in a rectangular 
flume, similar to the gliding phase of a freely swimming fish. Planar 
velocity measurements using a Laser Doppler Anemometer (LDA) were 
obtained with a physical model situated in a open channel laboratory 
flume. The LDA measurements were used for numerical model calibra-
tion and compared for each turbulence model, considering either 
modelled or resolved boundary layers. 

2. Experimental setup 

The laboratory setup was designed for 2D LDA measurements of the 
flow field around a rigid 3D printed model of a brown trout swimming 
during the gliding phase of a swimming gait cycle. A summary of the 
physical model setup and equipment is provided in Table 1. The fish- 
shaped body geometry is based on the brown trout, (Salmo trutta), a 

Table 1. 
Dimensions and specifications of the equipment used during physical experi-
ments, including the fish-shaped body, laboratory flume and laser Doppler 
anemometer.  

Dimensions of the fish-shaped body (length x 
width x height) 

366.5 × 49.2 × 75.5 mm 

Specifications of the laboratory flume  
Dimensions (length(x) x width(y)) 10.0 × 1.2 m 
Water level 0.68 m 
Mean velocity 0.5382 m/s ± 0.0116 m/s 
Mean turbulence intensity 3.1646% ± 0.1798% 
Reynolds number 680,000 
Froude number 0.21 
Specifications of the laser Doppler anemometer  
Model Dantec Flow Explorer DPSS 

300 2D 
Laser type Continuous laser 
Wavelength Horizontal laser: 532 nm  

Vertical laser: 561 nm 
Nominal measurement distance 485 mm with a 500 mm front 

lens 
Measuring volume (length(x) x width(y) x height(z)) 0.14 × 0.14 × 2.30mm 
Software BSA Flow Software  

Fig. 1. Overview of the numerical and the experimental domains; (Left) fish-shaped body, spatial distribution of measurement points around the physical model and 
at the upstream boundary of the CFD model. (Right) Inlet velocity and turbulence distributions at inlet patch (red rectangle in the left panel) measured with LDA and 
later applied as a mapped inlet condition in the numerical model. (For interpretation of the references to colour in this figure legend, the reader is referred to the web 
version of this article.) 
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common freshwater rheophile fish species. A detailed overview of the 
body geometry is provided in a separate work on the development of a 
bio-inspired robotic fish (Abbaszadeh et al., 2021) which has an iden-
tical geometry to the fish-shaped body investigated in this work. All 
physical experiments were conducted in the open-channel laboratory 
flume at the Otto-von-Guericke University (OVGU) in Magdeburg, 
Germany. The flume is 10 m long, 1.2 m wide and the mean water depth 
for all experiments was fixed at 0.68 m. The LDA system was placed 
underneath the flume, with optical access from the bottom to a 0.6 m 
long, 0.53 m wide and 0.26 m high measurement volume. All mea-
surements were taken with a mean streamwise velocity of 0.5382 m/s, 
corresponding to a fully turbulent flow with a Reynolds number of Re =
6.8 × 105 after Eq. 1: 

Re =
ρ⋅U⋅dh

μ (1)  

where ρ is the density of water, U is the streamwise mean velocity, dh is 
the hydraulic diameter of the flume and μ the dynamic viscosity. The 
hydraulic diameter was calculated for open channel flows (Eq. 2), 
following Surek and Stempin (2017), where b is the flume width and h is 
the mean water depth: 

dh =
4⋅b⋅h

b + 2⋅h
(2) 

The Froude number was calculated as Fr = 0.21, (Eq. 3), assuming a 
gravitational constant of g=9.81 m/s2, indicating that the flow is 
subcritical, and near-surface perturbations in the flume will therefore 
propagate in the upstream direction. 

Fr =
U̅̅̅
̅̅̅̅

g⋅h
√ (3) 

The LDA velocity point measurements were carried out at 253 lo-
cations with increasing sample density in the vicinity of the body of the 
fish (Fig. 1). Measurement locations included the undisturbed section 
upstream of the fish-shaped body, as well as the wake region immedi-
ately after the tail fin. In the vicinity of the fish-shaped body the closest 
measurement probes were located at a distance of 3 mm, and at the tail 
2.5 mm from the body surface. At each location, the planar 2D velocity 
(Ux and Uy) was measured, and the turbulence intensity was calculated. 
The measurement were grouped into the head, body and tail regions of 
interest, to compare the performance of the different wall treatments 
and turbulence models. In order to ensure reproducibility over multiple 
days of measurement, a grid of 18 points in the upstream section was 
measured at the beginning of each experiment. The mean streamwise 

velocity of the laboratory flume was 0.538 m/s, resulting in a standard 
deviation of 0.0116 m/s. At each location, 2000 (Uy) to 10,000 (Ux) 
measurements were recorded over a maximum time interval of 200 s. 
The LDA data was post-processed and stored with the commercial 
software BSA Flow using a Dantec Flow Explorer DPSS 300 2D, which 
allowed for the acquisition of raw data at a single measurement location. 
The same equations applied by the commercial software were used to 
compare the results from each of the numerical simulation setups. The 
software calculates the signal quality for each measurement based on the 
signal to noise ratio (SNR), which was used to qualitatively assess all 
LDA measurements before comparison with the CFD models. The lowest 
SNR value of 70.1% was obtained for LDA points close to the surface. 
Additional information regarding the LDA velocities, turbulence in-
tensity and data validity are provided in the supplementary material, 
and the LDA measurements are included as part of this work’s open data 
repository. 

The upstream flow boundary immediately preceding the fish-shaped 
body used a mapped inlet condition and is indicated with a red outline in 
the left panel of Fig. 1. This was due to the non-symmetric velocity and 
turbulence intensity distributions within the laboratory flume, as illus-
trated in the right panels of Fig. 1. The planar LDA measurement point 
locations also served as the reference coordinates for the CFD probes, 
which retrieved the simulated model velocity at the closest cell to the 
given LDA measurement location. 

3. Numerical model 

Numerical modelling was performed using the OpenFOAM toolkit, 
an open source collection of C++ libraries and applications for contin-
uum mechanics and multi-physics simulations (Jasak and Uroić, 2020). 
OpenFOAM was chosen because it is well-established in both the aca-
demic and commercial CFD communities, and provides a freely avail-
able model setup for ongoing and future studies. An overview of the 
numerical setup established in OpenFOAM environment for current case 
study is illustrated in Table 2, stating the range and selection of pa-
rameters. For the current case study, RANS modelling was preferred due 
to the trade-off between robustness and computational efficiency, where 
the turbulence is modelled, in contrast to more advanced approaches 
which partially or fully resolve turbulence effects, such as Large-Eddy 
Simulations (LES) or Direct Numerical Simulations (DNS). 

A single-phase simulation was selected as the planar velocity mea-
surements can be assumed to be largely unaffected by perturbations 
induced by the free surface at the LDA measurement locations. This 
assumption was further validated after comparison with the LDA point 
measurements, and are presented in the results section of this work. A 
segregated, single-phase algorithm (pimpleFoam) was used to solve the 
general momentum equation for incompressible, unsteady flow. It im-
plements both the Pressure-Implicit-Split-Operator (PISO) and Semi- 
Implicit-Method-Of-Pressure Linked Equations (SIMPLE) algorithms 
for the treatment of the velocity and pressure fields. An advantage of 
using the SIMPLE algorithm is that it can be applied to simulations with 
high Courant–Friedrichs–Lewy (CFL) numbers (Deng and Tang, 2002). 
Due to the complexity of the problem, the CFL number in this study was 
set to a maximum of 20. All model setups evaluated in this work, 
required the use of an adjustable time step to preserve the CFL number 
under unsteady flow conditions. Within each time step, multiple outer 
loops of iterations were run for the pressure-momentum correction, with 
a residual tolerance of 10− 05 for pressure and 10− 04 for the velocity. 

3.1. Geometry and mesh 

The simulation domain was uniformly discretized along the x 
(streamwise), y (lateral) and z (vertical) directions. And the volume of 
domain was constrained to 1850 × 800 × 600 mm3, to reduce the 
computational cost to the greatest extent feasible (Fig. 1). The model 
domain was defined using a hybrid mesh using two separate open source 

Table 2. 
Summary of the OpenFOAM models investigated in this work.  

Numerical solver version OpenFOAM-v2012 

Solver characteristics Incompressible, transient 
Solver algorithm SIMPLE 
Temporal discretization 
Accuracy First order 
Time step 10− 03 (adjustable) 
Spatial discretization* 
Mesh type Hexahedral 
Max cell size 0.0125 m 
Min cell size 0.001 m 
Total number of cells Nfine = 4.2 M 
Turbulence models k − ε, k − ω SST, Spalart Allmaras 
Wall treatment Wall functions (unresolved) 

Calculated (resolved) 
Convergence criteria 
Residuals U = 10− 04, P = 10− 05 

Relaxation factors U = 0.7, P = 0.6 
Simulation time ≈ 384 CPUh  

* corresponding to the final mesh grid chosen after completing the grid 
sensitivity analysis. 
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meshing tools. The OpenFOAM utility blockMesh was first applied to 
generate the flume domain, with the exception of a rectangular block 
cavity which contained the fish geometry. This first mesh also encom-
passes all of the domain’s outer boundaries. The blockMesh utility allows 
for the control of the grid with a block-oriented, structured meshing 
approach using hexahedral elements, but it is generally unsuitable for 
complex geometries (Greenshields, 2021). The second mesh region 
contained the fish-shaped body geometry, and was generated with the 
open source version of cfMesh (Juretić, 2015). The body geometry was 
imported as an .stl file in a Cartesian hexahedral mesh and then recur-
sively refined into a structured mesh around fish body surface, including 
the boundary mesh layers. Three near-body mesh layers were added 
around fish body, starting from the first layer having a thickness of 1 mm 
and an expansion ratio of 1.5. An advantage of this tool is the improved 
handling of complex geometries. In a final meshing step, both meshes 
were merged and stitched together. For more complex geometries, e.g. 
more detailed shapes of real fish with fins, a tetrahedral mesh can be 
generated in the cavity and merged with the structured block oriented 
hexahedral mesh generated with blockMesh. An advantage of our 
approach is that it uses only open source mesh generation tools which 
are largely automated, making it especially suitable for future fish- 
shaped bodies with different geometries. 

3.2. Boundary conditions and initial values 

In the numerical simulations carried out in this work, all walls were 
considered with a slip boundary condition, except the fish body, which 
was assigned a no-slip boundary condition. The effects of the free surface 
were therefore neglected in this work. Accounting for the free surface 
would require computationally expensive multi-phase calculations 
without a significant change in the flow field around the fish-shaped 
body. Even a simplified but computationally efficient volume-of-fluid 
model would require the calculation of additional terms for the air 
phase, and at a finer spatial discretization of the phase interface at the 
free surface. Furthermore, the temporal discretization required to satisfy 

the condition that CFL <1 would increase substantially to ensure nu-
merical stability. Considering a trade-off between computational cost 
and the need for only near-body velocity and pressure fields, a single 
phase flow model was employed in this study. 

The inlet boundary included an outer sub-patch, which was assigned 
a uniform velocity of 0.55 m/s, as well as an inner sub-patch, which was 
mapped using the LDA measurements (Fig. 1). The mapping was made 
using a second order polynomial derived from the LDA velocity vectors 
Ux and Uy, interpolated as the inner sub-patch using the expressions- 
based boundary conditions utility in OpenFOAM-v2012. It is impor-
tant to note that Uz was not included in our study, and was considered to 

Table 3. 
Overview of the numerical model setups investigated in this work as combina-
tions of near-wall treatments and RANS turbulent models.  

Near-wall 
treatment 

RANS turbulence model 

Standardk − ε k − ω SST Spalart 
Allmaras 

Boundary Layer 
Unresolved 

BL modelled BL modelled 

– 
Wall treatment 
through 

Wall treatment 
through 

wall functions wall functions 
(30<y+<300) (30<y+<300) 

Boundary Layer 
Resolved 

BL fully resolved 
(y+<1) 

BL fully resolved 
(y+<1) 

BL fully 
resolved (y+<1)  

Fig. 2. Mesh discretization of the flume domain from coarse to fine (N1–N5), with cell sizes ranging from from 0.1 m to 0.01 m, including step-wise mesh refinement 
regions and boundary layers around the fish surface. 

Table 4. 
Calculation of discretization error for current study.  

Parameter Drag coefficient (cd) 

N1, N2, N3, N4, N5 47K, 107K, 700K, 4.2M, 5.5M 
y1
+, y2

+, y3
+, y4

+, y5
+ 3.9, 2.7, 1.4, 0.7, 0.5 

ϕ1, ϕ2, ϕ3, ϕ4, ϕ5 0.0417, 0.0367, 0.0320, 0.0282, 0.0285 
pave 1.49 
ϕext

21 , ϕext
32 , ϕext

43 , ϕext
54 0.0467, 0.0414, 0.0358, 0.1116 

ea
21, ea

32, ea
43, ea

54 11.99%, 12.80%, 11.87%, 1.06% 
GCIcoarse

21 14.98% 
GCI32 16.00% 
GCI43 14.84% 
GCIfine

54 5.30%  

Fig. 3. Evolution of drag (cd), friction drag (cf) and pressure drag (cp) co-
efficients for increasing mesh resolution and number of cells (abscissa in log-
arithmic scale). 
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be negligible. The inlet boundary was kept 0.1 m upstream of the head of 
the fish, to most closely match the mapped inner sub-patch interpolated 
from the LDA experiments. This short distance allowed for a close 
matching of the flow pattern directly upstream of the body. This choice 
was justified based on the comparison of the mapped inlet boundary 
condition with a uniform inlet condition placed 0.4 m distance to the 
fish, where it was observed that the mapped inner sub-patch resulted in 
an average reduction of the deviation in the streamwise velocity of 
7.3%. Considering pressure, a Neumann boundary condition (∇ P = 0) 
was specified at the inlet patch and a Dirichlet boundary condition (P =
0) was applied at the outlet patch. The side and bottom walls were 
specified with Neumann boundary conditions (∇ P = 0) for the pressure. 

As velocity and turbulence intensity (TI) were acquired from the LDA 
experiments, an average turbulence intensity field from the experiments 
(TI = 3.07%) was also implemented at the inlet patch implicitly by 
assigning the turbulence kinetic energy (k) and dissipation using (ε) and 
(ω), respectively. Mathematical expressions used for the calculation of 
turbulent kinetic energy (k) and dissipation rate (ε) and (ω) were 

adapted from Launder and Sharma (1974): 

k =
3
2
(U × TI)2

, ε = c
3
4
μk

3
2l− 1, ω =

̅̅̅
k

√
/

l (4)  

where, U is the velocity, cμ is the model constant with a value of 0.09 and 
l is the turbulent length scale of 0.22 h0, where h0 ≈ 0.1 m is the height of 
fish-shaped body. 

Different wall functions for k, ε, ω and μt depending upon the type of 
mesh discretization (e.g. for setups where the boundary layer was either 
resolved or unresolved) were applied as initial conditions. A detailed 
table of the numerical model setups is provided in the supplementary 
material. The roughness at the surface of the fish model and walls was 
considered to be uniform with a roughness height of 100 × 10− 06, and 
remained as the default value for all model setups evaluated in this 
study. This roughness value was chosen as it is commonly applied in CFD 
studies of hydraulically smooth surfaces (Adams et al., 2012). The 
adaptation of the surface roughness allows for a fine tuning of the flow 
separation zone. However for this study, it was not required to be 

Fig. 4. Left: Velocity measurements and numerical probes around fish body in three regions: head (red), body (green) and tail (blue). Gray points further away from 
body surface correspond to LDA measurement locations not used in the mesh sensitivity analysis. Right: Convergence of the streamwise and lateral velocity com-
ponents in the head, body and tail regions over a simulation time of 3 s. (For interpretation of the references to colour in this figure legend, the reader is referred to 
the web version of this article.) 

Fig. 5. Normalized streamwise velocity profiles at three different regions along the fish-shaped body for all turbulence models and LDA measurements. At some 
locations, the k − ω SST model overlaps the Spalart Allmaras model and is not visible. 
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adjusted as the default value was found suitable when compared to the 
LDA measurements. It is also interesting to point out that previous 
research on the roughness at the surface of trout has found that the 
presence of scales and mucus did not substantively alter the boundary 
layer (Gorb et al., 2017). 

3.3. Turbulence models 

The RANS approach used in this work allows for a sufficient repre-
sentation of the physical model flow conditions, but required further 
assessment to determine the best performing turbulence model. The 
turbulence models evaluated in this study were based on the Boussinesq 
hypothesis, in which the Reynolds stresses are proportional to the mean 
rates of deformation (Schmitt, 2007). Using Reynolds decomposition, 
the Navier-Stokes momentum equation is given as (Batchelor, 2000): 

ρ ∂ui

∂t
+ ρ ∂

∂xj

(
uiuj

)
= −

∂p
∂xi

+
∂

∂xj

(
2μSij − ρu′

iu
′

j

)
(5)  

where u is velocity, t is time, p is pressure, μ is the dynamic viscosity, Sij is 
the mean strain rate tensor, u′ is the fluctuating velocity component and 
u′

iu
′

j are the mean velocity gradients. The Boussinesq approach funda-
mentally relates the Reynolds stresses to the mean velocity gradients 
which are expressed as: 

− ρu′

iu
′

j = μt

(
∂ui

∂xj
+

∂uj

∂xi

)

−
2
3

(

ρk+ μt
∂uk

∂xk

)

δij (6)  

where δij is the Kronecker delta with orthogonal coordinate indices i and 
j. An advantage of modelling the Reynolds stresses with the Boussinesq 
hypothesis is the decrease in computational cost associated with using a 
turbulent viscosity μt. The Boussinesq hypothesis fundamentally as-
sumes μt to be a scalar quantity, and the turbulent kinetic energy (k) 
produced within the flow is then estimated as: 

k =
1
2
u′

iu
′

i (7) 

Three well-established RANS turbulence models, k − ε, k − ω SST 

Fig. 6. Contour plots of the absolute difference in streamwise velocity between LDA measurements and the standard k − ε (left), k − ω SST (center) and Spalart 
Allmaras (right) turbulence models. 
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and Spalart-Allmaras models were selected based on their general suit-
ability for the case study. They were compared with the experimental 
LDA measurements to determine the best-performing model for flow 
around fish-shaped bodies. A summary of the turbulence models and 
near-wall treatments investigated in this work is provided in Table 3. 

3.3.1. Standard k − ε model 
The standard k − ε model is one of the most widely used for RANS 

simulations. It is a two-equation model which solves the turbulent ki-
netic energy k and turbulent dissipation ε, approximating turbulence in 
the averaged flow field as calculated by the RANS approach (Jones and 
Launder, 1972). The k − ε model is known to perform well far from 
surfaces, where pressure gradients tend to be small (Bardina et al., 1997; 
Launder and Sharma, 1974) and thus its performance was not antici-
pated to be the best considering the near-body flows of interest in this 
study. There are multiple extensions of the standard model available, 
including the realizable k − ε model and Re-Normalisation Group (RNG) 
k − ε model (Yakhot and Orszag, 1992). Differences between the stan-
dard model and its extensions concern the calculation of model con-
stants for the turbulent viscosity (μt) and the inclusion of different scales 
of motion. This results in improved predictions of jet spreading rates, a 
stronger capacity to capture the mean flow around structures, and for 
complex flows including rotation and boundary layers under high 
adverse pressure. 

3.3.2. k − ω SST model 
To resolve some of the issues when applying the standard k − ε 

model, the hybrid turbulence model k − ω SST model was also chosen in 
this work. It is a two-equation model which combines the advantages of 
the k − ω model (Wilcox, 1988) and k − ε model. The k − ω SST model is 
especially well-suited for wall-bounded and unbounded flows (Menter, 
1993), where the transport of shear stress is included in the turbulent 
viscosity to improve the prediction of flow separation on smooth sur-
faces with adverse pressure gradients. Menter (1994) added a turbulent 
prediction limiter to avoid over-prediction of turbulent kinetic energy in 
stagnation regions without influencing the shear layers. Due to the 
importance of the near-wall flow field for fish sensing, this model was 
chosen as it incorporates a blended function which determines the po-
sition and activates the required turbulence model. The function be-
comes zero far from the wall, applying k − ε, and remains unity within 
the boundary layer where k − ω is used. In the present study, all model 
constants were executed with the default values presented in Menter 
(1994). 

3.3.3. Spalart-Allmaras model 
The Spalart-Allmaras model is a single equation approach which 

implements linear eddy viscosity. The model was first introduced by 
Spalart and Allmaras (1994) and developed for modelling airfoils with 
adverse pressure gradients, which are geometrically similar to fish- 
shaped bodies. In this model, the turbulence kinetic energy is not 
readily available. Instead, while estimating the Reynolds stresses the last 
term in Eq. 6 is ignored and the kinematic eddy viscosity is calculated 
through the use of closure functions (Spalart and Rumsey, 2007). 

3.4. Boundary layer and near-wall treatment 

The flow inside the flume is fully turbulent (Rechannel = 6.8 × 105) 
and strongly influenced by the presence of the fish-shaped body, pri-
marily due to the large velocity gradients resulting from the no-slip 
condition on the body surface. As the distance from the surface in-
creases, turbulence increases due to the increased production of turbu-
lent kinetic energy, generated principally due to the presence of large 
gradients in the mean streamwise and lateral velocities. Modelling the 
flow field accurately in the vicinity to the fish-shaped body thus required 
special attention to the combinations of turbulence models and near- 
wall treatments, as summarized in Table 3. Furthermore, a compre-
hensive overview table of the wall functions used in conjunction with 
the investigated turbulence models and near-wall treatments is provided 
in the supplementary material to this work. 

The exploration of the sensing range of a fish through numerical 
modelling requires simulations of the near-body flow fields. Close to the 
surface of fish, the flow is dominated by viscous effects, where the near- 
body velocity depends on the distance from the surface of the fish, the 
fluid density, viscosity and shear stress. The viscous forces inside the 
viscous region of the boundary layer dominate over the inertial forces, 
creating a no slip boundary condition (U = 0) at the surface of the fish’s 
body. This region is extremely thin, and the mean velocity is assumed to 
increase linearly with increasing radial distance from the body surface 
(wall). The dimensionless wall distance (y+) was calculated as: 

y+ =
yuτ
μ (8)  

where y is the absolute distance from the wall, uτ is the frictional velocity 
and μ is dynamic viscosity. Simulating the boundary layer can be chal-
lenging for biologically inspired geometries such as the fish-shaped body 
investigated in this work, as it depends on the finest regions of the mesh. 

Fig. 7. Box-plots of the absolute difference between the time-averaged velocities (Ux and Uy) for the three turbulence models, compared to the LDA measurements. 
The box-plot indicates the inter-quartile range, mean (green triangle), median (orange line) and outliers are shown as black circles. The fill colour indicates either 
resolved or modelled boundary layers. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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Specifically, the near-body mesh must adequately capture the geometry, 
and the chosen simulation approach depends on the Reynolds number 
and wall roughness. There are two general numerical simulation ap-
proaches used to simulate flow around complex geometries. The first is a 
more simplified approach where the boundary layer is modelled using a 
wall function (30 < y+ < 300). A more sophisticated approach resolves 
the boundary layer with a fine mesh discretization (y+ < 1), which 
generally improves the accuracy but is correspondingly more compu-
tationally demanding. As one of the research objectives of this work was 
to address the lack of a comparison of near-wall treatments for CFD 
studies on fish-shaped bodies, we compared the unresolved and resolved 
boundary layers in conjunction with the three RANS turbulence models 
k − ε, k − ω SST and Spalart Allmaras. To accomplish this, it was 
necessary to create two different types of mesh to achieve y+ values 
within the desired range of y+ < 1 for the resolved, and 30 < y+ < 300 
for a modelled boundary layer (Table 3). 

4. Mesh and time sensitivity analyses 

Mesh and time sensitivity analyses were performed to ensure the 
consistency of the numerical simulation performance and in preparation 
for the numerical model comparison with the LDA measurements. The 
numerical settings were first verified through a mesh refinement process 
(from coarse to fine) to identify the appropriate spatial discretization, as 
presented in Fig. 2. The mesh sensitivity results for the five different 
resolutions tested are summarized in Table 4. Subsequently, a time 
sensitivity analysis was also performed to determine the time for a fully 
developed flow field at which the streamwise and lateral near-body 
velocities for each of the head, body and tail regions stabilize. 

The mesh sensitivity analysis was carried out with a setup employing 
the k − ω SST turbulence model. For the mesh sensitivity analysis, the 
drag coefficient was chosen as an evaluation metric, because it considers 
the pressure and shear forces over the entire surface of the fish-shaped 
body, providing an integrated overview of both the velocity and pres-
sure fields as a single value. Mathematical expression for the calculation 
of drag coefficient is as follows (Heddleson et al., 1957): 

Fig. 8. Comparison of the 2D velocity fields at the midsection plane z = 0, showing the LDA measurements and best-performing RANS simulation using a resolved 
boundary layer. Left: LDA measurements. Center: Spalart Allmaras turbulence model. Right: Contour plot of the dynamic pressure field around the fish-shaped body 
from the Spalart Allmaras model at z = 0. The pressure values are reported as P-P0, where P0 corresponds to the hydrostatic pressure at the stagnation point of 
the body. 
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cd =
2Fd

ρU2A
(9) 

Where Fd is the drag force on the reference area A of fish (which is 
approximately 0.01448 m2 for current fish model) moving with velocity 
U inside a fluid of density ρ. The mesh sensitivity analyses followed the 
ASME criteria (Celik et al., 2008) using five different base-mesh cell 
sizes: 0.1 m, 0.05 m, 0.025 m, 0.0125 m and 0.01 m with a global 
refinement ratio r of 10 (r = hcourse/hfine where h =mesh cell size). The y+

values for all meshes were restricted to remain in the viscous range (i.e 
up to y+ = 5). This was due to the functional requirements of the 
resolved wall functions, and was required to achieve comparable near- 
body velocities and pressure fields. These quantities are of particular 
interest for future studies on the spatial extents of the active sensory 
space that includes the velocity, acceleration and pressure fields in the 
immediate vicinity of a fish-shaped body. The numerical uncertainty 
was assessed using the grid convergence index (GCI) method. First, the 
approximate relative error (ea

ji) in the numerical model results between 
two successive mesh grids was evaluated. Afterwards, the grid conver-
gence index (Roache, 1994) between consecutive meshes was calcu-
lated. For each of the five mesh sizes, the drag coefficient (cd), which is 
composed of the sum of friction (cf) and pressure drag (cp), was calcu-
lated at the surface of the fish model for comparison. Table 4 represents 
the mean variable ϕn – in our case the drag coefficient – which denotes 
its value on the nth grid and the local order of accuracy pa of the method 
for each respective mesh, which was calculated as: 

pa =
1

ln
(
rji
)

⃒
⃒
⃒
⃒ln

⃒
⃒
⃒
⃒
εkj

εji

⃒
⃒
⃒
⃒+ q(pa)

⃒
⃒
⃒
⃒ (10)  

where εkj = ϕk − ϕj and εji = ϕj − ϕi. 

q(pa) = ln

[
rpa

ji − s
rpa

kj − s

]

(11)  

s = 1.sgn
(
εkj
/

εji
)

(12) 

The extrapolated values of the variable were calculated as: 

ϕji
ext =

(
rpa

ji ϕi − ϕj
)/(

rpa
ji − 1

)
(13) 

And the approximate relative error (ea
ji) between each consecutive 

mesh was calculated along with the grid convergence index (GCI) using 
following expressions: 

eji
a =

⃒
⃒
⃒
⃒
ϕi − ϕj

ϕi

⃒
⃒
⃒
⃒ (14)  

GCIji
fine =

1.25eji
a

rpa
ji − 1

(15) 

The relative difference in simulated results between consecutive 
meshes (i.e. for refinements between meshes of Δx = 0.1 and 0.01), had 
a maximum value of 31.65%. The average order of accuracy pave, defined 
as the lowest order term in the truncation error, was found to be 1.49. 
This value is in good agreement with the formal order of the numerical 
schemes applied, which were chosen to be first order. Therefore, the 
mesh sizes used in this case study lie within the asymptotic range. The 
results of the mesh sensitivity analyses based on the drag coefficient are 
presented in Fig. 3, which illustrate the drag coefficient convergence 
occurring between meshes N4 and N5 with a 1.06% reduction of the 
relative percentage error. To optimize numerical model efficiency and 
reduce the computational time, the N4 mesh was selected based on the 
mesh sensitivity analyses for all further model setups used in this work. 

The time sensitivity analyses were performed for three distinct near 
body regions around the model geometry corresponding to the head, 
body and tail regions as shown in Fig. 4 and are denoted by the red, 
green and blue points, respectively. Considering a fish’s lateral line 
sensing system, the bulk flow intensity and its direction are encoded by 
the upstream (head) flow, swimming kinematics are regulated by the 
forces acting laterally (body) and the energy consumption used during 
swimming is reflected in the momentum deficit present in the wake 
(tail). For this reason, the time sensitivity as well as the results for the 
numerical model setups are presented for these three regions in the 
remainder of this work. The streamwise and lateral velocities were 
monitored over a 3 s interval. The flow field becomes fully developed 
after 1.5 s, as indicated in the gray hatched region of Fig. 4. The ve-
locities Ux, Uy corresponded to locations where the LDA measurements 
were obtained and were ensemble averaged for all points within each of 
the three regions at each time step. In the head region, the velocities 
were averaged from 13 points at each time step, 36 for the body and 18 
in the tail region (the locations of all points is shown in Fig. 4). As ex-
pected, the convergence of Ux occurred in the head region first, followed 
by the body and finally the tail region. The delayed convergence of the 
streamwise Ux velocity in the tail region is due to the flow separation. 
Similar behavior was observed for the Uy velocity. A time step sensitivity 
analysis was also conducted for the velocity field by using three different 
time steps, i.e. Δ t = 0.1, 0.01 and 0.001 resulted in negligible 
differences. 

Fig. 9. 3D isosurfaces of the dynamic pressure around the fish-shaped body. The illustration neglects the effect of the sting, providing a qualitative depiction of the 
highly complex pressure surface topology in the vicinity of the body. The pressure values are reported as P–P0, where P0 corresponds to the hydrostatic pressure at 
the stagnation point of the body. 
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5. Results and discussion 

5.1. Turbulence model assessment 

The normalized streamwise velocity profiles for all three turbulence 
models were plotted against the LDA profiles in the near-body region, 
and are shown in Fig. 5. The profiles in the head region, beginning 5 mm 
upstream of the body, exhibited the largest relative error of 20% when 
compared with the LDA measurement, decreasing rapidly to 0.4% as the 
profile extended into the freestream. 

All turbulence models performed nearly equally at the stagnation 
point, which features an especially rapid velocity gradient (Fig. 6). 
Laterally along the fish-shaped body, it can be seen that the k − ε model 
failed to adequately capture the adverse velocity profile at the head. The 
k − ω SST and Spalart Allmaras models performed nearly equally at the 
head with minor exceptions. Similar trends were observed in the body 
region profile, where the k − ω SST and Spalart Allmaras models had a 
6% deviation, whereas the k − ε model exhibited a 23% deviation from 
the LDA measurements. 

The tail region includes boundary layer separation and vortex 
shedding, and therefore represents one of the most challenging regions 
for accurate numerical simulation. Within the tail region, the Spalart 
Allmaras model using a resolved boundary layer predicted the stream-
wise velocity profile with the highest overall accuracy, both near the 
body surface and extending into the freestream flow. In addition to the 
near-body velocity profiles, contour plots of the absolute difference in 
streamwise velocity for all three turbulence models and LDA measure-
ments are presented in Fig. 6. The results provide a spatially distributed 
quantitative assessment of regions with higher and lower absolute er-
rors. In the vicinity of the fish body, a significant difference of up to 0.15 
m/s in the absolute streamwise velocity was observed when using the k 
− ε model. In contrast, the k − ω SST model exhibited far lower de-
viations with a maximum of 0.1 m/s, and the Spalart Allmaras had a 
maximum of 0.05 m/s absolute deviation from the LDA measurements. 

5.2. Resolved and modelled boundary layer comparison 

To assess the impact of modelling or resolving the boundary layer, a 
comparative study between the subset of LDA measurements points 
within the maximum distance of 0.0139 m at the surface of fish were 
chosen for evaluation. The absolute difference between the time- 
averaged velocities from the CFD models and the LDA measurements 
was obtained for both streamwise (Ux) and lateral velocity (Uy), at the 
probe locations within the range. It is worth pointing out that the Spalart 
Allmaras model only operates with a resolved boundary layer case. The 
results of the near-wall treatments for all turbulence models are given in 
Fig. 7 as box-plots. From the plots, it was found that considering the 
streamwise velocity, the Spalart Allmaras model had the lowest observed 
absolute difference but there were no substantive differences observed 
across model setups considering the lateral velocity. Overall the resolved 
boundary layer cases showed less absolute difference in velocity as 
compared to the modelled one for streamwise velocity component, 
whereas it was marginal in case of lateral velocity component. 

5.3. Validation with LDA measurements 

Among the three turbulence models, the Spalart Allmaras model 
performed best overall, closely followed by the k − ω SST model, which 
was found to have both streamwise and lateral velocity errors with 
similar distributions. A comparison of the velocity contour plots using 
the Spalart Allmaras model with resolved boundary layer as compared to 
the experimental LDA data is shown in Fig. 8. The CFD model and LDA 
measurements are in good agreement, especially considering the strong 
velocity gradients in the upstream head region. The experimental results 
had a slightly larger time-averaged mean freestream velocity of 0.52 m/ 
s, whereas the numerical model had an average of 0.50 m/s. The spatial 

distribution of the high velocity region around the body found in the 
LDA contour plot illustrates a broader spatial extent than the numerical 
model. This may have been caused by wall effects in the laboratory 
flume. The highly turbulent tail region shows that the CFD model 
accurately captured the flow separation, which occurred at 2/3 of the 
total body length. The wake region shows good agreement in the 
streamwise velocity between both the measured and simulated results. 

6. Summary and conclusions 

This work was motivated by the lack of an openly available labora-
tory measurements and fish body model. Addressing this gap will 
improve the ability of researchers to systematically study turbulent flow 
fields around fish-shaped bodies. The major contributions of this work 
are the laboratory LDA velocity measurements, and the critical evalua-
tion of the most suitable turbulence model considering the boundary 
layer numerical treatment. 

In this study, RANS turbulence models were selected due to the 
trade-off between robustness and computational efficiency. Corre-
spondingly, we chose the standard k − ε, the k − ω SST and Spalart 
Allmaras models. The numerical model was validated with LDA mea-
surement data, where it was found that a resolved boundary layer and 
Spalart Allmaras had the lowest overall error, followed by k − ω SST and 
finally k − ε with respect to the streamwise velocity. Although minor 
differences were found, the three turbulence models performed nearly 
equally well for the near-body, lateral averaged velocity. In this study, 
the Spalart Allmaras performed the best over the whole length of the fish- 
shaped body, when compared with the k − ω SST and k − ε models. The 
average deviations of the streamwise velocity when compared with the 
LDA measurements were 7.8%, 11.4% and 15.17%, respectively, in the 
near-surface region. Thus the Spalart Allmaras model was found to be the 
most suitable RANS turbulence model for future CFD studies on the 
active sensory space of fish. 

Streamwise velocity gradients are used by the fish’s superficial 
neuromast flow sensing system, and previous works have shown that 
flow-sensitive receptors are highly concentrated in the head region 
(Ristroph et al., 2012). The density of sensory receptors was found to 
have high densities around the eye socket, with a maximum receptor 
density at 10% of the total body length, decreasing rapidly and tailing 
off at 20%, where sparsely located lateral canal neuromasts remain. 
Motivated by these biological observations, future analyses of the near- 
body flow field should also include an assessment of the spatial sensi-
tivity of velocity gradients and pressure. 

The boundary layer around the surface of fish was resolved to a 
thickness of 0.014 m, following the work of Yanase and Saarenrinne 
(2016) who measured it on a swimming trout with PIV. The absolute 
difference between the near-body streamwise velocity for modelled and 
resolved boundary layers was consistently lower for the resolved 
boundary layer setup (21%–52.5%), when comparing the k − ε and k −
ω SST models. Considering the lateral velocity, the absolute differences 
between modelled and resolved setups were found to be marginal. This 
is partially due to the presence of wall effects in the laboratory flume, 
which resulted in a significant reduction of the lateral velocity compo-
nent. The Spalart Allmaras turbulence model resolved boundary layer 
case exhibited the least absolute difference among the three turbulence 
models tested in this study. Based on these findings, we recommend 
resolving the boundary layer to ensure an accurate representation of the 
near-body streamwise and lateral velocities, which is in agreement with 
the recommendations from Rapo et al. (2009) and Herzog et al. (2017). 

The pressure gradients around the fish body were not the major focus 
of this work. This was primarily because the LDA velocity measurements 
served as the measured reference for model tuning and validation. 
However, since the canal-based lateral line system does indeed rely on 
the near-body pressure distribution, it was also of interest to plot the 
pressure isosurfaces as shown in Fig. 9. As first illustrated by Kogan et al. 
(2015), the pressure isosurfaces provide an interesting view of the 
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highly complex “touch at a distance” sensing modality. It is worth 
pointing out that the pressure isosurfaces can be easily recovered from 
CFD models. Interesting observations may be obtained where the fish- 
shaped body is positioned downstream of obstacles or near walls, to 
further study how changes in the near-body pressure field relate to a 
wider range of freshwater fish body geometries and realistic flow 
environments. 

Future works are ongoing to investigate the effects of synthetic tur-
bulence of known length and correlation time scales on the pressure and 
velocity fields in the boundary layer of fish-shaped bodies. We will also 
study additional body geometries from nine different common European 
freshwater fish species. These studies will include bottom-oriented, 
weak and strong swimmers, and the results of the ongoing research 
will provide new insights as to how a fish’s body geometry interacts with 
a broader range of turbulent flows. These insights can be used to 
improve our basic understanding of how fish may use or avoid flow 
fields which they commonly encounter in Nature during feeding, for 
predator avoidance, as well as for spawning and migration. The findings 
and recommendations in this work are meant to inspire and encourage a 
more rapid adoption of CFD to improve our understanding of freshwater 
fish’s advanced sensing abilities as well as the complex flows they 
inhabit and rely on for survival. Although our initial contribution is a 
single fish model, we are optimistic that a far wider range of freshwater 
“CFD fish” are soon to follow. 

6.1. Data availability 

Additional data supporting the findings of this study and supple-
mentary materials including the open numerical model and measure-
ment data are available from the Open Science data repository of the 
Otto-von-Guericke University Magdeburg at doi:10.24352/UB.OVGU 
-2022-001 
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Abstract
Fish body geometry is highly variable across species, affecting the fluid-body interactions fish rely on for habitat choice, 
feeding, predator avoidance and spawning. We hypothesize that fish body geometry may substantially influence the velocity 
experienced by fish swimming. To test this hypothesis, we built nine full-scale physical prototypes of common freshwater fish 
species. The prototypes were placed in a large laboratory flume and upstream time-averaged velocity profiles were measured 
with increasing distance from the anterior-most location of each body. The measurements revealed that the body geometry 
can have a significant influence on the velocity profile, reducing the flow field at a distance of one body length upstream of 
the fish. Furthermore, it was found that the upstream velocity profiles from the nine fish species investigated in this study can 
be normalized to a single fit curve based on the freestream velocity and fish body length under subcritical flow conditions. 
These findings are significant, because they show that conventional point velocity measurements overlook the reducing effect 
of the fish body on the upstream flow field, creating a systematically biased representation of the velocity experienced by 
fish in subcritical flowing waters. This bias is illustrated by velocity field maps created with and without the presence of the 
physical models for three different fish species. Finally, we provide an example of how point velocity measurements can be 
recalculated to provide upstream velocity field maps closer to “the fish’s perspective”.

Keywords Ethohydraulics · Fish habitat · Fish body morphology · Flow velocity · Spatial scales

Introduction

Successful ecosystem management requires effective ana-
lytical approaches based on physical descriptors to estimate 
the spatial–temporal distributions of fish and their habitats 
(Brownscombe et al. 2021). A key physical descriptor in 
lotic habitats is the flow velocity (García-Vega et al. 2021), 
which facilitates drift feeding (O’Brien and Showalter 1993) 
and gravel spawning (Kondolf et al. 2008) and is also the 
main parameter used to study and classify fish swimming 
performance (Katopodis and Gervais 2016).

Historically, fish habitats are surveyed by in situ sampling 
of the fish’s location and surrounding physical environment 

(Nestler et al. 2019). The parameters most frequently used 
to describe the physical environment are the average water 
depth, time-averaged velocity, substrate composition, veg-
etation and cover (Wheaton et al. 2010). These data are often 
recorded as point values, where it has been pointed out that 
the scale dependency of physical habitat parameters remain 
largely unexplored (Crook et al. 2001). Additionally impor-
tant to the study of fish habitats is improving the understand-
ing of their variability across space, identifying the physical 
conditions causing this variation, and determining the extent 
to which these conditions are scale dependent or may be 
considered as independent (Gido et al. 2006).

Locally, fish microhabitat conditions are dynamically 
driven by the river flow regime, and can be used to explain 
and predict fish community attributes in unregulated and regu-
lated rivers (Senay et al. 2017). These community attributes 
are needed to better reflect the size-dependent needs of the 
distribution of fish species life stages across multiple spatial 
scales (Santos et al. 2011). In addition to the fish size, recent 
studies have begun to explore more complex relationships 
between fish body geometry (morphometrics) on attempt rate 
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and passage success through culverts (Goerig et al. 2020), 
including the development and application of automated 
image analysis software (Navarro et al. 2016). These studies 
are some of the first to explore how fish body geometry relates 
to conventional assessments of the critical swimming speed of 
fish outside of laboratory settings, and are important, because 
the swimming speed is a widely used metric to classify fish 
swimming performance (Cano-Barbacil et al. 2020). To clas-
sify swimming performance, tests are carried out in swim 
tunnel respirometers based on the highest velocity at which 
fish can maintain speed for predetermined time intervals over 
which the velocity is incrementally increased until fatigue is 
observed (Webb 1971). In contrast to habitat models, which 
use the velocity’s physical units (m/s), the swimming speeds 
are often considered scaled to the fish’s body length  (Lfish/s). 
This is an important distinction, as it directly includes the size 
of the organism as the characteristic length scale. The use of 
the body length thus provides a normalized velocity to inves-
tigate fish swimming capabilities as a function of their body 
geometry.

Advancing our ability to understand the relevance of meas-
ured physical flow parameters in lotic ecosystems and their 
relations to fish body geometry has valuable implications for 
environmental research and management. By improving our 
knowledge of the underlying physics of fish and flow interac-
tions, we expect advances across multiple domains, includ-
ing improving the cross-study transferability of fish habitat, 
swimming, behavioural and energetics research findings, all of 
which play significant roles in improving fish species distribu-
tion predictions.

Freshwater fish species exhibit a broad range of morpho-
logical traits (Brosse et al. 2021) and experience a wide range 
of velocities in ambient flows. Previous works have shown that 
fish use their lateral line system to sense near-body changes 
in the velocity field (Bleckmann 1994) and correspondingly, 
the major findings of the presented work highlight the need 
to consider that fish body geometry may impact the velocity 
upstream of a fish. The magnitude of the distortion a fish’s 
body causes on the flow field is not commonly included in 
either laboratory or field assessments, and is also highly likely 
to influence the fish’s flow sensing ability. To address this, we 
recommend the use of a body length-dependent velocity cor-
rection. Once applied, the corrected measurements can provide 
a standardized reference velocity for the further investigation 
and cross-comparison of the upstream flow conditions expe-
rienced by fish swimming freely in lotic systems.

Materials and methods

Laboratory flume and hydraulic setups

All measurements in this study were conducted in a large 
glass-walled laboratory flume at the Technical University 
of Darmstadt, Germany. The flume has a constant width of 
2 m, a wall height of 1.2 m and a total length of 40 m, as 
shown in Fig. 1. The flume bottom has zero slope, where 
both the upstream and downstream ends are at the same ver-
tical elevation, and is supplied with water by two elevated 
tanks and one additional pump, with a maximum flow rate 
of 1  m3/s. The flume water supply was equipped with elec-
tromagnetic flow meters (PROMAG 33F, Endress + Hauser 
Group Services AG, Switzerland; 10 D 1425 A; Fischer & 
Porter, Germany) which continuously displayed the dis-
charge during experimentation. The water level in the flume 
was adjusted and maintained throughout the experiments 
by manually operating a sluice gate at the end of the flume. 
Three different hydraulic setups (H1, H2, H3–Table 1) 
were chosen for the experiments. The velocities were set 
by adjusting the discharge while maintaining a fixed water 
depth ranging from 0.7 to 0.75 m. The highest velocity in the 
flume was 0.63 m/s, measured at the centroid of the cross-
section 14.5 m downstream of the inlet. We chose velocities 
at which fish show clear rheotactic alignment with the flow, 
and therefore the minimum velocity was set to be above 
0.3 m/s and the middle velocity was set to 0.48 m/s.

Fish‑shaped bodies

To evaluate the impact of fish body geometry on the 
upstream velocity profile, nine different fish body shapes 
(FS), of eight common freshwater fish species were man-
ufactured (Table 2, Fig. 1). Each fish body was designed 
using the computer aided drafting software SolidWorks 
2019 (Dassault Systems, France) and the model of each 
fish was based on the 3D models of fish donated by Dosch 
Design Kommunikationsagentur GmbH (Marktheidenfeld, 
Germany) from imagery collected of live fish, and modi-
fied to fit the morphometric ratios presented in Schwevers 
and Adam (2019). For all physical prototypes, the anterior 
1/3 of the bodies were kept rigid for mounting purposes, 
while the remaining posterior 2/3 was made from cast flex-
ible silicon with a Shore hardness of 8. The rigid parts were 
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Fig. 1  Laboratory flume and measurement setup used in this study: a 
location of the flume sampling area (red); b position and orientation 
of the fish-shaped physical model (FS) in the flume cross-section; c 
measuring principle of the ADV in front of the fish’s nose: ultrasonic 
waves are transmitted, reflected at in the flow transported particles 

in a small sampling volume and received again by the ADV. Due to 
the Doppler phase shift between two signals, the water velocity can 
be estimated; d measurement setup using a chub-shaped body in the 
hydraulic flume

Table 1  Overview of the hydraulic conditions during the laboratory flume experiments

Where applicable, values are reported as the time-average ± standard deviation as well as the range of values (minimum–maximum). Similar to a 
natural flow environment, the hydraulic conditions in the large laboratory flume varied over time and space due to local turbulence and discharge 
fluctuations in the water supply pipes caused by the pumps. The investigated location of the mean freestream velocity was in the centroid of a 
cross-section 14.5 m downstream of the inlet

Hydraulic 
setup no.

Water supply Flow rate  [m3/s]
Mean (min–max)

Water depth [m]
Mean (min–max)

Mean freestream velocity at 
investigated location [m/s]
Mean (± stdev, min–max)

Reynolds/Froude 
number of freestream 
[–]

H1 Gallery tank 0.490 (0.485–0.495) 0.7 (0.68–0.72) 0.35 (± 0.041, 0.19–0.49) 575,538/0.13
H2 Gallery tank 0.700 (0.693–0.707) 0.75 (0.73–0.77) 0.48 (± 0.060, 0.26–0.69) 814,096/0.17

Roof tank 0.070 (0.069–0.071)
H3 Gallery tank 0.700 (0.693–0.707) 0.72 (0.69–0.75) 0.63 (± 0.065, 0.41–0.87) 1,055,072/0.24

Roof tank 0.087 (0.086–0.088)
Additional pump 0.173 (0.172–0.174)
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3D printed, using the Form 3 commercial stereolithography 
printer (Formlabs Inc, USA) using the Formlabs Durable 
resin. The posterior (tail) portions of the bodies, molds were 
3D printed using the same technique and material. The bod-
ies, including fins were cast using a non-toxic duplication 
silicone Elite Double 8 (Zhermack SpA, Italy).

Acoustic Doppler velocimetry

All velocity measurements in this study were performed 
using a commercial Acoustic Doppler Velocimeter (ADV, 
Vectrino Standard, Nortek AS, Norway) which was mounted 
in the flume directly upstream of the fish-shaped body and 
was configured to record with a sampling rate of 25 Hz 
(Fig. 1c, d). The transmitter at the ADV centre emits two 
ultrasonic pulses with a known time offset. The pulses 
are reflected from particles in a small, cylindrical sam-
pling volume at a distance of 5 cm below the transmitter, 
and are received at four small bar-shaped receivers. The 

configuration of the device is depending on the quantity of 
transported particles, the flow velocity and the positioning 
of the probe in relation to solid boundaries and had been 
adjusted individually depending on the quality parameters 
correlation and SNR (signal to noise ratio). The final ADV 
velocity data consisted of the three Cartesian velocity vector 
components (u, v, w).

Laboratory open channel flume tests

The full study consists of three tests that build on one 
another, in which the ADV probe head was placed at a dis-
tance, d upstream of each FS. This allowed for the point-
wise comparison between the undistorted freestream veloc-
ity, u∞, and the distorted velocity, ud at different distances, d 
upstream of the fish-shaped body.

Table 2  Species and main geometric properties of the nine fish-shaped bodies (FS) used in this work

Sample 
name - 

ID 
Species Side view Front 

view 
Body 
length 
[cm]

Body 
height 
[cm] 

Body 
width 
[cm]

FS1 
Gudgeon 

Gobio gobio 15 2.70 1.95 

FS2 
Perch 

Perca fluviatilis 20 5.80 3.20 

FS3 
Roach  

Rutilis rutilis 20 6.00 2.80 

FS4 

Nase 

Chondrostoma 
nasus 

25 5.50 3.00 

FS5 
Burbot 

Lota lota 25 4.25 4.25 

FS6 
Chub 

Squalius cephalus 25 6.00 3.75 

FS7 
Barbel 

Barbus barbus 30 5.70 3.60 

FS8 
Bream 

Abramus brama 30 10.20 3.00 

FS9 
Chub 

Squalius cephalus 40 9.60 6.00 

The model for FS6 and FS9 are identical, the only difference being that they are scaled to represent Chub with different total body lengths
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Test (1): pre‑analyses

A pilot study using all three hydraulic setups H1, H2, H3 
(Table 1) was first undertaken to determine the measure-
ment protocol for the detailed experiments carried out in 
Test 2. It, therefore, did not require the use of all probes, but 
rather a subset of them (FS1, FS4 and FS9) which were rep-
resentative of the range of physical scales (small, medium, 
large) and fish swimming types included in this study. The 
results of Test 1 were used to determine the time duration 
required for stationary statistical analysis and the distances 
at which the ADV should be mounted upstream of the fish 
shapes anterior-most point for all measurement. This was 
done by recording velocities upstream of each of the three 
fish-shaped bodies, and determining the sampling dura-
tion required to provide a stable mean value and standard 
deviation. The protocol established for ADV measurements 
upstream of fish-shaped bodies is as follows: at each meas-
urement point of the upstream velocity profile, five minutes 
of ADV measurements at 25 Hz were recorded. It was deter-
mined that a minimum duration of 1.5 min was required, as 
this resulted in a constant time-averaged mean and constant 
standard deviation. These durations were checked against the 
literature, and were found to be similar to previous investi-
gations of ADV sampling rates and durations in laboratory 
flumes (Springer et al. 1999; Díaz Lozada et al. 2021). Fur-
thermore, it was found that a value of 1 cm was the mini-
mum distance between the fish shape and the ADV without 
creating signal reflections from the body surface. The upper 
distance limit of 50 cm was defined as it was the maximum 
distance at which clearly no distortion in the upstream flow 
profile was detected using the largest fish-shaped body 
(FS9). The distance increments from 1 to 10 cm from the 
body were made in 1 cm steps to capture the rapid decrease 
of the upstream flow velocity approaching the anterior-most 
point.

Test (2): velocity profiles upstream of fish‑shaped bodies

Based on Test 1, a cross-section 14.5 m downstream of the 
inlet was chosen for Test 2 as the sampling location as it cor-
responded to the most stable region of steady, uniform flow 
(Fig. 1a, b). The ADV and fish-shaped bodies were mounted 
on a robotic gantry, controlled by an electric motor to user-
defined coordinates. The position was chosen as the middle 
of the cross-section to minimize the influence of the walls, 
ensuring a symmetric flow around the bodies (Fig. 1b–d). 
The distance between the nose (anterior-most point) of the 
fish-shaped body and the measurement volume of the ADV 
ranged between one and fifty centimetres as established in 
Test 1 (Fig. 1).

This second series of measurements were conducted 
for all nine fish-shaped bodies, using hydraulic setup H2 
(Table 1) and following the protocol established in Test 
1 using 5-min ADV measurement durations at 25 Hz and 
recording distorted velocity in several distances upstream 
of the fish. Here, we opted to maintain the 5-min duration 
measurements for future research use to compare turbulence 
levels upstream of the fish body. To assess the potential 
effects of alternative freestream velocities on the flow dis-
tortion, the results of Test 1 using FS1, FS4 and FS9 in other 
hydraulic conditions with higher and lower velocities (H1 
und H3) were added for the full experiment. These data of 
Test 1 and 2 were evaluated as upstream velocity profiles and 
used to generate a fit curve which can be used to correct the 
distortion of the upstream velocity caused by the presence of 
the body (“Data post-processing”, Fig. 4, Eq. 1).

Test (3): planar velocity field measurements

Test 3 was intended as a proof-of-concept application of the 
flow distortion function, which was established in Test 2. 
We tested the efficacy of the correction using three common 
European fish species (FS1, FS3 and FS9), again choosing 

Fig. 2  Laboratory flume setup used for the planar velocity field meas-
urements: a FS3 and ADV in front of the 1:1 scale fish protection 
rack with horizontal bars and a vertical slot bypass opening extending 
from the flume bottom to the water surface, facing into the flow direc-
tion; b 3D model of the bar rack showing ADV grid measurement 

points (n = 79) as black dots 6 cm above the flume bottom; c top view 
of the planar grid measurements for FS3. Each dot represents a posi-
tion of the ADV sampling volume during measurement at a fixed dis-
tance 1 cm upstream from the anterior-most point of the fish-shaped 
body. The mean velocity was 0.48 m/s (hydraulic setup H2)
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them to span the range of length scales, and obtained ADV 
measurements of 1.5-min duration at 25 Hz using hydraulic 
setup H2. To choose a more complex flow environment, a 
series of four planar velocity measurements (ADV-only, and 
ADV with the bodies FS1, FS3 and FS9) was conducted 
upstream of a 1:1 scale horizontal fish protection rack, where 
the velocities due to the structure of the rack and for select-
ing hydraulic setup H2 varied in a similar range to that cov-
ered by the tested velocities in Test 2. Subsequently, this 
allowed a limited application of the established correction 
equation to these field measurements. The rack was angled 
at 55° to the main streamwise flow direction, and included 
a vertical bypass slot extending from the flume bottom to 
the water surface, as illustrated in Fig. 2. This hydraulic 
model setup was chosen as it represents a controlled environ-
ment physically similar to those wild fish encounter during 
downstream passage around hydropower plants. Goulet et al. 
(2008) highlight that “only the near flow field can communi-
cate outside information to the lateral line”. We were inter-
ested in investigating how the presence of the three different 
fish-shaped bodies changes the corresponding flow velocity 
maps. During the experiments with the three fish-shaped 
bodies FS1, FS3 and FS9, the ADV point measurements 
were made at a fixed upstream distance of 1 cm from the 
anterior-most point of each body, which was determined in 
Test 1 to be the closest point. The number of point measure-
ments obtained for each of the planar velocity field measure-
ments differed for each body due to their minimal possible 
distance to the rack: FS1 (n = 85), FS3 (n = 79) and for FS9 
(n = 55). The measurement locations for FS3 are shown in 
Fig. 2b–c, and for FS1 and FS9 in the appendix (Figs. 9a, 
10a). A second set of 85 ADV-only point measurements was 
taken under the same flow setup, but without the presence 
of a fish-shaped body, which were used as the control data 
set (undistorted velocity field). It was observed in previous 
experiments in the same flume with fish at an angled rack 
that fish often move close to the bottom. Therefore, we chose 
our measurement volume at 6 cm above the bottom of the 
flume (Fig. 2a). As in Test 2, the velocity measurements 
were time-averaged for every point to create maps of (a) the 
spatial distribution of the undistorted velocity field without 
the presence of the fish-shaped body, and (b) the potentially 
distorted velocity field 1.0 cm upstream of the fish-shaped 
body (Figs. 5, 9, 10). These maps are commonly used in 
laboratory and field studies to evaluate habitat and bioener-
getics models of freshwater fish in lotic ecosystems. Here, 
again, it is important to clarify that Test 3 was carried out to 
verify the practical application of the flow distortion func-
tion established from Test 2.

Data post‑processing

All ADV velocity data were post-processed to remove 
spikes using the software WinADV (Wahl 2004) apply-
ing the phase-space threshold despiking method of Gor-
ing and Nikora (2002), modified by Wahl (2003), and the 
time-series were edited using Python (Version 3.7.11) to 
provide the time-averaged, streamwise velocity as well as 
the standard deviation at each single measurement point. 
Subsequently, curve fitting was applied for the data of Test 
1 and 2 to obtain functions that describe the course of the 
point data the best as (a) a function of distorted velocity, ud 
over distance, d (Figs. 3b, 6, 7, and 8), and (b) a normalised 
function of distorted velocity, ud to freestream velocity, u∞ 
over distance, d to fish body length, Lfish (Fig. 4).

Fit curve performance was evaluated using non-linear 
least squares, and a hyperbolic function was found as the 
best fit using the SciPy library (scipy.optimize.curve_fit). 
To examine further relations between fish geometry and the 
distortion of the upstream velocity field, the body geom-
etries were classified as either belonging to fish which typi-
cally inhabit the “freestream” or are “bottom oriented”, and 
according to the swim types of “weak”, “intermediate” or 
“strong”. The cross sections for each body were estimated 
as the product of the width and height and plotted over the 
fish length, as shown in Fig. 3a.

The mean velocity data of Test 3 were compiled with the 
corresponding Cartesian coordinates of the flume system to 
map the field data two-dimensionally for all four measure-
ment series (ADV-only, ADV-FS1, ADV-FS3, ADV-FS9) 
using the ParaView (Version 5.7.0) software. Addition-
ally, the general distortion function presented in the result 
“Effect of fish body type on the upstream velocity profile” 
was applied to the ADV-only measurements to model the 
effect of different fish shape on the flow field. The results 
were subsequently used to contrast modelled and measured 
ADV-FS maps and therefore validate the gained function 
(“Application of flow distortion function”).

Results

Effect of fish body type on the upstream velocity 
profile

The results of both the upstream velocity profiles and pla-
nar velocity measurements upstream of the fish protection 
rack support the main hypothesis of this work, that a fish-
shaped body can distort the upstream velocity field. This 
finding is illustrated by a visual comparison of the different 
upstream velocity profiles in Fig. 3b and the planar velocity 
field maps with and without a fish-shaped body in Fig. 5a, b. 
The upstream velocity profiles, including the measurement 
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Fig. 3  Distortion of the upstream velocity profile by fish-shaped bod-
ies: a comparison of the area to total body length relationship, the 
scaled ellipses correspond to the maximal body dimension (width and 
height), colored for each fish-shaped body by hydraulic preference 
and swim type. The dashed grey line indicates the allometric relation 

between the different fish species; b measured flow velocity profiles 
upstream of the fish-shaped bodies, shown with a logarithmic scal-
ing of the horizontal axis. The velocity ud is the streamwise velocity 
at each measurement point along the profile, and d is the streamwise 
distance from the most anterior point of the fish

uncertainty expressed as the standard deviation for each fish-
shaped body are provided in the appendix (Figs. 6, 7, 8).

The cross-section areas of the different fish species reflect 
interspecific similarities, or allometric relations, which are 
dependent on the fish total body length (Fig. 3a). This char-
acterization follows a trend, where increasing body length 
corresponds to larger cross-section areas. Due to this rela-
tion, we chose the total length of the fish-shaped body as a 
geometric scaling factor for further investigations. The graph 
indicates that bottom-oriented fish species tend to lie under 
the indicated allometric curve, while freestream swimmers 
tend to lie above it. Considering the individual velocity pro-
files for each fish shape and its geometry, it was found that 
the highest flow distortion occurs for the longest body and 
the lowest distortion by the shortest body (Fig. 3b).

To compare the systematic reduction of the upstream 
velocity caused by the fish-shaped body, normalized func-
tions of the streamwise velocity were fit for each hydraulic 
setup (Table 1). This resulted in a total of three fit curves 
(Fig.  4a–c) where it was observed that the individual 
curves were not found to differ substantially. Due to this 
similarity, the data from all three hydraulic setups were fit 
to a single hyperbolic curve. This resulted in a fit equa-
tion of the measured velocity, ud, based on the freestream 
velocity, u∞, the distance from the anterior-most point 

to the ADV measurement location, d, and the total body 
length of the fish-shaped body, Lfish (Fig. 4d):

We stress here that the fit curve established in this work 
has been verified only for the tested ranges of velocities, 
from 0.35 to 0.63 m/s, for fish with total body lengths 
of 15–40 cm and the subcritical flow conditions present 
in the large open channel laboratory flume. It is worth 
noting that for small d/Lfish ratios, the uncertainty of the 
equation increases due to a smaller number of measure-
ments. The above function is suitable for use at low Froude 
numbers (Fr) corresponding to subcritical flows where 
Fr < 1. This is because for critical or supercritical flows 
where Fr >  > 1, large flow distortions are not propagated 
upstream of a submerged body (Bureau of Reclamation 
2001).

The reduction of the upstream velocity profile was 
observed for all fish-shaped bodies, reaching a value of 
around only 0.6% of the freestream velocity at one body 
length (d/Lfish = 1). This is considered as the distance of neg-
ligible effect, and is highlighted as the grey region in Fig. 4.

(1)
ud

u∞
= 1 −

Lfish
158 ⋅ d
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Application of flow distortion function

Based on the results shown in “Effect of fish body type on 
the upstream velocity profile”, a clear workflow for veloc-
ity correction using Eq. (1) was established and applied in 
Test 3 using the planar ADV-only velocity measurements:

1. Evaluate the undistorted freestream velocity, u∞ without 
the presence of a fish-shaped body by measurement or
CFD;

2. Verify if the velocities are within the limits of
applicability of the f low distortion function
(0.35 m/s < u∞ < 0.63 m/s);

3. Choosing the distance, d, and the length of the fish,
Lfish, which are of interest for a certain investigation but
within the here given limits (15 cm < Lfish < 40 cm) and
determining the distortion (reduction) of the freestream 
velocity in Eq. (1);

4. Apply the flow distortion function (Eq. 1) to the undis-
torted flow field to create velocity maps for the distorted 
flow field, ud, as experienced by the fish-shaped body.

This method was carried out in Test 3 for three different
fish-shaped bodies (FS1: Lfish = 15 cm, FS3: Lfish = 20 cm, 
FS9: Lfish = 40 cm) at a distance of 1 cm upstream of the fish, 
whereby based on step 3 the following fit equations were 
derived from Eq. (1):

(2)

FS1
(

L
fish

= 0.15 m
)

∶ u
d
=

(

1 −
0.15[m]

158 ⋅ 0.01[m]

)

u
∞
= 0.905 ⋅ u

∞

(3)

FS3
(
L
fish

= 0.20 m
)
∶ u

d
=

(
1 −

0.20[m]

158 ⋅ 0.01[m]

)
u
∞
= 0.873 ⋅ u

∞

Fig. 4  Upstream velocity profile plots and fit curves for all setups 
and fish-shaped bodies. The normalized streamwise velocity  ud/u∞ 
is plotted against the dimensionless length scale d/L using a loga-
rithmic scaling of the horizontal axis. a The upstream profile for a 
freestream velocity,  u∞ of 0.35 m/s (FS 1, 4 and 9); b upstream pro-
file for 0.48 m/s (all FS); c upstream profile for 0.63 m/s (FS 1, 4 and 

9); d measurements from all experiments summarized as a single 
plot, the insert figure compares the results of this study with a replot-
ting of the results found in Stewart et al. (2014). In the tests of Stew-
art et al. (2014), the fish was propelled (0.2 m/s shown) through still 
water. The right axis of d indicates the percentage reduction of the 
freestream flow velocity



Fish body geometry reduces the upstream velocity profile in subcritical flowing waters  

1 3

Page 9 of 14    32 

Fig. 5  Planar velocity fields of ADV-only, ADV-FSS and after cor-
rection: a measured planar velocity field for ADV-only; b measured 
planar velocity field in 1  cm distance to FS3; c velocity field map 
based on the flow distortion function. The orientation of the vectors 

in the ADV-only flow field in a do not deviate strongly from those 
observed upstream of the fish-shaped bodies in b, indicating that the 
orientation of the flow field was not highly altered by the presence of 
the body

In the above equations, the ADV-only point measure-
ments correspond to the values for  u∞. After applying the 
flow distortion function, the distorted velocities, ud (Fig. 5c) 
were verified by comparing the values with direct meas-
urements taken 1 cm upstream of the fish-shaped body 
(Fig. 5b). The results are shown for FS3 in Fig. 5, and addi-
tional figures are provided for FS1 and FS9 in the appendix 
(Figs. 9, 10). It should be noted that some of the freestream 
velocities are slightly above and below the tested range of 
0.35 m/s < u∞ < 0.63 m/s in this work.

A comparison between the different fish sizes also in gen-
erally shows that larger fish experience a more pronounced 
reduction of the freestream velocity, and that the spatial 
extent of this reduction is also greater for larger bodies than 
for smaller bodies (Fig. 4, Eq. 1).

Discussion

The results of the measurements clearly showed that for 
all eight species investigated, a systematic reduction of the 
upstream velocity profile was observed. Although our work 
used distinct fish-shaped bodies, the general findings are in 
substantial agreement with those performed on hydrofoils, 
submerged cylinders or similar streamlined shapes (Deng 
et al. 2021; Lake 1971). The major advantage of the flow 
distortion function is that the undistorted flow field can 
be measured or even simulated using computational fluid 
dynamics (CFD) and the corresponding distorted velocity 
field may be easily estimated using the fish’s body length.

(4)

FS9
(
L
fish

= 0.40 m
)
∶ u

d
=

(
1 −

0.40[m]

158 ⋅ 0.01[m]

)
u
∞
= 0.747 ⋅ u

∞

Our work differs from previous fish related studies 
because they focus largely on the velocity, pressure and 
vorticity fields and their development downstream of the 
submerged bodies, few works have specifically investi-
gated the upstream flow. We compared our findings with 
the results of Stewart et  al. (2014), who analyzed the 
upstream flow field via PIV (Particle Image Velocimetry) 
and CFD (Computational Fluid Dynamics) and were found 
to be a good agreement with our work, as presented in 
Fig. 4d. Stewart et al. (2014) observed a reduction of the 
upstream velocity profile for a moving fish-shaped object 
towed through still water. The cause of the reduction in 
their study was attributed to the presence of a bow wake, 
similar to that found upstream of large vessels traveling 
at low speed. Thus, if a swimming fish is considered in a 
moving fluid, the relative velocity between the fish and the 
flow should be taken for further analysis. As discussed in 
Montgomery et al. (1997), fish may use the flow around 
their body to detect stationary objects which distort the 
self-produced field. Other previous works have proposed 
the detection length scale of fish’s lateral line-sensing sys-
tem (Coombs 1999) by using the total body length as the 
scaling factor. Our study supports these results by provid-
ing physical evidence that the extent of the active sensory 
space is strongly correlated with the fish total body length 
and the relative velocity between the fish and the flow. It 
should be noted that previous works have also found that 
the total body length can be a key factor for evaluating the 
swimming speed (Adam and Lehmann 2011; Nikora et al. 
2003; Katopodis and Gervais 2016).

Despite the conclusive evidence provided in this investiga-
tion using replicated experiments under a range of flow con-
ditions, we wish to point out that several limitations remain. 
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First, due to varying flow conditions for each measurement 
and slight positioning differences (sub-centimeter) of the 
measurement device in front of the fish shapes, the time-
averaged upstream velocity profiles should be considered 
including standard measurement uncertainty, expressed as 
the standard deviation of the velocity of each point. Second, 
although this work covered both lotic and benthic freshwater 
species as physical models, the measurements were made 
only using static fish-shaped bodies, and thus do not cover 
the entire spectrum of freshwater fish body morphologies, 
and do not consider swimming kinematics. For example, we 
did not consider the yawing motion of the fish’s head during 
swimming, and therefore, the major findings of our work 
should be considered as physically analogous to the gliding 
phase of fish swimming. Third, we wish to point out that our 
experimental investigation was focused solely on determin-
ing the effect of the time-averaged upstream velocity profile 
with increasing distance from the anterior-most point. This 
choice was purposeful, as the time-averaged velocity is the 
most common flow measurement for studies of fish habitats, 
behaviour and swimming speed. Finally, it should be noted 
that the effects of the fish body shape on the upstream turbu-
lence profile were not considered in this work. This particular 
topic has been investigated in the course of our investigation, 
and will be presented as a technical publication based on 
rapid distortion theory as a follow-up to this work.

The results of this study provide key insights needed 
to refine both lab and field flow velocity measurements 
investigating fish habitat usage, swimming speed and 
in situ observations of feeding and spawning activities. 

Considering fish swimming, the observed reduction of the 
upstream velocity profile is significant because current 
field methods typically assume that the measured undis-
turbed velocity remains the same for all fish species and life 
stages. The experimental evidence gathered in this work 
shows that this assumption is largely unwarranted when 
considering the subcritical flows fish experience in nature.

Future works will use the same body shapes and com-
putational fluid mechanics simulations of turbulent flows 
to explore the three-dimensional velocity fields around the 
different body geometries, covering a wider range of flow 
velocities, body orientations and the presence of obstacles. 
We have also begun conducting field investigations with 
ADV and fish-shaped bodies in rivers and nature-like fish-
ways to compare the findings of the laboratory study with 
the types of highly turbulent flows fish encounter in nature.

The major finding of this work, that fish body geometry 
reduces the upstream velocity profile, may have wide-rang-
ing implications for monitoring and improving fish passage 
designs. We hope that our work encourages the aquatic sci-
ences community to critically consider flowing waters from 
“the fish’s perspective” in future laboratory and field inves-
tigations, and in the evaluation of previous works based on 
point measurements of the time-averaged velocity.

Appendix

See Figs. 6, 7, 8, 9 and 10.

Fig. 6  Individual plots of the upstream velocity profile for each of the fish-shaped bodies with increasing distance from the anterior-most point, 
for hydraulic setup H1. The lower rightmost panel includes the results of the fit curves for each body
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Fig. 7  Individual plots of the upstream velocity profile for each of the fish-shaped bodies with increasing distance from the anterior-most point, 
for hydraulic setup H2. The lower rightmost panel includes the results of the fit curves for each body
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Fig. 8  Individual plots of the upstream velocity profile for each of the fish-shaped bodies with increasing distance from the anterior-most point, 
for hydraulic setup H3. The lower rightmost panel includes the results of the fit curves for each body

Fig. 9  Planar velocity field measurements for FS1: a measurement 
grid of 85 points in front of a fish protection rack angled at 55°; b 
measured planar velocity fields in 1  cm distance to FS1; c velocity 

field map based on point velocity measurements without the presence 
of a fish-shaped body after applying the flow distortion function. The 
freestream velocity has been distorted using Eq. (2)
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ABSTRACT 

The fish’s mechanosensory lateral line system detects non-acoustic hydrodynamic stimuli 
required for feeding, schooling, predator avoidance and underwater object detection. 
Biological investigations have established that flow stimuli are detected through the bound-
ary layer as pressure gradients by canal neuromasts and as shear stresses acting on the 
superficial neuromasts. Previous works have also shown that the spatial distribution of neu-
romasts is strongly correlated with the pressure coefficient. Despite these fundamental 
insights, substantial knowledge gaps persist in understanding how fish body geometry influ-
ences the boundary layer, the pressure distribution and shear stresses. To address these 
gaps, we provide a set of numerical models based on the open-source CFD toolkit 
OpenFOAM which are experimentally validated using velocity measurements obtained in a 
laboratory fish swim tunnel. Specifically, we investigate the mid dorsal-ventral planar flow 
fields around a 3D fish-shaped body of gudgeon (Gobio gobio), a common freshwater bot-
tom-dwelling fish. The contributions of this work are two-fold: First, we provide a compari-
son of the boundary layer thicknesses and velocity profiles at flow velocities ranging from 
0.25 to 1.25 m/s. Second, we qualitatively compare the spatial distributions of the pressure 
coefficient, dynamic pressure and shear stresses to biological observations of the neuromast 
locations of adult gudgeon.
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1. Introduction

Ray-finned fishes represent a highly diverse group 

of vertebrates, comprising half of all extant species 

(Helfman et al. 2009). Their highly evolved lateral 

line flow sensing system consists of neuromasts, spe-

cialized receptor organs distributed along the head 

and body of the fish. The lateral line is involved in 

multiple behaviors including feeding, navigation, 

predator avoidance, and rheotaxis (Montgomery 

et al. 2014). Although the biological lateral line has 

been extensively researched, the hydrodynamic 

properties of natural flow stimuli are rarely consid-

ered or characterized in the literature, especially the 

spatio-temporal patterns of small-scale water motion 

(Bleckmann 2023). This makes it especially challeng-

ing for ecohydraulic researchers to relate flow stim-

uli recorded in laboratory or field studies to fish 

sensory system morphology, function and responses 

(Mogdans 2019). Indeed, in 1963 Dijkgraaf postu-

lated that the hydrodynamic environment influences 

the peripheral lateral line system morphology 

(Dijkgraaf 1963). Since then, several reports and 

studies have shown that the lateral line system 

morphology can be linked to natural habitats 

(Zauner and Eberstaller 1999). In general, limno-

philic fish tend to have larger counts of superficial 

neuromasts, widened canals, or canal loss (Bassett 

et al. 2006), whereas rheophilic fish have well- 

developed canals and lower counts of superficial 

neuromasts (Schellart 1991). Furthermore, differen-

ces in the peripheral lateral line sensory responses 

to identical flow stimuli have been observed between 

still water fish (Carassius auratus) and riverine fish 

(Oncorhynchus mykiss), hypothesized as an adapta-

tion to habitats with higher water velocities 

(Engelmann et al. 2002). Biological studies also pro-

vide further evidence that riverine fish species 

exhibit phenotypic lateral line specialization adapted 

to divergent habitat types (Wark and Peichel 2010; 

Vanderpham et al. 2016). A detailed literature 

review of the sensory ecology of the lateral line sen-

sory system is provided by Mogdans (Mogdans 

2019).
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The sensory units of lateral line system, i.e. neu-

romasts, can be classified into two types: shear- 

sensitive superficial neuromasts (SN), which are 

exposed on the skin surface, and pressure-sensitive 

canal neuromasts (CN), embedded within small 

canals in the upper layer of the epidermis. Thus 

both types of lateral line neuromasts contain hair 

cells specialized to respond to hydromechanical 

stimuli. The near-body flow field is dominated by 

viscous effects over the typical range of the 

Reynolds number (100 < Re < 100, 000) fish experi-

ence during swimming. These viscous effects gener-

ate a thin layer of fluid over the body surface, 

known as the boundary layer (Windsor and 

McHenry 2009). The boundary layer acts as a high- 

pass filter for the SN, attenuating the low-frequency 

stimuli (McHenry et al. 2008). Previous studies have 

shown that the pressure across the boundary layer 

remains largely constant (White 2006). This implies 

that the stimuli experienced by CN are largely deter-

mined by the body geometry, which governs the 

pressure distribution and boundary layer thickness. 

In addition, the boundary layer thickness over a 

streamlined body tends to decrease with increasing 

Reynolds number (Windsor and McHenry 2009). 

The shear stress exerted on SN cupula cause deflec-

tion due to minute changes in the fluid-body flow 

field fluctuations (Dijkgraaf 1963; Bleckmann 2008) 

and tend to be most sensitive to frequencies ranging 

from �1 to 150Hz.

Superficial neuromasts are especially well-suited 

to detect low-frequency oscillations (� 20Hz) com-

mon to flowing waters, and are especially sensitive 

to near-body velocity gradients (Tuhtan and 

Fuentes-Perez 2018). The local skin friction coeffi-

cient (Cf ), boundary layer thickness (d) and the 

freestream flow velocity largely determine the local 

oscillations in the boundary layer (Anderson et al. 

2001). It is also known that the boundary layer 

thickness varies along a fish’s body length, further 

complicating the relationship between the freestream 

flow and superficial neuromast stimuli (McHenry 

and Liao 2014). Previous works have reported a 

strong positive correlation between the density of 

superficial neuromasts in the anteriormost region of 

the fish’s body (Coombs et al. 2014). These findings 

indicate that the location of superficial neuromasts 

may correspond to regions where both the local 

shear stresses and pressure gradients are the highest, 

caused by rapid deceleration and flow stagnation at 

the fish’s head.

The pores of the canal neuromasts penetrate the 

upper epidermis, and are thus most sensitive to the 

pressure differences across the pores. Considering 

canal neuromasts, the variation in the cupular size, 

sliding stiffness, canal density and fluid viscosity 

determine the resonant response of CN to flow 

stimuli (Van Netten 2006). This complex mechano-

sensory filtering allows canal neuromasts to be more 

robust to local pressure gradients, enhancing the 

fish’s ability to orient and detect obstacles 

(Bleckmann 2008). Knowledge of the boundary layer 

profile for fish hydrodynamic sensing is also impor-

tant because previous works have established that 

near-body velocity fluctuations can be modulated 

due to the damping properties of the boundary layer 

(Teyke 1988). In the absence of undulatory motion 

during swimming, the near-body flow field around 

a stationary fish exhibits steady conditions without 

an oscillatory boundary layer (Anderson et al. 2001). 

The boundary layer velocity is zero at the body sur-

face and reaches 99% of the freestream velocity at 

the outermost edge of the log region (Schlichting 

and Gersten 2000). Although the boundary layer is 

known to play different roles in the hydrodynamic 

sensing capabilities of fish, there remain few studies 

which have specifically taken it into account, largely 

due to the difficulty of obtaining data on live fish or 

fish-shaped bodies.

Due to the wide variety and complexity of the 

biological lateral line and the general lack of studies 

into natural flow stimuli, Computational Fluid 

Dynamics (CFD) can aid in the investigation of the 

near-body flow fields experienced by the fish’s lat-

eral line sensing system. Previous CFD studies have 

focused on fish swimming kinematics, thrust and 

drag, and vortex structures generation in the wake 

(Adkins and Yan 2006; Owsianowski and Kesel 

2008). The authors of this work have shown in a 

previous CFD study on a trout-shaped body (Khan 

et al. 2022) that the Reynolds-averaged Navier- 

Stokes (RANS) and Spalart Allmaras turbulence 

models can be applied to assess near-body flow 

fields with good agreement with measured velocities, 

however this work did not investigate the boundary 

layer velocity profiles or shear stresses on the body. 

A small number of works have applied CFD to spe-

cifically investigate the hydrodynamic sensing capa-

bilities of the lateral line. Notable contributions are 

(Windsor et al. 2008, 2010) which carried out three- 

dimensional numerical modelling of a fish-shaped 

body of a blind Mexican cave fish (Astyanax fascia-

tus), comparing it to a NACA0013 profile. These 

works are based on simplified fish-like body geome-

tries, which allow for a substantially simplified CFD 

model setup, reducing the computational effort and 

overall time required for post-processing and 

analysis.

In addition to CFD, full-scale physical models 

have been used to investigate the pressure 
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distribution around a rainbow trout (Oncorhynchus 

mykiss) at yaw angle orientations of 5
�

, 10
�

and 20
�

as well as pressure fluctuations induced by a foil 

placed immediately upstream of the physical model 

(Ristroph et al. 2015). A major finding of that work 

was that the sensitivity (stimulation per degree) and 

canal neuromast density were strongly correlated 

along the trout’s anteroposterior axis. Despite the 

important advances presented in previous works, 

major gaps persist in quantifying and understanding 

the boundary layer on fish bodies and the specific 

effects it has on the lateral line sensing capabilities. 

In this work, our analysis is focused on the bound-

ary layer of the gudgeon (Gobi gobio, TSN: 163658), 

a common freshwater fish species which often 

remains stationary in the flow (Schmitz et al. 2014). 

The typical body length of gudgeon found in 

European rivers ranges between 9–21 cm (Maitland 

and Campbell 1992; Kottelat and Freyhof 2007), and 

the body length was chosen to be 15 cm, reflecting a 

typical size of wild specimens. The dimensions of 

the gudgeon model are provided in Figure 1.

The contributions of this work are two-fold: 

First, we provide a high-resolution open numerical 

model of the gudgeon fish, including a fully 

resolved boundary layer as well as an analysis of 

the pressure and shear fields. Specifically, we 

assess the thickness and velocity profiles of the 

boundary layer around the gudgeon body at four 

different Reynolds numbers corresponding to typ-

ical velocity ranges in rivers inhabited by the 

gudgeon (0.25, 0.55, 0.85 and 1.25m/s). Secondly, 

we evaluate the spatial distribution of the pressure 

coefficient and shear stresses to biological observa-

tions of the canal and superficial neuromast loca-

tions on a gudgeon body. The pressure coefficient 

exhibited the largest gradients in the anterior 20% 

of the body and the shear stress distribution was 

found to have two distinct peaks in the anterior-

most 10% of the body, above the eye orbit.

2. Experimental methods

2.1. Gudgeon body geometry and swim tunnel 

setup

The gudgeon’s geometry shown in Figure 1 is based 

on the 3D gudgeon model of fish donated by 

Dosch Design Kommunikationsagentur GmbH 

(Marktheidenfeld, Germany) from imagery collected 

of live fish, and modified to fit the total body length 

of 15 cm using the Computer-Aided Design (CAD) 

software SolidWorks (V27, Dassault Syst�emes, 

France). All physical experiments were conducted in 

the laboratory of fluid dynamics and technical flows 

at Otto-von-Guericke University, Magdeburg, 

Germany.

The model was 3D printed and placed into 

(Form 3 L, Formlabs Inc., USA) a commercial swim 

tunnel (185 L, Loligo Systems, Denmark). The tun-

nel was chosen as they are widely used in studying 

fish swimming kinematics, energy expenditure and 

swimming performance (Jones et al. 2020) and has 

been used in a study of gudgeon swimming per-

formance on fish of a similar size (Egger et al. 

2021). The planar two-dimensional velocity meas-

urements around the fish were then recorded via 

optical access from the bottom of the swim tunnel. 

These velocity measurements are necessary and suf-

ficient for calibrating and validating the CFD model. 

However, in order to obtain velocity, shear and 

pressure values over the entire surface of the gudg-

eon body to evaluate fluid-body interactions and the 

placement of neuromasts, a numerical model is 

needed. Prior to the measurements, the flow inside 

Figure 1. Physical dimensions of the gudgeon fish-shaped physical model. The pectoral fins were removed from the model as 
they are primarily responsible for hovering, turning and braking (Lauder and Drucker 2004) which are swimming activities not 
investigated in this work.
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the swim tunnel was run for a minimum of five 

minutes before activating the laser to ensure the 

measurements occurred during fully developed 

turbulence. A summary of the swim tunnel experi-

ments is given in Table 1, and a detailed overview 

of the velocity measurements are provided in the 

following subsection.

2.2. LDA velocity measurements

Velocity measurements were carried out using a 

Dantec FlowExplorer (Dantec Dynamics, Denmark) 

two-dimensional (2D) laser Doppler anemometer 

(LDA). Two planar test sections were measured. 

First, at a vertical plane located 0.048m upstream of 

the physical model body to establish the inlet 

boundary conditions. Second, at a horizontal plane 

taken at mid-body elevation (assigned as 0m), to 

obtain the planar flow field around the gudgeon 

body which was required for numerical model cali-

bration and validation (Figure 2).

The two-dimensional horizontal velocity field was 

measured as streamwise, Ux and lateral, Uy compo-

nents. The LDA data were post-processed and saved 

using the BSA Flow software (Dantec Dynamics, 

Denmark). The parameters and settings applied in 

post-processing are provided in the supplementary 

material. The lowest signal-to-noise ratio (SNR) of 

63:11% was found at measurement points located clos-

est to the surface of the fish. Polyamide seed particles 

with a mean diameter of 5 lm were added to the 

swim tunnel to maintain a high SNR for all measure-

ments. The measurement locations within the swim 

tunnel test section were determined after calculating the 

focal length and adjusting it to account for refraction 

through the tunnel’s acrylic walls and through the 

water. A custom Python script was created to calculate 

the vertical displacement of the laser inside the test sec-

tion, and is included in the supplementary material.

At each of the two flow velocities measured (0.25 

and 0.55m/s), the first set of measurements were 

recorded in the vertical plane (YZ) at 0.048m upstream 

of the gudgeon body. The vertical plane data were used 

to define the inlet flow boundary conditions of the 

numerical model. Each vertical plane consisted of 35 

measurement points at a distance of 7.5mm from the 

walls. The distance between each measurement point 

along the y-axis was 10mm and 15mm along the z- 

axis. The second set of measurements was obtained in 

the horizontal (XY) plane around the gudgeon body at 

264 measurement points, where the neutral axis of 

Z¼ 0 was established as the anteriormost point of the 

body (Figure 2). At each measurement location, 2000 

Ux and 2000 Uy samples were recorded over a time 

duration of 300 s. The density of LDA velocity meas-

urements in the immediate vicinity of the fish-shaped 

Table 1. Overview of the dimensions, specifications, settings and equipment used in the commercial swim tun-
nel, including the gudgeon-shaped physical model and laser Doppler anemometer.

Dimensions of the gudgeon-shaped body (length x width x height) 15� 1.95� 2.7 cm

Specifications of the swim tunnel
Length�width� height 28� 7.5� 7.5 cm
Water depth 7.5 cm
Mean inlet velocity 0.23860.06 m/s, 0.54360.06 m/s
Mean turbulence intensity 15.2164 %, 11.38610 %
Reynolds number 37,436, 82,360
Froude number 0.21, 0.45
Specifications of the Laser Doppler Anemometer (LDA)
Model Dantec Flow Explorer DPSS
Laser type 300 2D
Wavelength Continuous laser
Nominal measurement distance 485 mm with 500 mm bottom lens
Measuring volume (length(x) � width(y) � height(z)) 24� 6 � 6 cm
Software BSA Flow Software

Figure 2. Swim tunnel physical velocity measurement experimental setup used for the gudgeon body, the flow direction is 
from left to right. Left: Side view of the swim tunnel working section showing the 3D printed body, mounting assembly dur-
ing an LDA measurement at the anteriormost observation location. Right: Planar velocity measurement locations inside the 
swim tunnel working section, the outline of the fish-shaped gudgeon body is marked in red. Blue markers represent the verti-
cal plane used for the upstream boundary conditions and green markers indicate the probe locations of the horizontal plane 
used for numerical model tuning and validation.
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body was higher than in the freestream region. The 

streamwise distance between points was reduced in the 

head region, corresponding to the anterior 40% of the 

total body length, to ensure a smooth interpolation of 

the large velocity gradients caused by stagnation. The 

closest points to the surface of the body were located at 

a distance of 0.5mm, and resided inside of the bound-

ary layer. The physical experiments in this work pro-

vided 2D velocity measurements required to tune and 

validate numerical Model I (swim tunnel) and to define 

the inlet boundary condition and numerical model 

divergence criteria Figure 3.

3. Numerical model

The open source framework OpenFOAM-v2112 was 

used in this work for numerical modelling of the 

flow around the fish-shaped body. Validation of the 

numerical model was carried out at Reynolds num-

bers of 3:74 � 104 and 8:23 � 104, which corres-

pond to standard operational conditions in the 

commercial swim tunnel with freestream velocities 

of 0.25 and 0.55m/s, respectively. All numerical 

simulations were based on the 3D incompressible 

steady-state Navier-Stokes equations using the Finite 

Volume Method (FVM). As the gudgeon model is a 

rigid body and does not move within the domain, 

the steady-state solver simpleFoam was chosen. A 

comprehensive summary of the numerical method, 

spatial and temporal discretization, turbulence 

model and boundary conditions used in this work is 

shown in Table 2. The flow within the swim tunnel 

test section (Model I) was found to be dominated 

by lateral wall effects, which lead to high turbulence 

Figure 3. Flowchart of the physical experiments and two numerical model setups (model I and model II) applied in this work. 
Model I was used for numerical model tuning and validation based on the physical experiments in the commercial swim tun-
nel, and numerical model II (widened mesh, unconstrained by the tunnel geometry) provided the main results of this work 
investigating fish hydrodynamic sensing based on the boundary layer, and anteroposterior pressure coefficient and shear stress 
distributions.

Table 2. Overview of the OpenFOAM simulations for Model 
I and Model II setups investigate in this work.

Numerical framework OpenFOAM-v2112

Solver simpleFoam
Characteristics Incompressible, steady-state, turbulence
Algorithm SIMPLE
Spatial discretization
Mesh type Polyhedral
Max cell size 0.004 m
Minimum cell size 0.00004 m
Total number of cells 5.8 M
Steady-state
Max. no of iterations 5000
Timestep 1
Turbulence model RANS-Spalart Allmaras
Wall treatment Calculated (fully resolved)
Convergence criteria
Residuals 10−6

Relaxation factors U¼ 0.7, p¼ 0.7
Total simulation time 80 CPUh
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intensities (TI). Due to this limitation, and after val-

idating the Model I setup based on the LDA meas-

urements, a second model domain (Model II) was 

widened to 0.3m, which removed the lateral wall 

effects. An overview of the physical model setup 

and corresponding numerical model validation and 

application to evaluate the fish-shaped body hydro-

dynamic sensing analysis is provided in Figure 3. 

The results of the widened domain model were sub-

sequently used in the investigation of the boundary 

layer, the pressure coefficient and shear stresses over 

the gudgeon body. The two model domains includ-

ing the boundary conditions and dimensions are 

shown in Figure 4.

3.1. Boundary conditions

The inlet flow conditions in numerical Model I 

were assigned in the form of a second-order polyno-

mial interpolated using the vertical planar LDA 

measurements with the expression-based boundary 

condition (exprFixedValue) in OpenFOAM. The 

interpolated inlet velocity was measured and mod-

elled at an upstream distance of 0.048m from the 

anteriormost point of the fish-shaped body. Model 

II was assigned a uniform inlet velocity distribution. 

The domain walls for both numerical setups were 

specified with a noSlip boundary condition as well 

as for the gudgeon body. A zero gradient Neumann 

inlet pressure boundary condition of both numerical 

setups was specified as rp¼ 0, and the outlets were 

defined using Dirichlet boundary conditions with 

zero pressure, p¼ 0. In this study, the influence of 

wall roughness was neglected, and the default value 

of the wall roughness parameter (E¼ 9.0253) in 

OpenFOAM was adopted within the wall boundary 

condition for turbulent viscosity �t (Spalding 1961).

3.2. Mesh discretization

A 3D rectangular test section of the swim tunnel 

(28 � 7:5 � 7:5 cm) was modelled in an open-source 

tool: Salome. The CAD model of gudgeon along 

with the test section were imported as .stl files in 

OpenFOAM and discretized using the open-source 

utilities: surfaceFeatureEdges and cfMesh. The result 

was an unstructured mesh composed of hexahedral 

and polyhedral elements. Near the surface of the 

gudgeon within the boundary layer, polyhedral cells 

of size 40 lm were created. To ensure a fine mesh 

resolution at the surface of the gudgeon, five bound-

ary mesh layers were added around the surface 

resulting in the first node of the mesh in the viscous 

region with an average yþ value of 0.7. Moreover, 

different mesh regions were defined around the 

gudgeon body with varying cell sizes depending 

upon the distance from the gudgeon. The outer 

boundaries of the test section were meshed with 

hexahedral elements of a larger size, approximately 

0.4mm. The final simulations were run with a total 

of 5.8M elements (Mesh N4 in Table 3).

3.3. Turbulence modelling

Previous works on near-body flow fields around 

fish-shaped bodies have assumed laminar flows, 

neglecting the effects of turbulence (Rapo et al. 

2009; Li et al. 2022). (Windsor et al. 2010) applied 

the Arbitrary Lagrangian-Eulerian (ALE) CFD code, 

solving the incompressible Navier-Stokes equation 

on an unstructured Voronoi finite volume mesh, to 

investigate the flow fields around a blind Mexican 

cavefish approaching a wall and validated the 

numerical models using Particle Image Velocimetry 

(PIV) data. To address the lack of turbulence 

Figure 4. Schematic showing the numerical model domain dimensions, the location of the gudgeon body and boundary con-
dition labels. The gudgeon model dimensions are given in Figure 1. (a) Numerical model I, used for model tuning and valid-
ation with the same geometry as the swim tunnel with LDA measurements. (b) Numerical model II, widened domain used for 
the analysis of the boundary layer, pressure coefficient, dynamic pressure and shear stress distributions over the gudgeon- 
shaped body.

Table 3. Discretization error for various meshes around 
gudgeon model.

Parameter Drag force coefficient (Cd)

N1 ,N2 ,N3 ,N4,N5 172K, 0.65 M, 1.0 M, 5.8 M, 7.9 M
yþ1 , yþ2 , yþ3 , yþ4 , yþ5 4.0, 0.40, 0.46, 0.65, 0.09
Cd1

, Cd2
, Cd3

, Cd4
, Cd5

0.07087, 0.07431, 0.06947, 0.06389, 0.06354
pave 3.632

C21
dext

, C32
dext

, C43
dext

, C54
dext

0.07546, 0.05011, 0.05831, 0.06319

e21
a , e32

a , e43
a , e54

a 4.63%, 6.96%, 8.73%, 0.55%
GCI21

coarse 1.92%
GCI32 34.83%
GCI43 10.91%
GCI54

fine 0.68%
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modelling for fish sensory ecology CFD studies, the 

authors compared several Reynolds Averaged Navier 

Stokes (RANS) turbulence models in a previous 

work (Khan et al. 2022), where it was found that 

the Spalart-Allmaras model yielded superior results 

when considering flows with a fully resolved bound-

ary layer (yþ < 1). Based on these findings, the 

Spalart-Allmaras turbulence model was implemented 

in this work.

The RANS-Spalart Allmaras (SA) model, also 

known as a linear eddy viscosity model, is widely 

used for simulating turbulent flows, particularly in 

aerospace applications (Matsui et al. 2021). Unlike 

other Reynolds-averaged Navier-Stokes (RANS) 

models, the Spalart-Allmaras model distinguishes 

itself by omitting the inclusion of an auxiliary set of 

equations to facilitate turbulence closure. Instead, it 

focuses solely on solving the transport equation gov-

erning the turbulent eddy viscosity. The turbulent 

eddy viscosity is intricately linked to the mean flow 

properties, and as a consequence, it does not expli-

citly encompass the spatial attributes of turbulence. 

Similar to other RANS models the Spalart Allmaras 

model is also based on the Boussinesq hypothesis 

which takes the assumption that the Reynolds stress 

tensor (sij) is proportional to the traceless mean 

strain rate tensor Sij (Spalart and Allmaras 1992).

sij ¼ 2ltS
�
ij −

2

3
qkdij (1) 

The model can be reasonably applied to predict tur-

bulent flows with adverse pressure gradients. A further 

advantage of the model is that it is local, which means 

the transport equation being solved remains independ-

ent of the solution at other locations.

3.4. Grid convergence study

In order to define the mesh resolution at which the 

numerical simulation is no longer affected by the 

spatial discretization of the computational mesh, a 

grid convergence study was conducted following the 

guidelines of Celik et al. (2008). The analysis is 

based on the accuracy of the numerical solution by 

calculating the discretization error between meshes 

with increasing levels of refinement. In this work, 

the numerical domain was discretized using five dif-

ferent meshes (N1 − N5) with base cell sizes (h), 

4 cm, 1 cm, 0.8 cm, 0.4 cm and 0.2 cm respectively. 

Following the (Celik et al. 2008) criteria, the global 

refinement ratio, r (r ¼ hcourse=hfine) was chosen as 

10, which remained above the suggested minimal 

threshold value of 1.3. The targeted discretization 

error parameter used in this work was the drag 

coefficient (Cd). It was chosen as it integrates pres-

sure and shear forces over the entire surface of the 

fish-shaped body based on the following expression:

Cd ¼
2Fd

qU2A
(2) 

where Fd is the drag force acting on the fish body, q is 

the density of water, U is the freestream velocity (here 

taken at 0.50 cm upstream of the fish) and A is the 

projected surface area of the body in the vertical plane 

perpendicular to the freestream velocity. The discret-

ization errors between two meshes as a function of Cd 

is reported in Table 3. In addition, the apparent order 

of the method (pavg), extrapolated values (C
ji
dext

) between 

the successive meshes, the approximate relative error 

(e
ji
a) and the grid convergence index (GCI) were also 

calculated to establish the final mesh resolution. The 

formulas and variables used to calculate the grid con-

vergence parameters are provided in the supplementary 

material.

The second finest mesh with 5.8M cells was found 

to provide a stable estimation of the drag coefficient 

with a suitable relative error (Table 3). The summed 

fluxes over all elements stabilized to a constant min-

imum after 456 iterations, and data were obtained from 

this time step for further analysis of the boundary layer, 

pressure coefficient and shear stress distributions.

3.5. Numerical model validation

The swim tunnel model (numerical Model I) was vali-

dated based on the planar time-averaged velocity fields 

obtained from LDA measurements at 0.25 and 0.55m/ 

s. The velocity difference between the LDA measure-

ments and simulated values was evaluated based on the 

standard deviation, which yielded a mean difference 

value of around 1 cm/s. Outliers were detected and 

removed using Bland-Altman plots (see supplementary 

material) with maximum deviations of up to 0.08m/s, 

primarily in the anteriormost region of the tunnel 

working section. The measured and simulated stream-

wise velocities are illustrated in Figure 5 and the relative 

differences are shown in Figure 6.

4. Results

In this study, a numerical model of a gudgeon fish sub-

ject to steady flow was developed to investigate the 

near-body flow fields relevant to the superficial and 

canal lateral line sensing modalities. The physical fish- 

shaped body was placed within a commercial swim 

tunnel, and 2D LDA velocity measurements of the 

streamwise and lateral velocity distributions at the mid 

dorsal-ventral plane were used to tune and validate the 

numerical model. This section presents the results of 

the numerical analysis, focusing on the boundary layer 

velocity profile and thickness, as well as the pressure 

distribution and shear stresses, including their relation-

ship to biological observations of the superficial and 

canal neuromast distributions on a gudgeon.
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4.1. Fish boundary layer

The boundary layer was resolved via numerical sim-

ulations using a RANS model by employing low 

Reynolds number wall functions to provide a wall 

constraint on the turbulent viscosity (�t ¼ 0). The 

boundary layer simulation results were first eval-

uated (at 65% BL) by plotting (Figure 7) the dimen-

sionless velocities, (Uþ) and distances, (yþ) and 

Figure 6. Relative velocity difference between swim tunnel LDA measurements and numerical simulations (Model I) around 
the gudgeon. Left: Relative velocity differences at U¼ 0.25 m/s. Right: Relative velocity difference at U¼ 0.55 m/s.

Figure 7. Left: Steady, dimensionless boundary layer profile envelopes in the posterior region (65% BL), highlighting the vis-
cous sublayer (blue background), buffer layer (orange background) and log region (gray background color). The black circles 
(convex during gait) and crosses (concave during gait) of a swimming rainbow trout after (Yanase and Saarenrinne 2015), 
which were also obtained at 65% BL to provide a qualitative comparison between a static gudgeon and a swimming trout. 
The solid black line represents the viscous law and the dashed black line the classic logarithmic law of the wall. Right: 
Boundary layer velocity profiles of the four streamwise velocities (0.25, 0.55, 0.85, and 1.25 m/s) obtained perpendicular to the 
body at 65% BL.

Figure 5. Mean streamwise velocity fields at the z¼ 0 plane from the swim tunnel. Left panels: LDA measured velocity at 
U¼ 0.25 m/s (upper) and U¼ 0.55 (lower) m/s. Right panels: Simulation results of the time-averaged streamwise velocity at 
U¼ 0.25 m/s (upper) and U¼ 0.55 m/s (lower).
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comparing the velocity profiles for each of the four 

flow rates evaluated in this work (0.25, 0.55, 0.85 

and 1.25m/s).

The model results of the boundary layer profiles 

indicate that inside the viscous sub-layer (i.e. 

yþ < 5), the velocity is linearly increasing with the 

normal distance to the wall irrespective of the flow 

velocity. The flow inside the viscous sublayer is 

dominated by viscous forces and exhibits significant 

shear. The boundary layer profiles in the buffer 

layer increase in slope with decreasing freestream 

velocity. Within the buffer region, the turbulence 

production is maximum due to the outward ejection 

of low-speed flow near the body, which transport 

low-momentum fluid from the wall into the main 

flow. The buffer layer thus serves as an intermedi-

ary, establishing a link between the region character-

ized by prevailing viscous effects and the transports 

region, where inertial forces dominate. The flow 

behavior in the transport region exhibits a pro-

nounced dependency on the Reynolds number, Re. 

In the case of a fully turbulent flow (Re > 106) over 

a flat plate, the velocity profile follows the classic 

law of wall, where the transport region is propor-

tional to the logarithmic distance from the surface 

(Chen and Doi 2002). However in this study, the 

flow at the surface of the gudgeon is not yet fully 

turbulent, but rather transient i.e. Re ¼ 104, for all 

four velocities investigated. Therefore the profiles do 

not strictly follow the logarithmic law on a signifi-

cant part of the body. Despite all velocities laying in 

transitional state, with an increase in inlet velocity, 

the mean velocity tends to converge towards the 

classical curve shapes in the log-law region. 

Furthermore, the averaged velocity profiles shown 

here correspond to a streamwise location of 65% BL 

of the fish, where the flow is not fully developed. 

Further downstream, for example, close to the tail, 

the flow gets fully developed and the boundary layer 

exhibit turbulent behavior, as shown in Khan et al. 

(2024).

The authors were also interested in the potential 

effects of a steady swimming gait on the boundary 

layer velocity profile (65% BL), and overlaid obser-

vations (Figure 7) obtained from a swimming rain-

bow trout during the concave and convex portions 

of the gait cycle from (Yanase and Saarenrinne 

2015). Although this data provides a rough and 

qualitative comparison, the (Uþ) trend from the 

numerical model closely matched that obtained dur-

ing the trout’s convex body orientation during a 

swimming gait but was found to overestimate the 

(Uþ) trend for the concave portion of the gait cycle.

Canal neuromasts, embedded in the upper der-

mal layer, and superficial neuromasts, originating 

from the surface and suspended in the flow, both 

tend to reside within the boundary layer (McHenry 

and Liao 2014). The authors illustrate the boundary 

layer thickness at various locations along the body 

length of gudgeon Figure 8. Following the nomen-

clature and visualizations of Yanase and Saarenrinne 

(2015), the boundary layer regions are classified as 

anterior, pectoral, pelvic and posterior. The bound-

ary layer thickness in each region was calculated 

using the classical approach of Schlichting and 

Gersten (2000). The results of the numerical model 

show that regardless of the flow rate, the boundary 

layer thickness is observed to be thinner in the ante-

riormost region of the gudgeon body, while it 

increases along the body and reaches its maximum 

thickness in the tail region. For instance, at 0.25m/s 

velocity, the boundary layer was found to grow the 

most rapidly from 26% BL anterior region to 80% 

BL posterior region, reaching a local maximum of 

6.04mm near the tail. This trend was generally 

observed for all flow velocities. The boundary layer 

remained laminar in the anterior head region until 

reaching 67% BL. Corresponding to the known 

height of superficial neuromasts, assuming a stand-

ard value of 50 mm (Coombs et al. 2014), the 

boundary layer thickness in the head region is not-

ably higher at all Reynolds numbers than the height 

of superficial neuromasts at the fish’s surface. These 

observations align with the findings of the study 

conducted by McHenry et al. (2008), which suggests 

that the viscous drag within the boundary layer 

induces deflection of the elastic hair cells within the 

cupula of a superficial neuromast, and not the near- 

body velocity itself.

4.2. Pressure distribution

The spatial distribution of gudgeon canal neuro-

masts is concentrated in the anterior head region, 

where it diverges into multiple branches and extends 

as a single main branch laterally along the body 

(Schmitz et al. 2014). The distribution of the major-

ity of canal neuromasts are illustrated in Figure 9

and overlaid with the normalized pressure coeffi-

cient Cp for the four velocities investigated in this 

work in order to qualitatively assess the sensitivity 

of the pressure-sensitive canal neuromast receptors 

for the gudgeon.

The individual positions of the superficial and 

canal neuromasts were obtained from a biological 

study of gudgeon (Schmitz et al. 2014), and each 

neuromast location was manually extracted from 

the reference work using WebPlotDigitizer. 

Subsequently, these points were superimposed onto 

the reconstructed 3D model surface of the gudgeon 

body used in this work, keeping the original vertical 

and horizontal aspect ratios of the neuromast 
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distribution as close to the original work as possible. 

The precise locations of the presented neuromasts 

are therefore reasonable approximations of a live 

gudgeon and are evaluated in terms of their relative 

position along the total body length to reduce posi-

tion errors to the greatest extent possible.

It was observed that the most rapid change in Cp, 

corresponding to the region of highest pressure sensi-

tivity occurs within the first 20% of the gudgeon body. 

These results are in good agreement with those pre-

sented in previous works which investigated the Cp dis-

tribution over a slender hydrofoil (Hassan 1992), a 

blind Mexican cave fish (Windsor et al. 2010) and a 

rainbow trout (Ristroph et al. 2015). Noticeable devi-

ation in Cp from these works is the presence of a large 

secondary peak for all investigated velocities on the 

gudgeon body between 6 % and again at 14 % of the 

body length. These peaks correspond to the regions 

immediately anterior to, and aligned with the gudgeon’s 

eye, and are associated with the highest density of canal 

neuromasts. The Ristroph model (Ristroph et al. 2015) 

also included a detailed body geometry including the 

trout eye, and exhibits a similar secondary depression 

of the Cp at nearly the same location along the normal-

ized body length, as shown in Figure 9.

The normalized pressure coefficient Cp describing 

the pressure to inertial forces around the gudgeon body 

remain identical for all flow rates. Whereas the 

dynamic pressure at the surface of the fish changes 

with respect to the Reynolds number (see Figure 10). 

The maximum dynamic pressure is observed to be at 

the stagnation region (at the nose) of fish and recedes 

Figure 8. Near-body velocity fields around the stationary gudgeon model. The boundary layer thickness is reported at the 
anterior, pectoral, pelvic, and posterior regions at U¼ 0.25, 0.55, 0.85, and 1.25 m/s velocity. The boundary layer thickness 
was obtained by determining the normal distance from the body at which the flow velocity is 99% U1 (Schlichting and 
Gersten 2000).
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around the head region along the body until it reaches 

80% BL where it eventually rises due to the retardation 

of the flow velocity in the posterior tail region because 

of the streamlined body shape. The pressure coefficient 

is normalized by the kinetic energy of the fluid, and is 

therefore insensitive to changes in the freestream vel-

ocity. In order to better assess the regions of higher 

sensitivity to near-body pressure changes, the dynamic 

pressure (difference between freestream pressure and 

the pressure acting at a point on the body) was also 

plotted for all four velocities, as shown in Figure 10. 

An interesting finding emerged from this visualization, 

as it can be seen that the sensitivity of the dynamic 

pressure varies widely, depending on the freestream 

flow velocity, where the anteriormost (head) and pos-

terior regions around the caudal peduncle had the 

highest gradients for all flows investigated in this work. 

The increased density of superficial neuromasts in the 

posterior regions correspond well with the increased 

dynamic pressure in this region, indicating that they 

may benefit from the increased pressure gradients in 

these regions in addition to fluid shear stresses.

4.3. Shear stress distribution

As the boundary layer develops along the body, its 

thickness increases, and the wall shear stress 

decreases (Schlichting and Gersten 2000). Water 

Figure 9. Pressure coefficient, Cp along the body length of the gudgeon fish model in comparison with previous studies. The 
Cp measurements are compared at the vertical plane (s/BH ¼ 0) as of the normalized fish geometry. Black dots represent the 
estimated locations of the canal neuromasts, distributed on the surface of gudgeon adopted from the biological study of 
Schmitz et al. (2014).

Figure 10. Comparison of the dynamic pressure (P − P0) distribution over the gudgeon body at four freestream velocities. (a– 
d) Dynamic pressure on the surface of the gudgeon model body at 0.25, 0.55, 0.85 and 1.25 m/s. Top left: (P − P0) distribution 
overlaid with the approximate positions of the lateral line receptors of a biological gudgeon specimen. Black dots represent 
the canal neuromasts and red dots the superficial neuromasts, adapted from (Schmitz et al. 2014).

JOURNAL OF ECOHYDRAULICS 11



motion around the surface of fish exerts a constant 

drag force produced as a result of shear forces act-

ing on the surface. Fish perceive the flow caused by 

the deflection of the cupulae through the depolariza-

tion of the membrane potential of hair cells within 

the cupulae. To better understand how a fish per-

ceives its surroundings, we evaluated the net vari-

ation of the shear along the body in juxtaposition to 

the total percentage of superficial and canal neuro-

masts. A dimensionless shear stress coefficient at the 

surface of the gudgeon model along the mid dorsal- 

ventral plane was calculated and plotted with 

the percentage of neuromasts along the body of the 

gudgeon in Figure 11. The shear stress inside of the 

viscous sub-layer are a function of the viscosity and 

velocity gradient, and is driven by the velocity pro-

files resulting from changes in the freestream vel-

ocity, as shown in the rightmost panel of Figure 7.

In our observations, the concentration of both 

the canal and superficial neuromasts in gudgeon is 

found to be primarily situated within the anterior 

20% of the total body length. The approximate loca-

tions of these neuromasts on the surface of the fish 

are adapted from (Schmitz et al. 2014). The plot 

depicting the total count of superficial and canal 

neuromasts in each 2.5mm segment of the fish’s 

body length is presented as a function of the per-

centage of each respective neuromast in Figure 11.

Along the gudgeon body, the distribution of both 

types of neuromasts was observed to concentrate in 

the the anteriomost region, where the coefficient of 

skin friction (Cf ) was the highest. The anterior 20% 

BL contains above 47% of the total number of 

superficial neuromasts. Analagous to the pressure 

coefficient, the coefficient of skin friction (Cf ) in 

this region also exhibited notable gradients. These 

findings suggest that the arrangement of superficial 

and canal neuromasts on the body of the gudgeon 

are not solely associated with near-body pressure 

gradients, but may also correlate to regions with ele-

vated shear stress and gradients thereof.

5. Discussion

Whether migrating, feeding, schooling, or avoiding 

predators, fish must contend with an extensive 

range of natural flow conditions for survival. The 

flow conditions encountered by fish are necessary 

but not sufficient to understand the fish’s response 

to its physical environment. Due to this, we must 

also investigate how fish perceive and adapt to the 

dynamically changing flow environment via their 

sensory systems. However, measuring the near-body 

flow fields under laboratory conditions remains a 

persistent challenge. To address this difficulty, CFD 

can be used in some cases to provide fully-resolved 

and highly detailed information to better understand 

fish-flow interactions. However, this requires the 

development, testing, and validation of numerical 

models capable of accurately simulating boundary 

layers, pressure fields and shear stresses.

In this work, we propose numerical methods suit-

able for exploring the variability of near-body vel-

ocity profiles as well as the boundary layer thickness 

on a gudgeon-shaped body. In addition to the 

boundary layer, the pressure and shear stress distri-

butions can be obtained from numerical simulations 

and compared with the locations of superficial and 

canal lateral line receptors. A major contribution of 

this work for future studies are the openly available 

LDA near-body velocity measurements required for 

the validation of the simulation as well as an open- 

body geometry, mesh, and numerical modelling 

setup which can be replicated in studies of other 

near-body flow fields. Although there were signifi-

cant differences at some probe locations within the 

swim tunnel due to the measurement artifacts, the 

mean velocity difference between the measured and 

Figure 11. Dimensionless shear stress along the body of the gudgeon (right vertical axis) in relation to the distribution of 
neuromasts (left vertical axis) expressed as the percentage of canal neuromasts (CN) and superficial neuromasts (SN). The per-
centages were calculated based on biological observations from (Schmitz et al. 2014).
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simulated gudgeon model after removing outliers 

remained at a suitably low level (Udiff ¼ 0:01 m=s), 

substantiating the proposed numerical model setup. 

In general, the numerical approach used in this 

work can be considered suitable for any fish-shaped 

body where the boundary layer mesh region is 

refined such that yþ < 1.

The resolved boundary layer model was evaluated 

for four flow velocities (0.25, 0.55, 0.85 and 1.25m/ 

s). Inside the boundary layer at all investigated 

Reynolds numbers, the flow within the known 

length scales of the superficial neuromasts (approx. 

30 mm (Coombs et al. 2014)) remained laminar. The 

boundary layer thickness varies around the gudgeon 

body ranges from 0.67mm in the anterior region 

(head region) to 6.04mm in the posterior region 

(tail region) for the 0.25m/s velocity. The variation 

of the boundary layer thickness along the fish’s 

body length could be the source of perceiving the 

velocity gradients from the bulk flow. Based on 

these biological observations which report the not-

able features of the boundary layer, we encourage 

future studies to consider the potential effects of the 

boundary layer on fish lateral line sensing.

Pressure gradients are perceived by the canal 

neuromasts distributed on the fish surface. Previous 

studies have shown that the lateral line receptors are 

highly concentrated in the anterior head region 20% 

of the total body length and tails off further along 

the body (Ristroph et al. 2015). For the current 

study, the pressure distribution was analysed by 

plotting the pressure coefficient, Cp along the body 

length of the gudgeon model at the mid dorsal-ven-

tral plane relative to the previous biological observa-

tion of neuromasts layout. The Cp along the body 

largely agree with the previous literature, and exhib-

its large gradients in the anterior head region at up 

to 20% of BL. Furthermore, the pressure coefficient 

plots illustrate that because Cp is normalized by the 

freestream kinetic energy, lateral distributions of Cp 

do not provide information related to potential 

changes in pressure-related lateral line sensitivity as 

a function of the freestream velocity. Instead, we 

recommend evaluating the dynamic pressure distri-

bution over the body, which is highly sensitive to 

changes in the freestream flow velocity.

The variation in the dimensionless shear stress, 

Cf along the fish’s body at different Reynolds num-

bers over the gudgeon body was found to correlate 

with higher percentages of both types of neuro-

masts, the majority of which were found within the 

first 20% of the fish’s body length. This indicates 

that similar to the pressure coefficient, Cp the high-

est sensitivity to shear stresses likely occurs in the 

anteriormost region of the gudgeon head, corre-

sponding to the location of the fish’s eye. However, 

in contrast to the pressure coefficient, Cf exhibited a 

greater degree of variability as a function of the flow 

velocity, where it was found that Cf tended to 

increase in magnitude with decreasing Reynolds 

numbers (and correspondingly, at lower flow veloc-

ities). Models of superficial neuromasts have indi-

cated that their sensitivity is also dependent on their 

morphology, where increased flexural stiffness leads 

to a decrease in sensitivity (McHenry and van 

Netten 2007). These findings warrant further inves-

tigation by evaluating CFD-based shear stress distri-

butions with biological observations of the 

placement and morphological characteristics of 

superficial neuromasts obtained in previous studies 

(Coombs and Montgomery 1994). Such investiga-

tions could plausibly evaluate if individual superfi-

cial neuromasts’ sensitivity or groupings thereof are 

specifically tuned for fixed ranges of shear stresses. 

If the properties of superficial neuromasts of a given 

fish species and life stage were well-defined, it 

would then be possible to infer the flow conditions 

at which the fish are most sensitive.

A limitation of this work was the use of a sta-

tionary numerical approach. Although the time- 

averaged velocity, pressure and shear stress can 

provide valuable insights into the magnitude of lat-

eral line stimuli, further work using time-resolved 

numerical models is required to explore spatio-tem-

poral stimuli experienced by live fish. In addition, 

the authors wish to point out that the walls of the 

flume were smooth and modelled without any sur-

face relief, which represents a highly synthetic flow 

environment. Stationary flow simulations including 

realistic bedforms with cobbles and woody debris 

can be used to model more complex hydrodynamic 

environments, and may lead to further insights into 

the lateral line sensing abilities of freshwater fish, 

even under stationary flow conditions.

6. Conclusion

This work is one of very few to provide open 

numerical models of a fish-shaped body, including 

laboratory-validated simulations for near-body flows 

under stationary conditions. Specifically, the open 

velocity data, mesh, and simulation setup from this 

work can be utilized by other researchers to 

improve the understanding of how fish perceive tur-

bulent flows in natural and laboratory setups. The 

investigation of boundary layer thickness around the 

gudgeon revealed consistent variations along the 

body length across all Reynolds numbers. The anter-

ior head region showed a thin, laminar boundary 

layer, while the posterior tail region exhibited a rela-

tively thicker, turbulent boundary layer. Within the 

viscous region of the boundary layer at 65% BL, 
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velocity profiles remained linear with the normal 

distance from the wall at all incoming flow veloc-

ities. The velocity profiles varied in the logarithmic 

region generally conformed to the logarithmic law. 

The pressure coefficient evaluated at the mid dorsal- 

ventral plane of the gudgeon exhibits large gradients 

in the anterior 20% of the body length, and was 

found to agree with previous studies by Windsor 

et al. (2010) and Ristroph et al. (2015). The dynamic 

pressure was most sensitive in the anteriormost 

(head) and posterior (caudal) regions. Similarly, the 

shear stress coefficient exhibited the largest gra-

dients in the anterior head region, near the eye. 

These findings suggest that the high-density distri-

bution of SNs and CNs in the anteriormost head 

region are likely to correspond to the pressure gra-

dients and local shear stresses experienced by a sta-

tionary gudgeon oriented into the principal flow 

direction.
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Abstract 

Fish use their lateral line flow sensing system to locate food, avoid predators and to navigate in turbulent, dark 

and turbid waters. Biophysical studies of the lateral line indicate that fish are capable of sensing pressure, 

velocity, and acceleration of the near-body flow field, as well as their gradients at rates between 20 and 400 Hz. 

This allows fish to perceive minute changes in the hydrodynamic environment, referred to as “touch at a 

distance”. Previous investigations on near-body flows around fish have illustrated that basic fish-flow 

interactions can be evaluated using computational fluid dynamics (CFD). Despite these promising findings, there 

remains a gap in applying CFD to lateral line studies, largely because it is not known which turbulence models 

are suitable to simulate flows around fish-shaped bodies. To address this, RANS turbulence models are used to 

simulate a benchmark turbulent flow (Re=6.8x105) around the body of a 3D printed brown trout in an open 

channel flume. Three different RANS models, the standard k- ϵ, k-ω SST, and Spalart Allmaras were selected 

based on their applicability. The RANS model assessment was validated in a 1:1 physical open channel flume 

from laser doppler anemometer (LDA) measurements taken at 250 points distributed around the fish-shaped 

body, as near as 3 mm from the surface. Furthermore, the effects of modelled and resolved boundary layers were 

also evaluated. The results of this open source and open data benchmark study provide a numerical model can be 

used by others for further CFD research on fish flow interactions in fishways, rivers and possibly even to study 

turbine passage.     

Keywords: Fish habitat, turbulence models, boundary layer 

1 INTRODUCTION 

A rapid decline in freshwater fish populations across Europe are caused in part by  anthropogenic effects and 

climate change, forming a persistent threat to river ecology [1]. Understanding how fish perceive flow 

parameters such as velocity, pressure, and acceleration to navigate through the complex habitats is a critical, but 

poorly understood component of aquatic habitat preservation [2]. Fish have evolved a mechanosensory system to 

navigate through complex turbulent flows. This sensory system is comprised of tiny hair-like structures on the 

surface of fish known as superficial neuromasts, and is capable of detecting as low as 20 Hz of water 

fluctuations, and canal neuromasts can detect higher frequencies up to 400 Hz [3]. Fish can sense upstream and 

in the lateral direction up to 20% of their body length, efficiently navigating through highly turbulent flows [4].  

Turbulence in natural river habitats can be characterized by four major elements: intensity, periodicity, 

orientation, and scale [5]. Woody material, boulders, vegetation and local bedforms generate turbulence in the 

form of eddies which cascade from large to small in space and time [6], [7]. The spatial scales of these eddies 

can be up to several meters and the time scale of turbulence eddies over which it interrupts the mean flow, ranges 

from a small i.e., Kolmogorov microscale to large convective time scales. In addition, the riverbeds in natural 

environments are highly heterogeneous and non-uniform which disrupts the mean flow resulting in a non-

uniform boundary layer and turbulent eddies which affects the fish’s swimming efficiency. A fish’s response to 

unpredictable turbulence can therefore also be unpredictable. Fish may take advantage of the turbulence during 

the normal swimming gait cycle to improve their swimming efficiency. However, it is also possible that 

turbulent eddies decrease the overall swimming performance [8], [9]. A recent study shows that even if there are 

similar turbulence levels in different locations, the fish responses will not be the same [2]. This is likely because 

in addition to turbulence, other factors can play a crucial role in the fish’s behavioral response to flow, including 

illumination, sound and scent. Multiple studies focus on quantifying fish habitats from the observer’s perspective 



do not typically consider how a fish perceives its environment [10]. To begin to address this issue, studies of 

flow fish interactions are required which describe the flow fields around fish-shaped bodies including the 

velocity, pressure and their gradients.  

Recent advancement in computer technology and the up-gradation of computational resources, has increased the 

possibility to model such complex flows through numerical approximations. Computational fluid dynamics 

(CFD) has shown promising results in the past modelling river flows on large scales [11]. But at the microscale, 

the boundary layer contributes towards flow separation on the body, as well as vortex generation in the wake 

[12]. Previous studies have emphasized fish swimming kinematics as well as the propulsion and drag forces 

[13]–[15]. However, very few studies have discussed how these may relate to a fish’s sensing capabilities. For 

example, [16] tested a blind Mexican fish (Astyanax fasciatus) facing a wall laterally or approaching a wall and 

found that it can sense up to 20% of its body length (BL) at normal swimming speeds. Similarly [12] showed 

that 3D simulations can be used to detect the spatial patterns of pressure gradients around fish bodies generated 

by a dipole source. Both studies highlighted the significance of the boundary layer at the body surface to detect 

the near-body pressure gradients stimulating the lateral line.  

In this work, a 3D CFD study around a fish-shaped body provides a benchmark using Reynolds Averaged 

Navier-Stokes (RANS) turbulence models to estimate the velocity and pressure fields. Furthermore, we present 

fish and flow interaction in the presence of a boundary layer and the investigate the significance of resolving the 

boundary layer in perceiving the flow fluctuations on the fish body surface. The significant contribution of this 

work is the open-source numerical model it provides, which can be applied by future researchers in new CFD 

studies. This work is significant because it is the first to assess the effects of boundary layer and turbulence 

modelling on flow fields around fish-shaped bodies using the RANS approach. 

2 METHODOLOGY 

2.1 Numerical Modelling 

An open-source numerical model was developed in the OpenFOAM framework, modelling the flow around a 

steady fish in an open channel flume. OpenFOAM is a C++ toolbox for solving continuum mechanics problems 

with the efficacy of customizing the numerical solvers, and pre-and post-processing utilities. Modelling a section 

of a flume, with a particular interest in the spatial flow parameters, reduces the computational cost and time. 

Therefore, a section of flume with dimensions 1850 × 800 × 600 mm3 was modelled in this study (Fig 1). In this 

work, only RANS turbulence models are taken into account for a single-phase flow due to their robustness and 

low computational costs. A numerical model using Large Eddy Simulation (LES) or Direct Numerical 

Simulation (DNS) would require a very fine mesh discretization of the flume, which intuitively requires more 

computational resources and time. We tested three different RANS turbulence models; the Standard k-ϵ model, 

k-ω SST model, and the Spalart Allmaras model. Modelling physical flow problems in the finite volume method 

(FVM) assures that the pressure velocity coupling at the center of each cell. The pressure velocity coupling is 

solved through an iterative solution strategy, ‘Semi-implicit method of pressure linked equations (SIMPLE)’

[17]. An advantage of using this iterative solution strategy is that it can be applied to simulations with high 

Courant-Friedrichs-Lewy (CFL) numbers. As the primary focus of this study is to simulate the boundary layer 

(BL) around the surface of fish, with a very fine mesh (with cell size up to a few mm). Simulating the boundary 

layer is an important consideration for fish sensing because within the BL, the viscous forces dominate over 

inertial forces and large pressure gradients permeate the flow field. These flow field gradients are key factors in 

determining the fish’s active sensory space. Thus, five different model setups are purposed in this study 

corresponding to the turbulence models with the possibility of both resolving and modelling the boundary layer 

at the surface of fish. All five model setups were validated later with the experimental data obtained. The

summary of these model setups is provided in Tab 1. 



Tab 1. Overview of the numerical model setups investigated in this work as combinations of near-wall treatments and RANS turbulent 
models. 

Near-wall  

treatment  

RANS turbulence models 

Standard k-ϵ k-ω SST Spalart Allmaras 

Boundary layer 

Unresolved  

BL modelled  

Wall treatment through wall 
functions 
(30<y+<300) 

BL modelled  

Wall treatment through wall 
functions 
(30<y+<300) 

- 

Boundary layer 

Resolved 

BL fully resolved 
(y+<1) 

BL fully resolved 
(y+<1) 

BL fully resolved 
(y+<1) 

Fig 1.  Overview of the numerical and the experimental domains; (Left) fish-shaped body, the spatial distribution of measurement points 
around the physical model and at the upstream boundary of the CFD model. (Right) Inlet velocity and turbulence distributions at the inlet  
patch (red rectangle in the left panel) were measured with LDA and later applied as a mapped inlet condition in the numerical model.  

For resolved boundary layer cases, mesh discretization in the vicinity of fish is very fine (y+<1).  In these model 

cases, low Reynolds wall functions are used to model the flow within the boundary layer. Whereas for modelled 

boundary layer cases, high Reynolds wall functions are enacted in OpenFOAM.  

2.1.1 Geometry and mesh 

A three-dimensional model of a brown trout (Salmo trutta) was generated in computer-aided design (CAD) 

software. This model was imported into OpenFOAM as an stl. file which was later snapped into the domain and 

meshed with hexahedral cells of different sizes. The mesh cell size increases from the surface of fish to outer 

domain boundaries. The meshing strategy followed a two-step approach, in the first step the flume domain was 

generated with a blockMesh utility and discretized with hexahedral cells around a cavity, in the second step the 

fish was snapped and discretized with hexahedral cells through cfMesh utility which was later merged into that 

cavity and stitched with the existing mesh (Fig 2). The whole meshing algorithm was automated through a bash 

file in the Linux system to save time. For a grid independence study, five different mesh sizes were generated 

with the cell size ranging between 0.1 m to 0.01 m.  

Fig 2.  Mesh discretization of the domain; (Left) frontal section showing the boundary mesh and fine discretization of mesh boundary layers 
around the surface of fish (zoomed section illustrates the boundary layers around the fish body). (Right) Lateral discretization of mesh with 

different mesh regions around the fish body.  



2.1.2  Boundary conditions 

Specification of the boundary conditions as well as the initial values at the inlet and outlet patches in a numerical 

setup for simulating physical flow problems is the first step of CFD analysis. Flow within the flume is highly 

turbulent (Re = 6.8x105 at the fish surface), with a time-averaged velocity of 0.54 ms-1 and turbulent intensity of 

3.16 %. For the development of a numerical model representing similar fldow characteristics, the inlet patch is 

divided into two sub-patches. The inlet patch upstream of the fish head is specified with the flow velocity 

mapped from the LDA experiments through a second-order polynomial else the mean velocity was enacted in the 

free stream surrounding region. A no-slip boundary condition was applied to all the patches except the 

atmospheric patch where a slip boundary was applied.   

2.2 Experimental Setup 

A lab experimental facility was designed at Otto-von-Guericke University Germany in which 2D LDA 

measurements were recorded around a rigid 3D printed fish model for velocity and turbulence intensity in a 10 m 

long and 1.2 m wide flume. The water depth inside the flume was kept constant at a height of 0.68 m. The LDA 

system was projected from underneath the flume with optical access to 0.6 m in length, 0.53 m in width, and 

0.26 m in height. The LDA velocity measurements were recorded at 253 locations in total with an increasing 

sample density closer to the surface of the fish. This includes the measurements taken upstream, near the body, 

and in the wake region. To ascertain the velocities in the vicinity of the fish body within the boundary layer the 

closest distance was set to 3mm along the body and 2.5mm along the tail. Single plane measurements (at z = 0) 

were taken into account to demonstrate the velocity tendency around the fish body. Within the scope of this 

study, only Ux and Uy velocities are considered (neglecting the Uz). The measurements are grouped into head, 

body, and tail regions of interest to compare the performance of wall treatments and turbulence models. To 

ensure the reproducibility over several multiple days of measurements, a grid of 18 measurement points 

upstream of fish was analyzed at the beginning of each experiment. The LDA data was post-processed and stored 

with a commercial software BSA Flow using a Dantec Flow Explorer DPSS 300 2D which allowed for the 

acquisition of raw data at a single measurement location. It also calculates the signal quality for each 

measurement based on the signal-to-noise ratio (SNR) which was used for LDA qualitative assessment before 

actual measurements.  

Fig 3. Left: Position of all measurement points in the 3D experimental domain indicated by each targeted group. Right: Velocity 
measurements and numerical probes around the fish body in the 2D plane with three regions: head (red), body (green), and tail (blue) inside 

the boundary layer. Gray points further away from the body surface correspond to LDA measurement locations not taken into account for 
boundary layer measurement.

2.3 Results and discussions 

2.3.1 Mesh and time sensitivity analysis 

The mesh sensitivity analysis was achieved through ASME criteria [18]. The evaluation factor chosen for mesh 

sensitivity analysis was, ‘drag coefficient (cd)’. It is convenient to consider the drag coefficient as an evaluation 

metric because it manifests the pressure and shear forces over the entire surface of the fish body. Five different 

setups with varying mesh sizes were tested for the calculation of drag coefficient and analyzed through grid 

convergence index (GCI). It is worth mentioning here that for all setups it was ensured that the y+ remained in 

the viscous range.  



Fig 4. Left: Evolution of drag (cd), friction drag (cf), and pressure drag (cp) coefficients for increasing mesh number of cells (abscissa in logarithmic scale).  

Right: Convergence of the streamwise and lateral velocity components within the boundary layer (Fig 3) over a simulation time of 3 s.  

The drag coefficient (cd) decreases with the increase in the number of mesh and converges at 4.2M. Thus, the 

model setup with 4.2M cells was opted for final simulation for validation purposes. A time-sensitivity analysis 

was performed to analyze the fluctuation of velocities in the vicinity of the fish surface. The total time of 

simulation was set to 3.0 s but the velocities (streamwise Ux and lateral Uy) converged after 1.5 s. Therefore, all 

validations were carried out after 1.5 s of the time interval.  

2.3.2 Resolved and modelled boundary layer  

Flow characteristics are mainly dependent upon the type of flow. Studies with fluid-low interactions generally 

require the boundary layer to be resolved with a fine resolution mesh. Different RANS turbulence models have 

different approaches for model wall-bounded flows. The streamwise and lateral velocity measured through LDA 

measurements and simulations models for Standard k-ϵ, k-ω SST, and Spalart Allmaras, are compared for probe 

points within a distance of 0.06 m from the boundary layer. Fig 5. shows a comparison of absolute velocity 

difference within the boundary layer between the simulated models (both resolved and unresolved) and LDA 

measurements. From the comparison, we found that the Spalart Allmaras model was capable of simulating the 

boundary layer effectively with a maximum velocity difference of 0.07m for streamwise velocity (Ux). Whereas 

for lateral velocities, the results did not show a substantive difference across the model setups. Overall, the 

resolved boundary layer cases showed less absolute difference than the modelled cases.     

Fig 5. Box plots of the absolute difference between the time-averaged velocities (Ux and Uy) for the three turbulence models, compared to the LDA 

measurements. The boxplot indicates the inter-quartile range, mean (green triangle), median (orange line), and outliers are shown as black circles. The fill color 

indicates either resolved or modelled boundary layers. 

2.3.3 Turbulence models and wall modelling 

All turbulence models have performed equally in the free stream, but major differences emerge at the surface of 

fish where k-ω SST and Spalart Allmaras performed better as compared to the Standard k-ϵ model. The k-ω SST 

and Spalart Allmaras had minor divergence to the LDA measurements between streamwise velocity. Among all 

three turbulence models, Spalart Allmaras performed best. Fig 6. illustrates the normalized streamwise velocity 



profiles in three different regions along the body of fish. Within the boundary layer , the performance of the 

Standard k-ϵ model turbulence model around the head region was not satisfactory.     

Fig 6. Normalized streamwise velocity profiles at three different regions along the fish-shaped body for all turbulence models and LDA measurements. At some 

locations, the k-ω SST model overlaps the Spalart Allmaras model and is not visible. 

2.4 Conclusion 

Modelling turbulent flows around fish-shaped bodies require special care in handling the boundary layer. Using 

wall functions to modify the wall shear stress empirically and satisfy the physics of flow across the boundary 

layer, adeptly bridges the flow between the inner region and the fully turbulent flow. An alternative way to 

determine the wall shear stress is by resolving the gradient near the wall by fine resolution of the mesh. In 

turbulent flows with a high Reynolds number, the boundary layer gets thinner resulting in a gradient at the wall 

steeper which needs smaller cells to resolve the gradient. In this study, a fine resolution of mesh with mesh size 

up to 1mm at the surface of fish was generated to get the first mesh node inside the viscous layer (y+<1) with 

additional layers at a thickness ratio of 1.15. Subsequently, a coarser mesh with the first node (30<y+<300) in the 

logarithmic layer was generated for the modelled boundary layer case. Simulation results for streamwise and 

lateral velocity for both modelled and resolved cases support the argument that resolving the boundary layer 

provides better results in analyzing flow characteristics for all turbulence models. It is worth mentioning that the 

Spalart Allmaras model can only be applied for the resolved cases. The modelled cases in general show more 

divergence from the LDA measurements as compared to resolved cases. Thus, for future studies, we recommend 

resolving the boundary layer while simulating turbulent flow around fish-shaped bodies.   

Among the tested RANS turbulence models, the Spalart Allmaras model performance was the best. The k-ω SST 

model also performed well, except in the tail region where it did not accurately estimate the position of flow 

separation. The Standard k-ϵ model performance was substandard in the regions of high-pressure gradients.  

This research is significant because it spotlights the implication of resolving the boundary layer for simulating 

fish in a highly turbulent environment. Fish senses minute fluctuations inside the boundary layer through 

superficial neuromasts and studies show that they are predominantly concentrated inside the head region [19]. 

Thus, it is important to simulate the flow across the boundary layer by resolving it and deploying the Spalart 

Allmaras turbulence model for modelling turbulent flows around fish-shaped bodies [20].  

Future studies can implement these modalities on more diverse species of fish with inclusion of fish undulatory 

motion to explore the flow parameters of the fish body. Understanding flow characteristics velocity or pressure 

on the 3D complex surface of fish would help us to find how fish perceive its environment in nature.  
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Comparison of Near-Body Flow Fields 
of a Gudgeon and NACA0013 Profile 

Ali Hassan Khan, Gert Toming, Stefan Hoerner, and Jeffrey A. Tuhtan 

Abstract Hydrodynamic sensing using the lateral line system allows fish to detect, 
localize and classify minute flow field fluctuations filtered through the boundary layer. 
These near-body flow fields provide valuable information about the current state of 
the flow environment during a swimming gait cycle and at rest. Previously, fish-like 
sensors have been developed for ecological studies using a simplified NACA0013 
axisymmetric streamlined profile, which is a considerable simplification compared 
to the geometry of fish. To investigate potential differences in the near-body flow 
field resulting from the differences in body geometry, a comparison of the flow fields 
around a NACA0013 profile and a digital model of a bottom-dwelling gudgeon 
(Gobio gobio) fish (length = 15 cm) was performed. The time-averaged velocity 
fields around a gudgeon body and NACA0013 profile were obtained numerically 
using the open-source tool OpenFOAM at 0.25 and 0.55 ms−1. The results show that 
the streamwise velocity distribution in the lateral direction around the gudgeon body 
has minor deviations from those observed around the NACA profile. Specifically, 
near the surface of the fish-shaped body and NACA, a well-developed boundary 
layer was observed, with turbulent behavior in the posterior region near the tail fin. 
The results of this study indicate that the use of the NACA profile for boundary 
layer studies in ecologically relevant flows would be a suitable approximation of the 
gudgeon.
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1 Introduction 

Hydrodynamic sensing is common to many aquatic vertebrates and is used to navigate 
through complex environments, locate prey, and avoid predators. It is also essential 
for social interactions such as schooling behavior in fish by allowing individuals to 
locate their fellows (Bleckmann and Zelick 2009). The lateral line sensory system in 
fish detects the relative movement between the fish’s body and the surrounding water 
(Dijkgraaf 1963). The neuromast sensory organs of the lateral line system are further 
classified as superficial neuromasts and canal neuromasts. Superficial neuromasts are 
present at the body surface and are sensitive to the velocity of the surrounding fluid. 
In contrast, canal neuromasts make use of tunnel-like structures beneath the fish’s 
skin and are sensitive to pressure gradients (Mogdans 2019). Ecological studies on 
fish sensing primarily focus on the lateral line system and the flow field quantities of 
velocity, pressure, acceleration, and their gradients to investigate the hydrodynamic 
sensing capabilities of fish. 

Previous works have made use of simplified fish body geometries to investigate 
the sensory capabilities of the lateral line. Fish behavioral studies revealed that a 
blind fish is capable of detecting and recognizing objects at a distance. These empir-
ical derivations are based on a fish of disc-like shape with large flat sides (Hassan 
1985). Following this study, a range of different fish-shaped analogies was inves-
tigated to determine the spatial and temporal distribution of stimuli to the lateral 
line system from flow fields (Hassan 1992a, 1992b, 1993). With the advancement in 
computational power and resources, the flow fields around fish-shaped bodies can 
now be simulated through computational fluid dynamics (CFD). One of the earliest 
three-dimensional models (3D) of fish-shaped bodies was simulated including the 
dorsal and pectoral fins to investigate the flow fields in the presence of stimuli (Rapo 
et al. 2009). The fish model used in these simulations was a simplified body of a 
Mottled Sculpin. The author of this study recommended considering the effect of 
the boundary layer (BL) at the surface of fish for fish-sensing studies. More recent 
contributions to fish sensing using CFD (Windsor et al. 2010a, 2010b) focused on the 
fish sensing range of a blind Mexican cavefish and employed a NACA0013 profile 
to validate the experimental results. 

One challenge in using simplified fish-like body geometries is that each fish 
species at various life stages possess inter and intra-species morphological varia-
tions. The distinctive layout of the lateral line system varies among species which 
to some extent are subject to developmental and morphological constraints (Webb 
1989). Thus, each fish species has a specific flow field pattern based on its body 
morphology, creating a unique hydrodynamic image used in detecting stimuli at a 
distance. 

Despite the existing studies using CFD for fish sensing research, substantial gaps 
persist in the evaluation and the quantification of flow fields around realistic fish-like 
body geometries. The major contribution of this work is to conduct a compara-
tive analysis between a realistic fish-like body geometry and a NACA0013 model. 
Although the authors recognize that a fish’s lateral line system is highly sensitive
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to the instantaneous flow fields, we assume that major differences between fish-like 
and simplified body geometries can be evaluated based on time-averaged flow fields. 
Therefore, Reynolds Averaged Navier Stokes (RANS) modelling was performed to 
estimate the time-averaged flow velocity around the gudgeon fish and the NACA 
model. The boundary layer along the surface of the fish and NACA was assessed 
through the mean velocity to investigate the potential difference between the BL char-
acteristics. This work is the first to assess the boundary layer of a realistic fish-like 
body (gudgeon) to a simplified streamlined body geometry (NACA0013) to deter-
mine if and where major differences in the boundary layer between body geometry 
types occur. 

2 Methods 

In this study, a numerical model is developed to investigate flow fields around a 
freshwater fish gudgeon and a common fish analogy, i.e., axisymmetric NACA0013 
model, at two different Reynolds numbers (Table 1). The gudgeon is an elongated 
bottom-dwelling fish commonly found in a rapidly flowing freshwater (Schmitz et al. 
2014). Morphometric analysis of gudgeon in European rivers shows that common 
body length ranges between 9 and 21 cm (Maitland and Campbell 1992; Page 2008). 
Thus, in this study, the gudgeon model with an average body length of 15 cm was 
taken into consideration. Simultaneously, the chord length of the NACA0013 profile 
was 15 cm for comparison purposes. To achieve a three-dimensional symmetrical 
configuration, the surface of the NACA0013 airfoil was revolved along its chord 
length axis, transforming it into a hydrofoil shape. The simulation model was set up 
for a test section of a swim tunnel in which the gudgeon and NACA0013 models 
were placed. Due to the viscous effects, the boundary layer attenuates the amplitude 
of velocity fluctuations across it, thus making it a damping layer to the flow stimulus 
(Rapo et al. 2009). The NACA0013 profile is designed to generate a thin boundary 
layer attached to the surface providing the most favorable ratio of lift to drag in aero-
dynamic applications, whereas fish in wild are known to possess a thicker boundary 
layer (Yanase and Saarenrinne 2015). Therefore, in this study, the boundary layer 
around the surface of the fish model and the NACA profile was fully resolved to simu-
late the flow in the near-wall regions. The boundary layer thickness, i.e., a normal 
distance from the wall where the velocity was taken as 99% U∞ (Schlichting and 
Gersten 2016) was calculated at different regions along the body length to provide 
a comparison of the boundary layer thickness between the fish-like and simplified 
body geometries.
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Table 1 Channel specifications and inlet flow velocities for the gudgeon fish and NACA0013 
hydrofoil 

Channel 
dimensions 

Mean flow 
velocity U 
(ms−1) 

Flow rate Q 
(ms−3) 

Reynold number Re Froude number Fr 

L × W × H 
28 cm × 7.5 cm × 
7.5 cm 

0.25 1.41 × 10–3 3.74 × 104 0.21 

0.55 3.09 × 10–3 8.24 × 104 0.45 

2.1 Numerical Modelling 

An open-source numerical model was developed using the OpenFOAM framework 
based on the test section of a Loligo swim tunnel (Fig. 1). OpenFOAM is a C++ 
toolbox for solving continuum mechanics problems. The rectangular test section 
of the swim tunnel with a dimension of 28 cm × 7.5 cm × 7.5 cm was modelled 
with the fish at a distance of 6.4 cm from the inlet upstream. The flow is assumed 
to be highly turbulent at the inlet, thus the turbulence inside the test section was 
modelled by using a RANS turbulence model, i.e., Spalart Allmaras (SA), commonly 
used for aerodynamics applications (Spalart and Allmaras 1994). The SA model has 
previously shown good results in modelling flow fields around fish-shaped bodies 
with a resolved boundary layer near the surface of fish (Khan et al. 2022). Spalart 
Allmaras (SA) is a one-equation model that solves the transport equation for the 
kinematic turbulent eddy viscosity. For the steady fish case, RANS provides time-
averaged flow fields which are sufficient to compare the boundary layer thicknesses 
used in this study. Considering unsteady cases with undulatory motion of fish, the 
authors recommend Detached Eddy Simulation (DES) or Large Eddy Simulation 
(LES), as these methods will provide more detailed information (i.e., time-resolved 
flow fields) at a substantially higher computational cost. 

The numerical model employed the Finite Volume Method (FVM) to ensure suffi-
cient resolution of pressure–velocity coupling inside each cell center, solved using 
the iterative solution strategy, ‘Semi-implicit method of pressure linked equations

Fig. 1 Overview of the gudgeon model inside the swim tunnel respirometer; (Left) Cross-sectional 
view of three-dimensional gudgeon model inside the test section. (Right) Numerical model for 
OpenFOAM defining the computational domain along with boundaries 
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Fig. 2 2D planar view (z = 0) of mesh discretization within the domain along with gudgeon and 
hydrofoil; (Left) Planar view of the mesh discretization with additional mesh regions around the 
gudgeon body and the boundary layer. (Right) Planar view of the mesh discretization around the 
NACA0013 hydrofoil 

(SIMPLE)’ (Versteeg and Malalasekera 2005). For FVM problems, this iterative 
solution is useful for simulating flows at higher Courant-Friedrichs-Lewy (CFL) 
numbers by converging the pressure and velocity within each time step. 

2.2 Geometry and Mesh 

The three-dimensional body geometry of the gudgeon and the NACA profile 
modelled in computer-aided design (CAD) software, i.e., SolidWorks were imported 
into OpenFOAM as .stl files which were snapped into the domain and meshed with 
hexahedral and polyhedral cells of different sizes. A common meshing strategy 
adopted for gudgeon and NACA was to decrease the mesh cell size near the surface 
(∆ ~ 0.004 mm) and gradually increase it towards the outer boundaries (∆ ~ 4 mm). 
For snapping and meshing within the domain, an OpenFOAM built-in utility called 
cfMesh was used. cfMesh is an automated utility within the OpenFOAM framework 
that generates hybrid mesh, i.e., unstructured mesh around the complex geometries 
and structured mesh in the free domain. To reduce discretization errors, a grid inde-
pendence study was conducted with the generation of five different meshes with 
different cell sizes ranging between 0.04 and 0.004 m, from coarse to fine. The ulti-
mate mesh used for comparison studies was containing 5.8 M cells with a fish’s 
surface cell size of 4 × 10–3 mm and a domain boundary cell size of 4 mm (Fig. 2). 

2.3 Boundary Conditions 

The inlet flow conditions were provided through a non-uniform velocity at the inlet 
patch. At the top, bottom, front, and back patches a ‘noSlip’ wall condition was 
applied to assure the physical wall-bounded flow inside the channel. Similarly, at the 
surface of the gudgeon and NACA profile, the ‘noSlip’ wall condition was applied. 
For pressure, the Neumann boundary condition was applied at the inlet patch, along 
with a ‘fixedFluxpressure’ condition at boundaries, i.e., setting the pressure gradient 
to the provided value such that the velocity boundary condition specifies the flux 
on the boundary. For the current study, the wall roughness at the surface of fish was
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neglected and the OpenFOAM default value for the wall roughness is used implicitly 
by specifying the turbulent viscosity as zero at the walls. 

3 Results and Discussions 

3.1 Mesh and Time Sensitivity Analysis 

The mesh sensitivity was analyzed using ASME criteria (Celik et al. 2008). The 
evaluation of the meshes was based on the drag coefficient, cd. The drag coefficient 
was chosen because it is an integrated metric that includes the pressure over the entire 
surface of the profile. To perform a grid independence study, the drag coefficient was 
measured for five different mesh resolutions (N1–N5). The convergence of cd was 
analyzed using the Grid Convergence Index (GCI) and the reduction of relative error 
e j i  a between the successive meshes (Table 2). For all meshes, the first node cell was 
ensured to be inside the viscous region (y+ < 5).  

With the increase in the number of mesh elements, the drag coefficient gradually 
decreases, but the relative error between successive meshes, e j i  a , remained nearly 
constant between N1 and N2. Thus, the model setup with N2 = 5.8 M cells was 
opted for the final simulation for comparative studies. The time sensitivity analysis 
was ensured by selecting the total time of simulation enough for the fluid to transit 
through the channel. Considering the total length of the channel (i.e., 0.28 m), the 
total time of the simulation was selected to 2 s which lies within the asymptotic 
range.

Table 2 Calculation of discretization error between different mesh sizes for the current study. 

Parameter Drag force coefficient (cd) 

N1, N2, N3, N4, N5 7.9 M, 5.8 M, 1.0 M, 0.65 M, 172 K 

y+ 1, y+ 2, y+ 3, y+ 4, y+ 5 0.09, 0.65, 0.46, 0.40, 4.0 

cd1, cd2, cd3, cd4, cd5 0.06354, 0.06389, 0.06947, 0.07432, 0.07087 

pavg 3.632 

c21 dext, c32 dext, c43 dext, c54 dext 0.06319, 0.05831, 0.05011, 0.07546 

e21 a, e32 a, e43 a, e54 a 0.55%, 8.73%, 6.96%, 4.63% 

GCI21 fine 0.68% 

GCI32 10.91% 

GCI43 34.83% 

GCI54 coarse 1.92% 

where y+ is the non-dimensional distance from the wall, pavg is the averaged apparent order of the 

mesh, and c j i  dext  are the extrapolated drag coefficient values; other symbols explained in the text 
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3.2 Boundary Layer Thickness (δ) 

Streamlined bodies subjected to fluid flow possess a boundary layer due to the viscous 
effects which causes the fluid to resist surface shear. The boundary layer is a thin layer 
of fluid around the surface of fish formed by the fluid flowing along the surface. The 
fluid interaction with the fish surface induces a no slip boundary condition (U = 0 at
the surface). But with the increase in the normal distance from the surface, the fluid 
velocity gradually increases and reaches 99%U∞ at the edge of the boundary layer. 
Superficial neuromasts present at the surface of the fish are therefore principally 
embedded within the boundary layer itself (Bleckmann and Zelick 2009; Kroese and 
Schellart 1992; Liao  2007). The presence of the boundary layer around the fish’s 
surface further attenuates the amplitude of the velocity fluctuations across it due to 
its damping properties, i.e., flow gradients (McHenry et al. 2008). This is primarily 
caused by the laminar behavior of the fluid in the immediate vicinity of fish’s surface, 
which undergoes high momentum diffusion and low momentum convection. Thus, 
the boundary layer is a significant, but largely uninvestigated factor in lateral line 
research. 

The known distribution of the lateral line mechanoreceptors on the surface of fish 
demonstrates that the anterior head region (20% BL) is densely populated with the 
canals and superficial neuromasts making the anterior region more sensitive to the 
approaching events (Ristroph et al. 2015). 

Although previous studies correlate the distribution of the neuromasts along the 
surface of fish to the pressure coefficient (Cp), the evaluation of boundary layer along 
the surface of fish is also essential in the exploration of fish’s sensory ecology. 

The boundary layer thickness varies along the surface of fish with the increase or 
decrease in local Reynolds number (Yanase and Saarenrinne 2015). To investigate the 
boundary layer thickness along the surface, the digital model of gudgeon fish as well 
as the NACA0013 profile was classified into multiple regions, i.e., anterior, pectoral, 
pelvic, and posterior, as shown in Figs. 3 and 4. The boundary layer thickness (δ) 
was measured as a normal distance from the surface at which the velocity becomes 
99% U∞ (Schlichting and Gersten 2016).

The boundary layer vastly depends upon the surface roughness of the fish. Though 
the presence of mucus on the surface affects the boundary layer but the study in hand 
considered the qualitative assessment of boundary layer rather than the quantita-
tive assessment. Therefore, both numerical setups were built with similar roughness 
effects. The numerical model depicts that the fish model possesses a relatively thin 
boundary layer in the anterior region as compared to the NACA0013. However, 
continuing along the body length, it is found that the fish body exhibits a slightly 
thicker boundary layer (upto ∆δ = 0.5 mm) in the pectoral and pelvic regions. A 
turbulent behavior of boundary layer was observed in the posterior region which 
persists till the wake region. Velocity profiles at the representative streamwise loca-
tions showing the velocity distribution across the boundary layer are shown for both 
models (see Fig. 5).
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Fig. 3 Top: The layout of canal neuromasts along the body of a gudgeon fish (after Schmitz et al. 
2014). The fish body is classified into multiple regions i.e., anterior, pectoral, pelvic and posterior. 
Bottom: 2D planar view (z = 0) of velocity fields around the gudgeon fish model at both free stream 
velocities representing the boundary layer thickness in respective regions

Within the fish’s anterior region, the velocity becomes relatively high due to the 
slight curvature on the surface of the fish. The steep gradient of velocity corresponds 
to the thick boundary layer at the surface of fish and the NACA0013 model in the 
pectoral and pelvic regions. The boundary layer at the surface of both models was 
observed to be laminar except for the posterior region. 

4 Summary and Conclusion 

The lateral line mechanoreceptors are distributed along the body length of fish and 
are sensitive to minute fluctuations of hydrodynamic fields in the range of 1–150 Hz 
(Mogdans 2019; Schmitz et al. 2014). These receptors are primarily distributed in 
the anterior region (20% BL) of fish and act as a “hydrodynamic antenna” during 
rheotaxis. Fish sensory systems can be investigated using simplified geometrical
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Fig. 4 Top: Axisymmetric body of the NACA0013 model classified into representative regions. 
Bottom: 2D planar view (z = 0) of velocity fields around the NACA0013 axisymmetric model at 
both free stream velocities in the specified regions representing the boundary layer thickness

configurations such as hydrofoils. Numerical models of these bodies provide esti-
mates of the near-body flow field in cases where realistic fish-like body geometries 
are unavailable. 

The boundary layer acts as a medium allowing the stimulus perturbations to 
reach the superficial and canal neuromasts at the surface of fish. The boundary layer 
thickness of a gudgeon fish marginally differentiates from that of the NACA0013 
model. In general, it was found that both models exhibited a thinner boundary layer 
in the anterior region. A thinner boundary layer in the anterior head region was also 
observed in earlier studies of rainbow trout (Yanase and Saarenrinne 2015). The 
presence of a thinner boundary layer is also correlated with an increased density of 
neuromasts. Furthermore, previous works have shown a similar correlation with the 
pressure coefficient (Cp) (Ristroph et al. 2015). 

Around the fish’s head region, the mean flow velocity is slightly higher than the 
NACA0013 model due to the protuberant organs (eyes and mouth). Similar behavior 
was observed in the pectoral and pelvic regions where the mean flow velocity around 
fish remains moderately higher than the NACA0013 model. The minor differences in 
the flow field around both geometries indicate that using simplified fish-like bodies 
would be a suitable approximation of the fish for boundary layer studies.
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Fig. 5 Comparison of velocity profiles at the representative locations on the surface of gudgeon 
and NACA0013 model representing the boundary layer thickness in each location. The velocity at 
each location normal to the surface is normalized with the potential flow velocity Ũ
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