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INTRODUCTION

About road measurement systems

Road measurement system usually consists of instruments to measure road
parameters like transverse and longitudinal profiles, macro-texture properties,
rut depth and width, cross fall, curve radius, cracks, international roughness
index (IRI), mean profile depth (MPD), relative position since the start of
measurement, vehicle (measurement platform) speed, global positioning system
(GPS) position, pavement imaging, but can also include systems to capture road
markings, friction, quality of road markings in center and sides, crack level,
crack area, holes, structural changes, manholes, and asphalt joints.

& o e
o

Figure 0.1 Example of ,, Furgo Roadware” road measurement system [1].

Road measurement systems are used by different customers for various
purposes. The main users of the road measurement system are listed below.

e Road maintainers - to locate quickly and automatically locations
requiring urgent repair. If the measurement of the road would be made
regularly, the measurement results can be used for keeping track of the
wear of the road and also, on this basis, the build quality and the
material needed for repair can be assessed.

e Road constructors - to calculate the amount of material for new road
construction in the same location. Also road constructors can verify if
the newly built road meets all the required existing road building
standards (all the road markings are at the right spot, the manholes are
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at the right height, the slopes are right, there are no cracks, the
Roughness Index is within limits, etc).

e National technical control centers responsible for roads — they are the
supervisors who control that all the new roads and maintenance are
made according to existing standards. This enables to maintain the
quality of the roads within limits, despite the fact that the construction
and maintenance of the roads are made by different companies.

e Air-fields - to ensure the safety of the airplane landing sites to detect
cracks and holes from the runway.

e Road engineers - to plan and design new and better roads with better
materials, resulting in roads that are more durable.

e Car drivers - the collected information can also be used in road-hazard
avoidance systems. Through these systems, car drivers could get real-
time warnings from forthcoming road surface condition like roughness,
holes and bigger cracks. This enables the car drivers to act accordingly
to actual road conditions.

About road profile scanners

One of the main instruments of the road measurement systems is typically a
3 dimensional (3D) road profile scanner to acquire road profile data and convert
this to digital domain.

Two main technologies for road pavement scanning exist currently: light
detection and ranging (LIDAR) and structured light methods. LIDAR based
technology uses time-of-flight (TOF) of the light wave. Usually phase shift in
modulated laser light is measured and used to calculate the distance between the
laser light source and reflected surface [2]. Structured light methods are based
on the measurements of the projections of the predefined light shape. Based on
the deformations of the light, the road pavement profile can be calculated, using
a simple triangulation transform.

One of the structured light methods, used in 3D laser line scanners, contains
a camera and a line laser. The camera sensor and the line laser have a fixed
position and orientation relative to each other. The laser projects a plane of light
to the object under measurement. The laser light plane is created with special
optics in front of the laser beam. The laser light plane creates a line on the
object visible by the camera. The line is straight if the object height compared
with the measurement base plane is zero. Depending of the object height the
line shape is deformed and so the profile and the measurement results of the
object cross section can be calculated. If the object moves through the laser light
plane, several profiles are taken and eventually a complete distance map or a 3D
model can be generated.

In case of road profile scanners typically one profile covers full lane witdh
(3-4 meters) of the road.
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Camera sensor
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Laser light plane

Object to be measured

Camera field of view

Figure 0.2 Working principle of 3D laser scanner.

Such road profile scanner, attached to the measurement vehicle, allows the
measurement of the road profile, cracks, potholes, bumps and other
irregularities or unknown objects. If the acquired 3D road profile data is
sufficiently accurate and with sufficient density/resolution, then most of the
road parameters can be calculated from this data.

150

100

50~

Z (mm)

. 2000
1500

1000 X (mm)

Figure 0.3 Example of 3D road profile data from road profile scanner.
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Overview of the state of the art
Patent information

Around 40 patent specifications have been found on the thesis topic. Some
of the solutions [3-14] describe non-contact methods for scanning the road
surface by using different projected structured light or laser line patterns,
multiple laser combinations or fan-shaped light beams in conjunction with a
camera. Other solutions [9, 15-20] use contact or contact and non-contact
combined methods for scanning of the road surface parameters.

Many road scanner solutions [16, 21-27] use TOF-based distance
measurement scanners, charge coupled device (CCD) sensor-based cameras [12,
20, 23] or multi-camera systems [8-9, 23, 28]. Additional or substitution
measurement instruments for road surface scanners like global positioning
system (GPS), acceleration sensors or radiation based scanners [9, 16, 23-24,
29-30] are also used.

Some of the patent specifications describe improvements of existing systems
[20, 29, 31], using scanned data to control vehicle suspension [4, 32], repair the
road right after scanning [31], measuring features and their positions located on
the road or on the side of the road [33] or describe hand operated high
resolution road profile scanners[25].

A large proportion of patents [5, 7-9, 17-19, 21, 24, 30, 34-40] describe the
scanners used to measure different road parameters like transverse and
longitudinal profile, transverse and longitudinal cracks, alligator cracks, design
cracks, potholes, rutting, cross fall and friction.

The main objectives of patented solutions are listed below.

To increase the measurement speed.

To improve the immunity to surrounding light condition variations.
Improvements in data analysis.

Creating of a mathematical model of the road.

Simultaneous measurement of several parameters.

Synchronous measurement of transverse and longitude road profile.
Simultaneous measurement of the pavement profile and its deflection
under load.

e Improvements in accuracy.

The analysis of the patent and other information confirms efficiency of using
of the laser beam(s) in combination with camera to scan the profile of the road
and retrieve other useful information from the pavement using the same camera.
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Commercial solutions

There are many commercial road measurement systems available, most of
which contain also a road profile scanner. The most known of them are,
GIOVE, ViaTech, Pathway Services, Pavemetrics Systems, ARAN, Fugro
Roadware, International Cybernetics, Roadscanners OY, Siteco [1, 41-47].

From the road profile measurement perspective the most important
parameters of the road profile measurement scanners are horizontal accuracy,
profile vertical accuracy, update rate (Hz), maximum measurement speed of the
platform, the laser type, the laser output power, number of cameras and the
maximum measurement width. Following table (Table 0.1) concludes the
known parameters for the state of the art solutions [1, 41-50].

Table 0.1 Comparison of known commercial road profile scanner parameters.

Manufacturer
= 2 L
w)
Parameters 2 _E E ; E
=| 5| ¥y E| TE| % | ¢
=] o 2]
| ¢ 29 :| B2 & % g
— o = 3 ) = > = S = =
&) > | @ A~ =0 <3 & O @
No. of transverse
profile points - 580 | 1500 |[4096 1280 4096
+1 +2
Horizontal accuracy mm |mm |- +1 mm |+1 mm
+1 +1 +0.5
Vertical accuracy mm |mm |- mm
Laser type 3B 3R - 4 -
6000
Laser output power - - - mW -
Number of cameras 0 3 2 4 4
Number of lasers - 1 4 2 4 4
Transverse scan width | - 4m |- 4 m 4m
140 11200
Update rate - Hz - Hz 150 Hz 100 Hz
Maximum 50 40 112 | 100 108 100
measurement speed km/h | km/h | km/h | km/h km/h km/h
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Motivation, research objectives and challenges
Motivation

The analysis of the patents, existing commercial solutions and other
information shows that the existing road profile measurement systems are fairly
complex, consisting of several sophisticated instruments which are necessary to
collect the data required by the users of the road profile measurement systems.
This however, has made the road profile measurement systems quite expensive
and thus not affordable for smaller companies who would benefit of owning
such systems. Several aspects of the existing solutions, as shown in this thesis,
can be improved, while reducing the complexity of the road profile
measurement system and reducing the number of instruments required to
acquire necessary road profile data. This helps to reduce the cost of the road
measurement systems, making it more affordable to be used in several business
sectors and companies.

One of the challenges of the FP7-SME project “Hermes”, related to the
current thesis, was just to develop the efficient road measurement system
suitable for cost-sensitive SMEs.

Research objectives and challenges

The purpose of the work, described in the thesis has been to develop,
optimize, implement and evaluate new 3D laser scanner solution and its image
processing algorithms for the road profile measurement system. Following
objectives of the new 3D laser scanner for the road profile measurement system
have been set.

O1.Reduce the number of cameras and lasers to cover full lane width for
both transverse and longitudinal road profiles.

02. Increase the vertical accuracy of the road profile data to sub-millemeter
level.

03. Improve the calibration process of the whole scanner system to be more
automatic, more accurate and easier to use.

O4.Improve the laser line detection in case of different road surfaces
conditions and variable laser line width.

O5.Improve the laser scanner profile scanning speed without using more
expensive equipment.

06. Improve the safety of the laser scanner by reducing the output power of
the laser line scanners used by the current road profile scanning
systems.

O7. Simplifying the installation and usage of the road profile measurement
system on different vehicles.

0O8. Lower the cost of the road profile measurement system.

Existing road profile measurement systems usually consist of two or more
laser scanners to measure transverse and longitudinal road profile data
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separately. However longitudinal scanner camera and laser can be removed by
increasing the transverse profile scanning rate and calculating the longitudinal
road profile from transverse road profile data.

Vertical accuracy of the transverse road profile data is an important aspect
for the users of the road scanning systems. Existing road scanning systems
allow up to £1 mm of transverse profile vertical accuracy. The limiting factor of
the existing solutions is the fact that most of the laser line detection algorithms
detect the laser line from the laser scanner images with 1 pixel resolution and
the accuracy of the vertical road profile data is thus directly dependent of the
camera sensor resolution. Higher resolution cameras are more expensive and
requiring more processing power to detect the laser line, thus making the
scanners more expensive. The vertical road profile accuracy can be improved by
using laser line detection algorithms which can detect the laser line with sub-
pixel resolution.

Calibration, needed to convert the detected laser line in pixels of the camera
sensor to real world 3D millimeters is often not implemented correctly. Most of
the laser scanner calibration algorithms does not take into account the
distortions, caused by the optics used in front of the laser to generate the line
and in several cases the camera lens optics distortions are also not taken into
account. This will lead to inaccurate calibration and thus wrong measurement
results. Some of the existing calibration processes are quite complicated making
them difficult to implement to calibrate the scanner accurately. Calibration
process and the accuracy of the calibration results can be improved by using
simple methods and proper calibration procedure.

Due to the fact that different surfaces reflect light in different ways the laser
line on captured images has not always constant width. The line width also
depends on the laser optics used. In order to achieve greater autonomy of the
laser line extraction algorithm from the line width and reduce the corresponding
uncertainty the variable width laser line detection algorithms can be used.

Road profile scanning speed determines directly the time needed to measure
the road section at required resolution. One way to increase the speed is by
developing adaptive laser line extraction algorithms for transverse profile
measurement.

Requirement for the road profile scanner to be safer is related to the fact that
some of the most known road profile laser line scanners use very powerful laser,
up to 6000 mW. These scanners belong to the class 4 of lasers and are
considered the highest and most dangerous class of the lasers. Class 4 lasers can
burn the skin, or cause devastating and permanent eye damage as a result of
direct, diffuse or indirect beam viewing. The main reason of using of such high
power lasers in existing commercial solutions is to reduce the effects of ambient
light conditions, caused mainly by fairly strong solar illumination and rapidly
changing road surface reflection conditions. The output power of the laser lines
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can be reduced by creating more sophisticated laser line detection algorithms
which work well on various light conditions.

By removing some of the measurement instruments the road profile
measurement system will be easier to use and install on various measurement
vehicles making the cost of the measurement system smaller.

Outline of the thesis
This thesis is structured as follows.

In chapter 1 and paper [51 (II)] a new method based on second order
Gaussian derivative convolution with different standard deviation convolution
kernel parameters taking into account the variable laser line width was
developed and tested. In paper [52 (I)] two laser line detection methods
“Parabola method” and “Upsampling method” and the combination of those
were developed and tested to improve the laser line detection resolution from
pixel to sub-pixel level.

In chapter 2 and paper [66 (III)] a new “Adaptive Undersampling Method”
to increase the road profile scanning speed without increasing the camera frame
rate or using custom, expensive hardware was developed and tested.

In chapter 3 a new “Laser Light Plane Linear Interpolation Method” for
finding the laser light plane parameters together with the complete scanner
calibration procedure and flowchart were developed and experimentally
evaluated (in paper [76 (V)]) in the lab with objects of known dimensions as
well as on real pavement (together with road maintenance authorities in
Estonia).

In chapter 4 and in the patent application [88 (IV)] a novel solution to
precisely time-stamp the laser line profile (road transverse profile) with absolute
time and thus location on road was described.

In chapter 5 the developed hardware and software is described.

In chapter 6 the main results of the thesis are listed. Future improvements are
proposed.
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1. LASER LINE DETECTION

Laser line detection is one of the key elements in 3D laser scanner system.
The quality of the laser line detection algorithm influences directly the detected
road profile measurement results. The quality in this context means how
accurately and at which resolution can the laser line be detected from the
camera image and thus from the road surface, as well as how unaffected is the
laser line detection from external conditions like light conditions and variation
of the line width. Also the computational efficiency is an important quality
aspect determining how efficiently the laser line can be detected without
excessive hardware cost, energy and time.

In this chapter and in papers [51 (II) — 52 (I)] several novel methods are
investigated to improve the laser line detection resolution compared to existing
solutions and reduce the dependency of the laser line detection algorithm from
the noise and the variation of the laser line width.

1.1. Laser line detection with pixel resolution

Over time many laser line detection methods have been developed and used
to extract laser line(s) from 3D laser scanner images. The most used and the
simplest of these are the methods that are based on the use of the most intensive
pixel [53-54] or so called peak detection methods. Unfortunately those methods
can produce inaccurate results while processing over saturated, noisy or wider
than 1 pixel laser line profile peaks. Figure 1.1 shows an example of the laser
line gray value profile, where those methods will probably cause an inaccurate
result due to the flat top of the laser line profile.

140

120
100
80
60

Pixel intensity

40
20

0 5 10 15 20
Pixel column index

Figure 1.1 Laser line profile with flat peak.
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Figure 1.2 Laser scanner image filtered with Canny operator.

Various edge detection methods [55-56] are also very popular. Those
methods are usually based on various Canny, Sobel and Prewitt operators to
find the laser line edges. Based on the found edges a laser line center can be
calculated. Due to the fact that the road profile surface is usually quite
multicolored, containing often small and very reflective rocks that can cause
sharp edges and laser light scattering, the laser line profile can become
asymmetric which can cause the mathematical mean point to deviate from the
actual laser line center. Figure 1.2 represents laser scanner image with the laser
line on the road surface filtered by Canny operator. It can be clearly seen that
the laser line is not always with constant width nor symmetric.

The disadvantage of this method is also the fact that some of the edges that
are not acctually part of the laser line can influence the laser line detection.

Template matching is also a known method for line detection. Haar features
[57] can be used to detect different parts of laser lines. Figure 1.3 shows an
example of templates that have a good match for the laser line detection.

Since the laser line width, shape and the position of it on the image changes
quite a lot, an enormous amount of correlation calculations with different
templates has to be performed in order to find the optimal laser line position.

1. Edge features

M @<

(a} (b)) (c) (d)

2. Line features E i I
[{!:l (b)y (c) (dy (el f:! {g: {h:

3. Center-surround features

|
a)
Figure 1.3 Different Haar features for template matching [57].
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Also the relative position between the found templates has to be taken into
account. Thus this method is not very optimal solution for high speed laser
profile measurement systems from the resource usage perspective. Furthermore
this method has also the same risk to detect the laser line parts that actually does
not belong to the real laser line.

Some of the laser line detection algorithms use first order Gaussian
derivative zero crossings [58] to extract the laser line center positions. Another
method [59] uses multiple first order Gaussian derivatives to extract laser line
edges instead of usual edge detection operators and then uses fixed distance of
those found first order derivatives to find the laser line. With those methods the
variations of the laser line width is not taken into the consideration and random
noise peaks influence the result quite a lot.

T T T T

i — Laser pixel intensity
First order derivative

—Second order derivative |

2501

200

100

50

Magnitude

0

50}
-100

| 1 1 1 | 1 1 1 1 |
1050 1060 1070 1080 1090 1100 1110 1120 1130 1140 1150 1160
Pixel column index

Figure 1.4 Laser line intensity profile and its Gaussian derivatives.

As known, cross-section of the laser line (Figure 1.1 for example) is similar
to the Gaussian distribution from the image pixel intensity perspective. Thus
many laser line extraction methods [60, 61] are based on this fact, giving quite
reasonable results and hope to develop a good laser line detection algorithm
based on this approach for high speed and accurate 3D road profile
measurement system.

The method uses Gaussian second order derivative mask to find the laser
lines from images. Gaussian distribution is described as

n?

e 207

1
n,o)= ,
gn, o) o

(1.1)
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with a width of N in pixels where

(15 sn= (5

and o is the standard deviation of a Gaussian random variable.

To find a convolution mask an inverted second order derivation of the
Gaussian distribution is taken:

2% e (1.3)

This mask is then convolved with the gray value profile f(n) of each image
column:

s"(n,0) = g"(n,0) * f(n). (1.4)

In the center position of the laser line the convolution result has a local
maximum,

1.2. Variable width laser line detection method

Most of the laser line detection algorithms assume that the laser line is of
constant width over the whole image, but in reality this is not always the case.
Depending on the 3D laser scanner application area this is not taken into
account, but in 3D road profile measurement scanner the variable laser line
width affects the laser line extraction algorithm and thus the whole road profile
measurement system precision. In sub-millimeter level this is a critical factor.
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Figure 1.5 Variable width laser line on a pavement surface.

The variable laser line width is caused by the fact that various surfaces
reflect light in different ways. Some materials reflect more energy back to the
camera sensors than others. Road profile is usually full of small multicolored
rocks and dust with different reflection properties. As a consequence, some
areas of the laser line on image are wider and some laser line areas are
narrower. The laser line shape (including the width) depends on the
implementation of optics used in front of the laser beam. Gaussian distribution
optics has more energy in the middle part of the laser line thus causing wider
line area in the middle part of the line and converging line widths at the ends of
the laser line. In addition, the laser line width varies at different distances from
the camera. Closer to the camera the laser line is wider. Figure 1.5 shows an
example of laser line on a pavement surface with Gaussian distribution optics.

In order to reduce the uncertainty, caused by the unknown laser line width
and to increase the autonomy of the laser line extraction algorithm, the laser line
width has to be taken into account and included into the laser line detection
method. For every laser line section there is an optimal laser line width, that can
estimated. This laser line width parameter, for every laser line section, can be
used for one time system calibration or for real-time system optimization.

As it has been previously described, the laser line cross-section is similar to
the Gaussian distribution from the image pixel intensity perspective, thus the
variable width laser line extraction method is based on the Gaussian second
order derivative method. To take the laser line width into account over the entire
image the inverted second order derivations of the Gaussian distribution has to
be taken with several different standard deviations. Having more different
deviation values gives better optimal laser line width detection. The range of
1 < 0 = 4 with an increment of 0.5 steps can be chosen for example, as this
range is quite big to cover good laser line width variations and on the other hand
is small enough. So the method will not be very calculation intensive and can
thus be used in real-time 3D scanner systems.
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Figure 1.6 Inverted second order Gaussian derivatives with different o-s [51 (II)].

Figure 1.6 presents inverted second order Gaussian derivatives with different
standard deviations. These derivatives are used as masks or so called kernels for
convolutions with the gray value profile of every image column. In the laser line
center positions the convolution has a local maximum with every convolution
mask. The maximum value per convolution mask is different. Out of those
maximums a maximum of maximums for the final laser line is selected. Figure
1.7 presents a block diagram of the variable width laser line detection method.

The optimal standard deviation value out of which the convolution was the
maximum is stored for every image column or a section of the laser line. The
vector of optimal deviations can be used for one-time system calibration or for
real-time system optimization during the laser line extraction process.
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Figure 1.7 Block diagram of variable width laser line detection method [51 (1I)].

1.3. Experiments - variable width laser line detection

Experiments of the method were made with several real life images. The
goal was to find the optimal standard deviation for every image column for
better laser line extraction. Figure 1.8 shows the relation between the standard
deviation of the convolution kernel and the maximum of the convolution results
with different standard deviation convolution kernels. Three different laser line
width values where used, as line a = 3 px, line b = 5 px and line ¢ = 7 px marked
on Figure 1.8. It can be seen from the Figure 1.8, that using different laser line
width values the maximum convolution result is different as expected. The
optimal or the maximum of the maximum convolutions is clearly visible and
depends on the used standard deviation value.
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Figure 1.8 Maximum convolution compared to standard deviation with the convolution
mask width of 13 pixels [51 (1)].
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Figure 1.9 Maximum convolution compared to standard deviation with the convolution
mask width of 19 pixels [51 (1)].

It was also noticed, that with different convolution mask sample count (the
convolution mask width) the optimal standard deviation of the convolution
kernel was changing. Figure 1.8 shows a shifted optimal convolution kernel
standard deviations compared to Figure 1.9.
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Figure 1.10 shows an example of the image used to test the proposed
method. It can be seen that the laser that is used is with Gaussian distribution
optics, meaning that in the middle of the laser line the line is wider and it is
narrower at the ends of the laser line. It can be also seen that on the darker
squares of the chessboard there is much less energy on the laser line, so the line
1s narrower there.

Figure 1.10 Example test image with Gaussian distribution optics [51 (I)].

Figure 1.11 (a-d) represents an extracted laser line with different fixed
standard deviation convolution kernels. Figure 1.11(e) shows an extracted laser
line with optimal standard deviation convolution kernels for every pixel
column. It can be seen that the laser line (Figure 1.11 (e)) has been detected
with less missing samples than with the fixed standard deviation convolution
kernels. Although some fixed standard deviation convolution kernels (Figure
1.11 (b)) can give quite good results, it is not an optimal standard deviation for
every pixel column. Closer inspection shows that the laser line, detected with
fixed standard deviation convolution kernels, deviates from the laser line,
detected with the optimal standard deviation convolution kernel. Figure 1.12
shows a laser line section deviation from the optimal laser line. It can be seen
that in some points the deviation from the optimal laser line is in several pixels.
This deviation becomes critical when it is necessary to detect the laser line with
sub-pixel/sub-millimeter accuracy.
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Figure 1.11 Extracted laser line with fixed and optimal standard deviation [51 (11)].
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Figure 1.12 Laser line deviation from the optimal laser line [51 (11)].
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Figure 1.13 Standard deviation distribution over the whole laser line [51 (1)].

Figure 1.13 shows the distribution of standard deviations of the maximums
of convolution kernels over the whole laser line image. As seen from the graph
the optimal standard deviation is not a constant over the laser line, furthermore,
the standard deviation is higher in the middle part of the laser line and lower in
the both ends of the laser line. This is within correlation with the Figure 1.10
laser line width. It can be also seen from Figure 1.13 that in places, where the
laser line was on dark squares and is thus narrower due to less energy - the
optimal standard deviation is smaller than on white squares.
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1.4. Laser line detection with sub-pixel resolution

Many laser line detection algorithms [54, 62] for 3D laser line scanners
detect the laser line with pixel resolution. This is mainly related to the fact that
the camera sensor, capturing the laser line image, has a fixed resolution and the
pixel size. In one aspect-the theoretical limit for the spatial resolution is
determined by the Nyquist - Shannon sampling theorem. Changes at higher
frequencies, than the half of the sample rate cannot be accurately detected. The
laser line is typically 1 to 10 pixels wide, in real images of interest. This one
pixel accuracy however is not sufficient in many cases, if going into sub-
millimeter measurements with line laser scanners. The accuracy of the laser
scanner is directly related to the precision of the laser line detection algorithm
and in many cases the actual laser line center position is located between two
pixels. This is highlighted particularly in a linearly growing or declining
surfaces, but also on very rough surfaces, as for example the pavement surface
with small rocks.

Several laser line sub-pixel resolution detection methods exist. Some of them
are proposing to first detect the laser line edges [59] and then to estimate the
real laser line center position by interpolation. Furthermore, sub-pixel edge
detection [63] by cubic interpolation has been also proposed to enhance this
method. Unfortunately this method can produce inaccurate results, if laser
scattering can cause asymmetric laser line profile with non precise edge
positions. This can cause the mathematical mean point of the laser line to
deviate from the actual laser line center.

Other method [64] proposes to detect the laser line center position with sub-
pixel resolution by calculating the weighted average of the “brightest” pixel
coordinates in each column. This method can still cause inaccurate results, if the
laser line peak has a flat top and uneven number of brightest pixels. The result
in this case is also affected by the fact, how many pixels are chosen as
“brightest” pixels and how the threshold level has been set.

As known, cross-section of the laser line is similar to the Gaussian
distribution from the image pixel intensity perspective. Thus Gaussian profile
fitting is also a popular method [60] to detect laser line center position with sub-
pixel resolution. With this method, however, a maximum position of the fitted
Gaussian profile is detected instead of the actual laser profile peak position.
This can lead to inaccurate results when the laser line width is changing. In
case, if the laser line has multiple peaks a specially modified Gaussian function
has to be used.

1.5. Sub-pixel resolution with parabola method

The inverted second order Gaussian derivative is used for the laser line
extraction as a kernel for convolution to the brightness (e.g. gray value) profile.
Furthermore, variable width kernels are used and the best kernel with the
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maximum convolution value is selected. The convolution is calculated for every
image column to detect the laser line position with pixel accuracy. Figure 1.14
shows the laser line gray value profile and its convolution results with optimal
inverse Gaussian second order derivation kernel. As seen from Figure 1.14 the
actual gray value profile (a) is rather flat in the laser line center position. By
looking the convolution curve (b) around the maximum area more closely, it
can be seen, that the top of the curve is not symmetrical.

(a) (b)
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Figure 1.14 Laser line gray value profile and its convolution curve [52 (I)].

To estimate the real center position of the laser line a point before the
maximum (x;, y;), the maximum point (x, y.) and one point after the maximum
(3, ¥3) can be taken. With those points it is possible to find a parabola equation

y=ax?+bx +c, (1.5)

that passes through all these points. By solving the equation system

y1 = ax;? + bx; +c, (1.6)
y, = ax,? + bx, + c, (1.7)
ys = ax3® + bxs + c, (1.8)

the constants a, b and ¢ can be easily found:
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(2 =y1)(x1 —x3) + (V3 —y1) (X2 — x1))

= ((xg — x3)(x22 — x12) + (x, — xl)(x32 — x12))' (1.9)
y - ©2 =) — e’ = u) w10)

(x2 —x1)
¢=y1-ax’ - bx. (1.11)

With those constants the parabola vertex Xmq and ym. coordinates can be
expressed with the following equations:

b
Ymax = 5 (1.12)
Ymax = AXmax’ + DXy + C. (1.13)

Figure 1.15 shows an example of the parabola constructed from the points x;,
1, X2, y2 and x3, y3 and its real maximum located at Xmax, Vmar. This parabola
vertex is found for every convolution maximum of every pixel column. It can be
seen that the maximum is between two pixels and by this the laser line has been
found by sub-pixel accuracy.
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Figure 1.15 Example parabola constructed with 3 points and its vertex [52 (I)].

1.6. Sub-pixel resolution with upsampling method

One efficient approach to increase the laser line resolution and thereby the
accuracy is to upsample the images. After upsampling the image, the laser line
can be found in sub-pixel accuracy compared with the original image. Many
algorithms exist [65] to upsample the image, using different methods. Many
image editing software like Irfanview and image processing libraries like
OpenCV already include those various upsampling methods, making this quite
robust and easy method to implement. Figure 1.16 shows a laser line image
before upsampling and Figure 1.17 after the upsampling Lanczos method.

Figure 1.16 Laser line image before upsampling [52 (I)].
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Figure 1.17 Laser line image after upsampling 2 times with Lanczos method [52 (1)].

1.7. Experiments — laser line detection with sub-pixel resolution

Experiments to asses the method were performed with several real life
images. Laser lines were extracted with pixel and then with sub-pixel resolution
(and accuracy). In particularly, as the problem is especially highlighted in the
linearly growing or declining surfaces, but also in strait lines where the actual
laser line center position is between two pixels, these parts of the test images
were selected to verify the proposed methods. First the convolution maximum
correction with parabola method was tested. Figure 1.18 shows a linearly
growing laser line and a detected laser line with pixel accuracy and Figure 1.19
with sub-pixel accuracy. It can be seen, that the proposed method has
significantly improved the laser line detection accuracy.

Secondly, the upsampling method with the same image was tested. For
comparison purpose the same image region of interest was selected to verify the
method. Figure 1.20 shows for demonstration the detected laser line with
upsampled image. It is clearly visible, that the upsampling method also
improves the laser line detection accuracy. Furthermore the results are similar or
even better for the first proposed method.

For experimental purposes the convolution maximum correction with
parabola method was also tested on the upsampled image. Figure 1.21 shows
the result of this combined method. It can be seen, that the accuracy has been
significantly improved, compared also with the upsampled image.

The disadvantage of these upsampling methods is, that the upsampling
increases the number of pixels by the power of the upsampling level selected.

This in turn decreases the laser line detection speed and increases the
required processing power, which is often critical in real-time systems. The
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speed decrease can be compensated with adaptively undersampling the image,
as proposed by [66 (III)]. Finding the optimal up- and downsampling level is
probably the key element of this method.

Figure 1.18 Detected laser line with 1 pixel resolution from original image [52 (I)].

Figure 1.19 Detected laser line with sub-pixel resolution (parabola method) [52 (I)].



Figure 1.20 Detected laser line from upsampled image with pixel resolution [52 (1)].

Figure 1.21 Detected laser line from upsampled image with sub-pixel [52 (I)].
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Figure 1.22 Detected laser line on linearly declining surface [52 (I)].
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Figure 1.23 Detected laser line on fairly strait floor surface [52 (I)].

Figure 1.22 and Figure 1.23 present 2 laser line sections: laser line on fairly
straight (few pixel fluctuations over 2 meters) floor surface and on linearly
declining surface, detected with pixel resolution form original image (a); sub-
pixel accuracy with convolution maximum correction method from original
image (b); pixel resolution (sub-pixel resolution compared to original image)
from upsampled image (¢) and sub-pixel resolution (sub-sub-pixel compared to
original image) with convolution maximum correction and upsampling method
combination (d). It can be seen from Figure 1.22 and Figure 1.23, that all of the
proposed methods improve the laser line detection accuracy.

In order to assess the real improvement the methods are compared to
reference. It is known that in the real world both those laser line sections
(linearly declining surface and strait floor surface) are straight (ideal) lines.
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Figure 1.24 Deviation from the ideal line at position 0 [52 (I)].

By fitting the ideal line through the detected laser line points for every
method the deviation from the ideal line can be found. This indicates how good
the method is compared to the original pixel accuracy method from original
image. The less the deviation from the ideal line is, the better is the method.
Figure 1.24 shows the deviation in pixels from the reference (ideal) line at
position 0 on linearly declining surface. It can be seen that in the case of the
pixel accuracy method from the original image Figure 1.24 (a) the deviation
varies from 1 to -1, while for all the proposed methods Figure 1.24 (b, c, d)
much less - between 0.6 to -0.6.

Root mean square error (RMSE) was calculated for all the methods by ideal
lines for both line sections (declining surface and straight floor surface).
Average RMSE for the both line section was calculated. It can be seen from the
Table 1 that all the methods have improved the laser line detection accuracy.
The RMSE has decreased more than 20% for all the proposed methods. The
most accurate method is the upsampled one. The RMSE has decreased more
than 25% compared to original image for this method.
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Table 1.1 RMSE of methods by ideal line fitting [52 (I)].

RMSE RMSE RMSE
Method name (declining | (straight floor | (Average) A%
surface) surface)
Pixel accuracy, 0.304 0.365 0.335 25.294
upsampled image
Sub -pixel with 0.319 0.379 0.349 22.019

parabola method,
original image

Sub -pixel with 0.304 0.402 0.354 21.032
parabola method,
upsampled image
Pixel accuracy, 0.414 0.481 0.448 0
original image

1.8. Conclusion of chapter 1

In the first part of this chapter, methods used to detect the laser line with
pixel resolution are described. The second order Gaussian derivative
convolution based method was chosen as the starting point to investigate the
laser line detection from different surfaces and a new method with different
standard deviation convolution kernels taking into account the variable laser
line width was described. The dependencies, optimal standard deviations and
the reduced uncertainties in case of variable laser line width caused by different
material reflection constants were shown with experiments.

In the second part of this chapter two main ideas and the combination of
those regarding how to improve the laser line detection resolution were
presented. All the methods improved the laser line detection accuracy more than
20%. The parabola method is not as accurate as upsampling method, but is more
computationally efficient, making it more preferable in the limited hardware
embedded systems.
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2. INCREASING THE SCANNING SPEED

One important aspect of road profile measurement scanners is the scanning
speed. This influences the time spent on scanning of a specific section of the
road or the longitudinal profile resolution at the fixed measuring platform speed.
In order to scan the road with regular speed with good longitudinal resolution
and not disturb the ongoing traffic the laser line detection must be done in real-
time (requiring expensive and usually custom developed hardware) or after
image acquiring, off-site, needing a lot of disk space to store all the acquired
images to be processed. In either case the laser line detection algorithm has to
be fast and computationally efficient.

In this chapter and in paper [66 (III)] a novel adaptive undersampling
method is described and tested to increase the laser line detection speed from
images without increasing the camera frame rate or using custom hardware.

2.1 Various road profile scanning speed aspects

Several structured light based so called “one shot” scanning technologies
exist [67-68], which have the advantage of a high scan rate compared to the
laser line scanners, but they are significantly more sensitive to illumination
changes and are thus more sophisticated to implement for road profile
measurement system. Also using of special projector to generate structured light
projections makes the cost of scanning system much higher compared to laser
scanners.

Most of the laser scanners consist of one camera and one laser. One camera
frame will typically give one transverse road profile. In such case the number of
laser profiles of the road, gained per second, depends greatly on the camera
capturing speed. In order to speed up the scanning the camera frame rate could
be increased. For this high speed cameras can be used [69]. However higher
frame rate cameras are significantly more expensive and with the increasing of
frame rate the data transfer rates and thus image processing performance must
be significantly increased. This is especially important in the case, if embedded
real-time image processing systems are used with very limited processor
resources. Therefore the image acquisition and processing algorithms should be
robust, fast and smart.

One fairly reasonable approach to decrease the number of calculations
needed for laser line extraction is to use region of interest (ROI). By only
detecting laser line on some specific region the area to be processed could be
rather small decreasing significantly the processing capacity. ROI on images
can be set by either in the horizontal, vertical or in both directions at the same
time. However in case of setting of the ROI one must take into account the
measurement profile maximum deviations from the normal of the measurement
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profile. It may happen that some of the laser line parts may fall out of ROI
making the measurement results unreliable.

Another efficient approach to increase laser scanner speed is to use multiline
lasers or multiple lasers at the same time. This allows to gain more laser profiles
from one image thus increasing the laser scanner speed without increasing the
camera frame rate and therefor the amount of data to be processed. This method
has been successfully used in welding industries [54] to check the quality of
welding joints and on road profile systems for crack detection [70]. A critical
part of this method is to be able to distinguish which part of the laser lines
belongs to which laser line profile. Some of the methods propose to segment the
laser lines and match the laser line segments from multiple images [71]. Second
option is to choose sufficient distances between two laser profiles so they would
not ovelap each other in any case. One drawback of using of the multiline lasers
is that the special optic lenses, splitting the laser beam to multiple laser lines,
are rarely with perfect lens surface smoothness and perpendicular to the laser
beam. Laser lines located farther from the lens optical center are more distorted
than the laser lines located closer to optical center [71]. This makes the 3D
reconstruction more complex. The power of the multiline laser must also be
relatively high because the laser beam energy is divided between the multiple
lines. So such lasers are more dangerous to use and also quite expensive.
Therefore it is more reasonable to use multiple lasers, each with smaller output
power.

Using of solely multiple lasers to increase the profile scanning speed is
unfortunately mostly not sufficient on embedded real-time image processing
platforms, which have limited processing power.

2.2 Adaptive undersampling method

A large part of image processing algorithms process the images
independently from the content of the images. This burdens the processor by
processing actually image areas that are not relevant or not so highly interesting.
Instead only areas of high interest should be processed. Resulted from the fact
that the laser line(s) to be detected on an image, captured by the camera, have
usually marginal size - in sense of the line width (typically some to ten pixels),
compared, with the camera image height (2048 pixels, for example) - a lot of
processor resources are wasted for processing of the non-relevant parts of an
image. Consequently the idea to process images partially (only high interest
areas) is reasonable.

Adaptive undersampling is an efficient method to speed up laser profile
scanning and to reduce the processing of non relevant image areas. By
combining adaptive undersampling with multiline or multiple laser lines on the
images of the laser profile - the scanning speed can be increased significantly.
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To do this an image taken by the camera of the laser scanner shown in
Figure 2.1 with multiple (2 in the example) laser lines on the road surface is
first preprocessed. As the lasers used are mostly red colored due to more
favorable production prices a red channel image or weighted RGB image
(image with weighted color channel scales added or subtracted together) is
constructed. Red channel image is shown in Figure 2.2. Additionally methods
like constant stretch [72] or using of other color spaces [73] can be considered
to enhance the laser line signal on camera image.

Figure 2.1 Image captured by the scanner camera with multiple lasers [66 (II])].
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After the preprossessing the images are horizontally undersampled. This
means that only some of the columns are chosen for further processing. The
amount of columns that are chosen for further processing can be determined by
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Figure 2.2 Red channel image from the laser scanner camera [66 (II])].
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Figure 2.3 Horizontally undersampled image [66 (I1])].




analyzing the laser line detection error compared to images without
undersampling. Figure 2.3 represents the horizontally undersampled image. The
image was horizontally undersampled by factor of 15, in this example.

From horizontally undersampled image an initial laser line locations are
detected. Those locations indicate the areas around which the laser lines are
more likely to be detected. Since the image contains multiple of laser lines all
initial laser line locations are detected and stored. For laser line detection the
proposed sub-pixel resolution parabola method can be used. Figure 2.4
represents an initially detected laser line locations from horizontally
undersampled image.

Figure 2.4 Initial laser locations from horizontally undersampled image [66 (II])].

After the initial laser line detection an adaptively undersampled image is
created from the red channel image by using the points of the initial laser line as
references. A predefined number of pixels are taken from the red channel
image, around the initial laser line position for every column. The amount of
pixels that are taken can be determined by analyzing the laser line detection
error compared to images without undersampling. For columns which does not
have initial laser line locations the last known initial laser line locations are
used. The resulting image is an adaptively undersampled image, where only all
relevant regions of the image would be highlighted and all the unnecessary and
non-relevant parts of an image are excluded. In such way adaptively
undersampled image is shown on Figure 2.5. From the adaptively undersampled
image final laser line can be extracted. For this the sub-pixel resolution parabola
method can be used for the next image processing step on the areas which are
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part of the undersampled image. Figure 2.6 shows the extracted laser lines from
the adaptively undersampled image.
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Figure 2.5 Adaptively undersampled image [66 (III)].
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Figure 2.6 Final laser lines detected from the undersampled image [66 (I1])].

A key aspect of this method is to find the optimal level of undersampling so,
that the substantial part of the laser line is not lost during the undersampling
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process. This can be analyzed by finding the laser line detection error compared
to images without undersampling. The optimal threshold can be determined
according to the required detection speed and available hardware performance.

As seen from the Figure 2.6, some of the line parts have not been fully
detected thus the undersampling level might not be optimal in this case.
Alternatively, a variety of sample recovery methods [74] and spline [75] (or
other) fitting methods exist to interpolate those missing samples.

2.3 Experiments — increasing laser line detection speed

As discussed before, one of the key aspects of road profile measurement
scanners is the scanning speed. A set of experiments were made in order to
assess the adaptive undersampling method and verify that the laser line
detection speed is increased compared to the conventional method (not using
undersampled images).

C++ code was developed with using of the OpenCV libraries in order to be
able to test the algorithm on different computing platforms. Four different
computing platforms and two different resolutions of images (640x480 and
1600x1200) were used in the experiments. Three of the computing platforms
were desktop computers with different processor architectures running
Windows 7 operating systems. The forth computing platform was the DM3730
processor based embedded (Beagleboard-XM) platform running Angstrom
Linux. The embedded platform was chosen since the computation time and the
number of calculations for the image processing is especially critical on the
embedded platforms. The DM3730 on Beagleboard-XM contain 2 processors;
ARM and DSP, but only the ARM side of the DM3730 processor was used in
current experiments so that the results would be comparable with other
platforms.

For every platform 100 laser line images, each containing 2 laser lines, per
each resolution was used for laser line detection using adaptive undersampling
method. Also the same amounts of images were used with the conventional
method (not using undersampled images). For every image the image
processing time was measured which was spent to detect the laser lines.
Average processing time and thus frames processed per second (FPS) was
calculated for each platform, for every image resolution and method. Table 2.1
shows the results of the laser line detection speeds.

It can be seen from the Table 2.1 that the increase of the laser line detection
speed on the Beagleboard-XM was significant. The speed increase is close to 4
times on Beagleboard-XM platform. On other desktop platforms the speed
increase is even higher, approaching close to 8.5 times. It can also be noted that,
for every computing platform the speed increase was even higher with larger
images (with more pixels), compared to smaller images. This is caused by the
fact that the laser line on higher resolution images is proportionally smaller than
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Table 2.1 Benchmarking of developed algorithm on different platforms [66 (II])].

Benchmarking of algorithms with different resolutions

Adaptively Conventional Adaptively
undersampled undersampled
method

method method
640x480 px. 1600x1200px. | 1600x1200 px.

Conventional
method
640x480 px.

Platform details

Average fps. Aaverage fps.

Average fps. Average fps.

Beagleboard-XM,
DM3730 (ARM ®
Cortex TM -A8
@1GHz + Co64xx
DSP @800MHz),
512MB of RAM
Intel(R) Core(TM)2
Duo CPU P7350
@2,00GHz,
4GB(2,73 GB
usable) of RAM, 32
bit system

Intel(R) Core(TM)
i5-3320M CPU
@2,60GHz,
8GB(7,88 GB
usable) of RAM, 64
bit system

AMD Phenom(TM)
II X3 B75 CPU
@3,00GHz,
8GB(3,00 GB
usable) of RAM, 32
bit system

8 fps 27,68 fps 1,17 fps 4,64 fps

16,85 fps 114,00 fps 2,51 fps 21,16 fps

44, 00 fps 286,38 fps 6,36 fps 52,35 fps

23,03 fps 160,00 fps 2,66 fps 9,96 fps

the irrelevant parts of the image, which are not used by the adaptive
undersampling method.

For Intel processors the speed increase was higher, probably resulted due to the
fact that OpenCV has been developed by Intel's engineers and is probably so
more optimized.

The average speed increase of the developed adaptive undersampling
method, compared to conventional laser line detection method (non-under
sampled images) is about 6 times. Considering the fact that 2 laser lines were
detected instead of one the actual speed increase is 12 times compared to a
single laser line scanner. This shows that the laser scanner speed can be
increased significantly without increasing the laser scanner camera capturing
frame rate.

The scanning speed increase can be further optimized by selecting more
optimal under sampling level for the adaptive undersampling method and by
utilizing all of the processor cores in the embedded multicore processors.
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2.4 Conclusion of chapter 2

In this chapter, possible methods to speed up the road profile scanning were
described. Various aspects of those methods led to a conclusion that in the case
of road profile scanners an adaptive undersampling method combined with
multiple lasers is the most suitable method to increase road profile scanning
speed without increasing the camera frame rate or using custom, expensive
hardware. Experiments were made on different image processing hardware
platforms to assess the adaptive undersampling method and verify that the laser
line detection speed is increased compared to the conventional method (not
using undersampled images). The experiment showed that the speed increase
with current setup was around 6 times with one laser line on the image and 12
times with two laser lines on one image. It was also noticed that the speed
increase was even higher with larger images, compared to smaller images. The
reason for this is that the laser line on higher resolution image is proportionally
smaller than the other parts of the image which are not used by the adaptive
undersampling method. The scanning speed can be further increased by finding
the optimal level of undersampling in both horizontal and vertical directions,
combining this method with ROI and/or using more lasers in parallel.
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3 MODEL AND CALIBRATION OF THE ROAD
PROFILE SCANNER

Calibration is an important step in obtaining an accurate measuring result
with 3D structured light laser scanner. During the calibration a relation between
the pixels on the 3D laser scanner camera image and the real world units is
made. All distortions caused by camera and laser lenses and their positioning
must be corrected.

In this chapter and in the paper [76 (V)] an overview of the relationships
between the camera image, laser and real world units is given. Methods to
correct the distortions and a proposed new method to find the laser line light
plane parameters are described. Complete calibration procedure is given and
experiments to assess the accuracy of the developed laser scanner and how
much calibration is dependent on the laser line detection method is shown. Real
comparative measurements were made also together with Estonian road
maintenance authorities.

3.1 Pinhole camera model and laser light plane

The simplest approximation of a camera is the pinhole model, where the lens
is substituted by an infinitely small hole located in the focal plane through
which all the light passes and the image of the depicted object is projected onto
the image sensor [77].

In order to convert the laser line in pixels captured by the camera sensor to
the real world measurements in mm-s one must understand the relationship
between the camera sensor and the laser light plane.

By knowing of the camera sensor width # and height H the full resolution
image optical center in pixels can be calculated:

, (3.1)

(3.2)

Laser line coordinates on captured image in pixels are defined as « and v.
Camera focal length f, f, in pixels for a given focus depends on the lens, used
by the camera, and can be estimated by using objects in front of the camera with
known dimensions at different distances and poses.
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Knowing that light emitted by the line laser forms a proper virtual laser light
plane:

AX+BY+CZ+D=0 (3.3)

and the laser line captured by the camera is located on this laser light plane we
can calculate the laser line position in the camera coordinate system:

x' = ) (3.4)

y' = — (3.5)

From this the real world coordinates of the laser line can be calculated:

—-D
7 = .
Ax"+ By' + C’ (3.6)
X=x'Z (3.7)
Y = y'Z (3.8)

Pinhole camera, laser plane and its relationship is illustrated on Figure 3.1.
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Figure 3.1 Pinhole camera, laser plane and their relationship model.
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3.2 Lens distortions

The ideal pinhole cameras do not have any image distortions, because the
lens, being the main source of the distortions, is substituted with an infinitely
small hole. Unfortunately this is not the case with real world cameras. Two
main types of distortions exist: radial distortions and tangential distortions.

Radial distortions are caused by the lens symmetry. Radial distortions can
usually be classified as either barrel distortions (image magnification decreases
with distance from the optical axis), pincushion distortions (image
magnification increases with distance from the optical axis) or the combination
of those distortions called mustache distortions [77-78]. Different types of radial

distortions are illustrated on Figure 3.2.
c

Figure 3.2 Barrel, (a), pincushion (b) and mustache distortions (c).

a b

Tangential distortions occurs because the lens is not perfectly parallel to the
camera sensor plane. Example of the tangential distortion is shown on Figure

N
AW
O

Figure 3.3 Real pattern (a), pattern observed by the camera (b).

Both of those distortions however can be taken into account and the camera
image can be corrected. Radial distortions can be corrected with the following
equations:
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Ucorrectea = W+ k7?2 + kor* + kgr®+ ..), (3.9)

Veorrectea = V(1 +kyr? + Jpr® + kyr® + ), (3.10)

where Ucorrecied A0 Veorreciea are image pixel coordinates (i, v) after corrections, &,
is n™ radial distortion coefficient and

r=+u?+ vz (3.11)

Tangential distortions can be corrected with the equations:

Ucorrected — U + [Zpluv + pz(rz + 2u2) + ]; (3~12)

Vcorrected = V + [pl(rz + ZUZ) + szuv + ]' (3-13)

where p, is n” tangential distortion coefficient.

The same equations can be used also to correct only the laser line radial and
tangential distortions.

3.3 Correcting the lens distortion

To calculate all those distortion coefficients Zhang [79] has proposed a
method that requires only a two-dimensional pattern. This can be a printed
chessboard pattern or a series of circles aligned as a grid with equal distances
from each other on a sheet of paper or flat surface. Example of the pattern is
illustrated on Figure 3.4.
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Figure 3.4 Example pattern used for lens distortion correction.

The corners of the pattern and the distance between those corners are used as
reference points for the method. Several positions (angles) of the patterns must
be presented to the camera with several distances from the camera. The more
poses will result more data points for the algorithm to extract, which in turn
yields a better optimization. The distribution of the pattern poses in front of the
camera must be high to ensure that the obtained points are well distributed in
3D space. Using the known relative distance between those points the intrinsic
parameters (focal length and the lens distortion) can be calculated and the lens
distortion parameters are estimated using a linear least-squares approach. Next
the extrinsic parameters (position and the orientation of the camera in 3D world)
can be calculated for every pattern as the rotation R and translation T vectors.
These rotation and translation vectors show how the pattern is positioned with
respect to the camera or vice versa.

To correct the captured image the image pixels need to be remapped. For
each pixel (v, v) in the destination (corrected and rectified) image new
coordinates (Ucorrected, Veorrectea) have to be calculated.

Example of an image before and after the lens distortion correction is
presented on Figure 3.5.
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a

Figure 3.5 Example of an image before and after the correction.

3.4 Laser line straightness error

In addition to the distortions of the camera optics one must take into account
the fact that projected laser lines are rarely straight. This is important when
going into sub-pixel or sub-millimeter measurements. Mainly two types of
straightness errors occur: curved profile and S-shaped profile [80]. Figure 3.6
illustrates those laser straightness errors.

— o~ T S——— ~—
a b

Figure 3.6 Laser line straightness error, curved (a) and S-shaped (b) [80].

This means that the projected laser line deviates from the ideal line. The S-
shaped error is caused by the imperfections of the lens (i.e. uneven lens
surface). The curved profile is caused by the misalignment of the lens that is
forming the laser line from the laser beam.

The error of the straightness can be calculated by determining the actual
position of the laser line, the length of the line L, the best fit line and the
maximum deviations A; and A, from the best fit line.
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Projected laser line Best fit line

Figure 3.7 Parameters to determine the laser line straightness error [80].

The straightness error can then be calculated as:

A+ A,

Straightness error (%) = * 100. (3.14)

Depending on the manufacturer the line straightness, line thickness and
homogeneity distributions are already measured during the production process
with high accuracy. The measurement results are stored in the database where
the results can be easily obtained. Extract from the manufacturer report of the Z-
Laser Z40M18S-F-660-1p90 (660 nm, 90° angle) laser straightness is depicted
on Figure 3.8.
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Figure 3.8 Extract from the Z-Laser Z40M18S-F-660-Ip90 report.

As it can be seen from the report the measured straightness for this laser is
+23 pm. The measurements were made at the working distance of 200 mm.
Increasing the working distance increases the measurement error linearly. At the
working distance of 2000 mm the laser straightness deviates already +0.23 mm.
This is a quite considerable error while making sub-millimeter measurements
from this distance and has to be taken into account.

3.5 Correction of the laser line straightness

As the straightness measurements are already made by the manufacturer, the
measurement errors can be read from the file containing straightness error for
every position of the line. Depending on the working distance the error must be
corrected with the following equation:

c ted Straigtness error Real Kina dist 315
= * . .
orrected error Working distance eal working distance ( )
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3.6 Known method of finding the laser light plane parameters

As described earlier the laser line seen by the camera is located on the virtual
laser light plane. In order to convert the laser line pixels on image to real world
measurements this laser light plane parameters A, B, C and D must be found.

Some of the papers [71, 81] suggest finding of the laser line on known
distances from the camera from which the mathematical laser light plane can be
constructed.

Laser / Camera
/ @ Flat object at a

series of known
distances to the
cantera.

\
v
\
v
v
v
A
T * /
'
\
\
v

v

Figure 3.9 Obtaining laser lines at a known distances [71].

This method however may lead to inaccurate results due to the fact that the
actual distance of the camera from the so called “know distance” is not accurate.
Image sensors may not be parallel to the camera housing or the distance of the
camera sensor from the housing is not usually specified by the camera producer
thus needing the camera housing to be opened and the warranty broken. Thus
the accuracy of the method depends greatly of the actual “known distance”
determination accuracy.

3.7 Laser light plane linear interpolation method

To find the laser light plane parameters without knowing the laser and
camera exact positions relative to each other and the distance from the ground a
new method was developed. For this the laser line is projected on chessboard
pattern with different poses of the chessboard pattern relative to the camera.
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Figure 3.10 Laser line on chessboard patern with different poses [76 (V)].

Figure 3.10 illustrates the laser light plane and the laser intersection with the
chessboard. While at least 2 poses of the chessboard are required to construct a
laser plane mathematical description, actually the more poses are used the more
accurate description of the laser light plane can be constructed. An important
aspect of this method, when projecting the laser line on a flat chessboard pattern
is that the laser should cross the chessboard pattern from one side of the
chessboard to the opposite side of the chessboard pattern. In this case the laser
lines lays on the chessboard pattern plane.

By knowing the camera intrinsic parameters (focal length, image optical
center, distortion coefficients) and the chessboard size, the chessboard rotation
and translation vectors (extrinsic parameters) can be calculated for every
chessboard image by using the object pose estimation. Extrinsic parameters are
translating coordinates of a point (X, ¥, Z) to a coordinate system, fixed with
respect to the camera. The rotation and translation transformation is the
following (when z” # 0):

X
Y
Z

+T. (3.16)

By this equation every point on the chessboard (and laser line, across the
same chessboard) can be converted to the real world 3D points.

For this first the chessboard corners in pixels (Cl(u,v) and C2(u,v)) are
found. Then the laser line position is determined in pixels. By knowing the
positions of the chessboard corners (C/ and C2) and a laser line point between
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those points (L1(u,v)) the ratio between chessboard corners and laser line point
can be found in pixel units:

Ratio — C2(u,v) — C1(u,v) 317
atio = L1(u,v) — C1(u,v)’ 3.17)

Using this ratio the laser line point (L/(X,Y,Z)) in real world coordinates can
be found:

L1(X,Y,Z) = C1(X,Y,Z) + Ratio(C2(X,Y,Z) — C1(X,Y,Z)). (3.18)

Following figure illustrates the chessboard pattern and the laser line on it for
interpolating the laser line points from 2D coordinates to real world coordinate
system.

Known chessboard
corners (C1, C2) in
real world coordinate —}
system ¥l

A i
,//

Known chessboard

- corners (C3, C4) in
real world coordinate
system

Figure 3.11 Interpolation of laser 2D points to real world coordinate system.

As it is known, there are at least three points needed to construct the
mathematical plane equation. Thus at least 3 laser line points must be found in
the real world coordinate system out of which at least one laser line point must
lie on another chessboard. Therefore at least 2 poses of the chessboard is
required to construct a laser plane mathematical description. The more poses are
used the more accurate description of the laser light plane can be constructed.

To find the laser light plane parameters A, B, C and D the least square fitting
(LSF) method is used. LSF uses the concept of minimizing the square sum of
normal distances as (3.19) and (3.20) from all 3D points to the optimal plane to
determine the parameters of best-fitted plane [82].
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laX; + bY; + cZ; + d|

P, = Fi(a,b,c,d) = 3.19)
= h Ny (
where the P; denotes the normal distance from i-t4 point to the plane;
m
z P? => min, (3.20)
i=1

where m is the number of points.

3.8 Calibration process

The calibration process consists of three main steps: lens distortions
calibration, laser line straightness calibration and finding of the laser light plane
parameters.

The first step is the lens distortion correction step. This is needed as the very
first step due to the fact that the image used as an input for other steps should be
corrected image. Distorted image affects the results of other calibration steps
and the final result would be incorrect. Several chessboard images are used to
estimate the camera intrinsic parameters and extrinsic parameters for each of the
chessboard pattern views. The estimation is based on the Zhang [79] method.
The goodness of the estimation is assessed by the average re-projection error.
This number gives a good estimation of precision of the found parameters. This
should be as close to zero as possible. After successful intrinsic and extrinsic
parameter detection the results are stored to a file. Intrinsic parameters are used
later to create an undistortion map which is used to correct the image from the
lens distortions (so-called additive correction).

After the lens distortion correction the laser line straightness calibration can
be started. Parameters from the laser manufacturer report are read in from the
file. Depending of the distance of the laser line from the camera the laser line
distortion parameters are corrected. Then each laser line point is corrected by
adding or subtracting the correction of the laser line distortion.

When laser line straightness parameters have been found the detection of the
laser light plane constants can begin. For this several chessboard images, where
laser line crosses the chessboard pattern, are used. All the images are
undistorted from lens distortions with the parameters saved from the previous
calibration steps. Laser line straightness on the image is then corrected. By
finding the extrinsic parameters of every chessboard pattern and laser line
points on the chessboard image in real world coordinates the laser light plane
parameters can be found by using the least square fitting method to determine
the parameters of best-fitted plane. When laser light plane parameters are found
- the calibration process is finished.
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The detailed calibration steps are described on the following flowchart.
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Figure 3.12 Calibration process flowchart (part 1).
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Figure 3.13 Calibration process flowchart (part 2).
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3.9 Experiments — calibration dependency on line dectection method

As discussed before, calibration is an important step of laser scanners to be
able to obtain an accurate measuring result. During the calibration process all
distortions are corrected and a relation between the pixels in laser scanner
camera image and the real world units is made.

Laser line detection method as part of the calibration process plays an
important role in this calibration. The accuracy of the laser scanner is directly
related to the precision of the laser line detection algorithm, used in the
calibration process. Full - pixel resolution laser line detection algorithms are
simpler and thus preferred in cases, where the accuracy of the laser scanner is
not very important or where the processor resources are limited, like in the
embedded real-time laser scanners. In other cases the one pixel resolution
however is not sufficient, as the actual laser line center position can be located
between two pixels. This is quite important if going into sub-millimeter
measurements.

A series of experiments were made in order to asses how much the
calibration and measurement results depend on the laser line detection with
pixel or sub-pixel resolution in the calibration process and where is the trade-off
between the complexity of the laser line detection algorithm and the laser
scanner calibration and thus the measurement accuracy.

Two laser line detection methods were used in order to find the laser line
from the chessboard images and calculate the laser light plane ABCD
parameters. The first method with pixel resolution was using a second order
Gaussian derivative [60]. The second method used to detect the laser line from
the chessboard image was the laser line sub-pixel detection by convolution
maximum correction with parabola, described previously. Figure 3.14 and
Figure 3.15 show the differences of detected laser line from the same
chessboard image with pixel and sub-pixel resolution methods. Several sets of
chessboard images were chosen for laser light plane ABCD parameter
detections with pixel and sub-pixel laser line methods.

Table 3.1 and Table 3.2 lists the ABCD parameters obtained with different
image sets and laser line detection methods. It can be seen, that there are small
differences between the A, B and C parameters obtained. The biggest variation
is in the parameter A, which is related to the rotation of the laser light plane.
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Figure 3.14 Laser line detection from the chessboard with pixel resolution [76 (V)].

Figure 3.15 Laser line detection from the chessboard with sub-pixel [76 (V)].




Table 3.1 ABCD parameters with pixel resolution over different image sets [76 (V)].

Image set 1 Image set 2 Image set 3 StDev.
A 1.066E-05 1.077E-05 1.069E-05 5.942E-08
B 6.863E-04 6.802E-04 6.799E-04 3.612E-06
C 4.789E-04 4.795E-04 4.795E-04 3.304E-07
D -1.000E+00 -1.000E+00 -1.000E+00 0.000E+00

Table 3.2 ABCD parameters with sub-pixel resolution over different image sets[76 (V)].

Image set 1 Image set 2 Image set 3 StDev.
A 1.114E-05 1.117E-05 1.104E-05 6.861E-08
B 6.862E-04 6.802E-04 6.798E-04 3.586E-06
C 4.789E-04 4.795E-04 4.795E-04 3.205E-07
D -1.000E+00 -1.000E+00 -1.000E+00 0.000E+00

In order to see how the laser line detection with pixel or sub-pixel resolution
in the calibration process influences the real measurement results, two objects
with the heights of 6 mm and 25 mm were placed under the laser scanner and
measured. Figure 3.16 shows the measured objects and the detected laser line.
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Figure 3.16 Measured objects and detected laser line on scanner image [76 (V)].
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From the image the laser line was detected with sub-pixel resolution
method. Pixel and sub-pixel ABCD parameters from the calibration process
were used to convert the measurements to the real world millimeters. Figure
3.17 shows the detected laser line in real mm-s with pixel accuracy ABCD (a)
and sub-pixel accuracy ABCD (b).
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Figure 3.17 Measured objects in real mm-s with pixel and sub-pixel [76 (V)].

It can be seen that two objects are clearly distinguishable out of which one
height is approximately 6 mm and the other is around 25 mm. The camera was
in the height of ~1874 mm from the floor surface. The deviation between pixel
accuracy ABCD (a) and sub-pixel accuracy ABCD (b) measurements can be
seen more clearly from Figure 3.18 where smaller object can be seen more
closely. It can be seen that there is actually rather noticeable difference between
two measurements.

Figure 3.19 shows the deviation between two measurements Z1 (pixel
accuracy ABCD) and Z2 (sub-pixel accuracy ABCD) across the whole laser
line with different image sets (a, b, ¢, d). With current setup and image sets the
deviation is between -1 and +1.2 mm, what is quite much for doing sub-
millimeter measurements. It can be also seen that the deviation is rather
systematic and linear from one side of the image to another. This comes mainly
from the fact that the A parameter of the laser light plane was the one, which
was the most influenced. As mentioned, A is the rotation parameter of the laser
light plane.
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Figure 3.18 Smaller object in mm-s with pixel and sub-pixel accuracy [76 (V)].
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Figure 3.19 Deviation between measurements with various image sets [76 (V)].
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Table 3.3 Measurements of objects with different ABCD parameters [76 (V)].

Measurement Mean StDev. StDevE. Diff.
(mm) (mm) (mm) (%)

Real height 6.000 0 0 0
Height with pixel 5.369 0.241 0.024 10.520
accuracy ABCD
Height with sub-pixel 5.554 0.241 0.024 7.430
accuracy ABCD
Real height 25.000 0 0 0
Height with pixel 24.698 0.456 0.0450 1.210
accuracy ABCD
Height with sub-pixel 24.864 0.455 0.0449 0.544
accuracy ABCD

Deviation of the measurements of the reference objects, estimated with pixel
and sub-pixel accuracy ABCD parameters are shown in Table 3.3. It can be
seen that the sub-pixel laser line detection method in the calibration process has
improved the measurement results and the measurement standard deviation has
decreased. This comes from the fact that the found the ABCD parameters are
more accurate. The experiments show that there is quite a noticeable
dependency from the laser line detection method in the calibration process,
which must be taken into account, when doing sub-millimeter accuracy
measurements. However, if the measurement accuracy can be within few
millimeters then pixel resolution laser line detection method in the calibration

process is sufficient.
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3.10 Experiments — transverse road profile measurement

In addition to the measurements of various reference objects in the
laboratory, real profiles of a pavement surface were measured and compared
with the standard straight edge rod and wedge measurement method, used by
the road maintenance authorities in Estonia and in other countries. This enables
to make measurements without expensive equipment while getting still good
enough results. A road section with deep longitudinal crack was selected to
evaluate the transverse profile measurement accuracy against traditional
method. This allows to see better the horizontal and vertical resolution of the
measurements. The measurement rod used was 4 meters long and measurement
with the laser scanner were made from the 2 meter height. Common
measurement width for both methods was around 1.5 meters in current setup.
Figure 3.20 shows the measurement setup, measurement rod, the wedge on top
of it and the developed laser scanner attached to mobile test rig.

Figure 3.20 Comparative measurements of real road transverse profile.

Figure 3.21 shows the measurement results with laser scanner (a) and with
measurement rod (b). As can be seen from the figure, the laser measurement
system has horizontal resolution about 1 mm, compared against 40 mm
resolution with the measurement rod and wedge. This comes from the fact that
the wedge is around 20 mm wide and typically the measurements are not taken
after every millimeter, but less often. 26 measurements were taken with rod and
wedge compared to 947 measurement points gained with laser scanner. It can be
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seen that due to this rod and wedge measurement limited vertical resolution the
crack in the pavement is missed. The wedge can not be placed in the bottom of
the crack to be measured. Vertical resolution of the measurement rod method
was around 1 mm which is also a bit bigger compared to the laser scanner
measurement.

It can be said that the measurement results are generally very similar, but
with the laser scanner the resolution is much better. Measurement with rod and
wedge is more time consuming, but less expensive. If the measurements are
made in large quantities, or on a long road section, then measurement with laser
scanner has more benefits.
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Figure 3.21 Measurement results with scanner (a) and measurement rod (b).

3.11 Conclusion of chapter 3

In the first part of this chapter an overview of the relationships between the
camera image, laser and real world units is given. Methods to correct the
distortions and a new method to find the laser line light plane parameters were
described. Complete calibration procedure with flowchart was made and
explained.

In the second part of this chapter a series of experiments were made. The
main purpose of the experiments was to assess the accuracy of the developed
laser scanner. Objects with known dimensions were measured and it was seen
that the standard deviation of the measurements was less than 0.5 mm. Also
experiments to see how much the laser line detection with pixel or sub-pixel
resolution during the calibration process affects the measurement results were
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performed. The measurement difference dependency from the laser line
detection method was between -1 and +1.2 mm. This was the systematic error
and it was caused by the fact that the A parameter, which was the most affected
during the calibration process of the laser light plane, was not found so
accurately in case of laser line detection with pixel resolution method. The A
parameter is the rotation of the laser light plane.

In the final part of this chapter real-life profiles of a pavement surface were
measured and compared with the standard rod and wedge measurement method,
used by the road maintenance authorities in Estonia. It was seen that the
measurement horizontal resolution with the developed scanner was about 1 mm,
compared to 40 mm with the measurement rod and wedge method. Vertical
resolution of the developed scanner was around 0.5 mm which is also less than
the 1 mm of the rod and wedge method. Due to the better horizontal resolution
the crack in the pavement was also detectable with the developed scanner, while
it can not be detected with the rod and wedge method. Measurment with the
developed scanner takes also significantly less time.
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4 TIME AND LOCATION STAMPING OF THE
PROFILES

One important aspect of the road profile scanners is how to associate
captured images and road transverse profiles from them with absolute time and
real world location. This is important to accurately determine the measurement
location and time when the measurement platform speed is not constant or the
camera is capturing the images asynchronously. Calculating IRI for example
depends on the accuracy of the transverse profile locations.

There are plenty of known solutions [83-85] for synchronizing captured
images in time with the special hardware. The problem with those solutions is
that the hardware is complex; it needs real synchronization cables and special
hardware, which makes the system clumsy and expensive. Also the typical lags
in computer based networks are in tens of milliseconds.

There are also known solutions [86-87], where frames of the image
acquisition streams are synchronized or related to each other by monitoring, and
matching (in the algorithm), the moving objects (e.g. feature points) by various
cameras, in parallel. The drawback of such solutions is that the frames are not
still connected to the absolute time base, thus making it impossible to track the
positions of the image frames. Also such algorithms are computationally
sophisticated and time consuming, as the objects (feature points) are located at
unknown co-ordinates and have unknown features. Such approach also depends
much on the illumination conditions.

In order to precisely determine the laser line profile (road transverse
profile), which is captured by the camera, absolute time and the position of it in
real world a new solution has been proposed.

Patent application [88 (IV)] to Estonian patent office has been filled in for
this solution in order to protect the intellectual property rights.

4.1 Time stamping solution with precisely modulated light in images

Figure 4.1 gives an overview of the proposed time stamping solution for the
road profile measurement system. The solution consists of global navigation
satellite system (GNSS) signal (1), GNSS receiver (2), light modulation
controller (3) or a combination of those (4), light source; for example light
emitting diode (LED) (5), laser line profile (6), road profile scanner camera (7),
personal computer (PC) with image acquisition and processing software (8) and
laser (9). The camera is running asynchronously at maximum speed. Camera is
controlled by a computer.

73



; Light
i | Modulation |
4— Controller

Puls Per Time Signal GNSS § Time and Position Info
Receiver | :

Y

PC with Image
Acqusition and
Processing

Figure 4.1Time stamping solution for road profile scanners.

The computer is also used to detect the laser line from images by using
image processing algorithms. A time stamp is added to each camera image
frame in the computer.

Accurate time stamp is obtained from the GNSS signal. GNSS signal
contains the exact time and location information. GNSS signal is received with
the GNSS receiver. The receiver sends the received time and location
information to the computer. Pulse per second (PPS) signal from the GNSS
receiver is driving the light modulating controller, which in turn regulates the
light intensity of the light source.

One LED can be used as the light source. Also colored LED-s or a lot of
single-color LED-scan be used as the light source. Seven segment indicator can
also be used or any other suitable light source.

Different signals can be used to modulate the light source light intensity. The
signal may be a pulse signal, a saw-tooth shaped signal, the pseudo-random
pulse signal, or any other signal suitable for light source intensity controlling.
Figure 4.2 shows some example signals (al-a3) that can be used to modulate
light source light intensity and camera image frames (bl-b3) taken
asynchronously in parallel.

The modulated light intensity by source current signal Figure 4.2 (b1-b3).
light intensity of the is captured by the camera (in asynchronous mode at
maximum speed.
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Figure 4.2 Various signals used to modulate light source light intensity [88 (IV)].

Knowing that the light intensity of the light source is changing
synchronously and is driven by the GNSS signal, it is possible to calculate an
exact time stamp for every frame captured by the camera. Thus every road
profile will get an exact time stamp.

In addition to the time stamp an exact location information received from the
GNSS signal is added to each frame captured by the camera. Thus every road
profile will get an exact location information as well.

With this an absolute time and location of the digitized road section
measured with the road profile measurement scanner is determined.

4.2 Experiments — modulated signal extraction from image

A set of experiments were made in the laboratory to extract the modulated
light signal intensity from the camera image. LED was placed in the camera
image corner. ROI was selected where the LED was placed. Figure 4.3 shows
the camera image with LED pattern in the bottom left corner and with the
selected ROI around it.
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Figure 4.3 Modulated light extraction from camera image.

Signal generator was used to drive the LED. Several different waveforms
(sawtooth, sinus and pulse signal) with the frequency of 1 Hz were used to drive
the led and modulate the led light intensity. Camera was capturing
asynchronously the image with ROI. The camera was capturing around 30
frames per second. Average intensity of the ROI was calculated from every
camera image. Also time intervals between the consecutive image frames were
measured as a reference in milliseconds.

Figure 4.4 and Figure 4.5 show the captured ROI average intensity (a) and
the exitation signals (b) used to drive the light source. Circles in the acquired
signal are the actual locations in time and the intensity of the signal at this time
instants. It can be seen that the intensity and the time interval between the
camera frames is not synchronous. This comes from the fact that the camera is
typically capturing the images asynchronously. It can be also seen that the
intensity of the signal is not exact sawtooth or sinus, like the driving signal, due
to the LED voltage-current characteristics, nevertheless the periods and the
frequency of the driving signal are clearly visible. It can be seen that the
detected imagining signal in the ROl is close to 1 Hz like the driving signal.

Figure 4.6 shows the time deviation of the camera frame from the light
source driving signal time. It can be seen that the deviation is between 7 to 40
ms. This is a lot considering that the camera was capturing around 30 frames
per second, which means that the time between each frame is around 30 ms.
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Figure 4.5 Captured light from image and the real sinusoidal signal.

Standard deviation of this deviation for the current setup was 8.4322 ms. It
can be seen that in some cases the deviation is more than the one frame period
time. Measurement location error of transverse profiles in the case of 100 km/h
with this kind of time deviation can be up to 1.1 meters. The error is around 4%
in the case of the camera frame rate of 30 frames per second and while getting a
transverse profile after every 27.7 meters.
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Figure 4.6 Time deviation of the frames from the actual signal of the light.

4.3 Conclusion of chapter 4

In this chapter a solution to precisely timestamp the laser line profile (road
transverse profile) with absolute time and thus location of the road point was
described. The solution by which a global navigation satellite system signal
modulated light source is positioned in front of the laser scanner camera
captures the modulated light intensity simultaneously with the laser line (road
profile). Camera is capturing the images in the asynchronous mode with the
maximum speed. By knowing that the light intensity of the light source is
changing synchronously and is driven by the GNSS signal and the frequency of
the signal is known, an exact time stamp for every frame captured by the
camera can be calculated. Thus every road profile gets an exact time stamp.

Experiments were made in the laboratory to extract the modulated light
signal intensity from the camera image and the camera frame time deviation
from synchronous time was calculated. It was seen that the standard deviation
for the current setup was 8.4322 ms. In such a case the correction of the
transverse profile location is up to 4% for the measurement speed of 100 km/h.
This corresponds to 1.1 meters for the camera frame rate of 30 FPS.
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5 IMPLEMENTATION OF SYSTEM HARDWARE
AND SOFTWARE

To evaluate and demonstrate the results, specific hardware and software was
constructed. At first a smaller prototype of the final system was created called
»mobile test rig”. This allowed to make initial experiments and was used mostly
during main software development period. Based on this ,,mobile test rig” the
final system was constructed.

In this chapter an overview of the developed hardware and software is given.

5.1 Mobile test rig

In order to perform initial real life tests, a small mobile test platform was
constructed. Draft drawing of mobile test rig with camera and laser mountings
is illustrated on Figure 5.1.

Figure 5.1 General overview of mobile test platform.

The mobile test platform has 3 inflatable wheels, so it can be moved around
easily, what enables to test the laser line extraction and other image processing
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algorithms on different surfaces. It is fully collapsible (yet rigid enough), for
better transport purposes, measuring only 900 mm x 1225 mm x 2200 mm. The
test platform can fit into car boot when packed together. It is small enough to be
used also indoors, where it is more convenient to make initial tests and
measurements before moving to outside. The test platform has been made from
aluminum profiles with bolted fasteners. There is a set of fastenings for all basic
systems components, which includes 3 different camera fastenings, 2 different
laser fastenings, fastening for a data projector (in order to simulate different
types of laser lines or multiple of lines), box where a laptop computer, batteries
and other accessories like acceleration sensor and GPS receiver can be placed.
All the laser and camera angles are adjustable. All laser and camera heights and
distances can be changed. The camera and the laser can be raised up to 2 m in
height giving almost 3 m of field of view depending of the lens used in front of
the camera. The camera and laser locations are also interchangeable. Ximea
MQO042CG-CM camera is used which has a resolution of 2048 x 2048 pixels
and can capture full frame images up to 90 frames per second. The laser is Z-
Laser’s ZM18, which has many different line generation options for optics for
experimenting purposes. Figure 5.2 shows the constructed mobile test platform.

Figure 5.2 Constructed mobile test platform on first outdoor experiments.

5.2 Measurement vehicle

After initial experiments with small mobile test rig a complete measurement
system was constructed. The overall objective of the mechanical components
was to facilitate the systems installation in a wide range of standard commercial
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vehicles whilst minimizing the cost of adaptation of vehicles and installation of
the system. Thus the same concept of using adjustable aluminum profiles was
adopted. The vehicle could be a van, a passenger car, a special trailer or any
other reasonable platform. The fixing and holding points of these rails are
connected to the standard roof-rails and the tow-bar (or the rear-staircase of the
van) of the vehicle. The tow-bar can optionally also give electrical power from
the board of the vehicle to the electrical measurement subsystems. The
adjustable metal rails give the flexibility in setting lasers, cameras, GPS systems
and other electronic or mechanical solutions, to be mounted and enabling fast
changes and adjustments in the configuration of the system. Also extended
systems, e.g. with three lasers and three cameras can be easily assembled on the
base of the same solution. Concept drawing of the developed mechanical system
is depicted on Figure 5.3.

X ‘L

\\J/

Figure 5.3 General overview of the measurement system installed on vehicle.

Van was chosen for the final system as it is higher than the standard vehicle,
giving bigger field of view and thus larger measurement area. The van is also
more stable giving more accurate results at the high speeds and on the rough
surfaces. Figure 5.4 shows the constructed measurement system with the camera
and the laser installed on van.
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Figure 5.4 Measurement system with camera and laser installed on van.

5.3 Software

The software has been developed mostly as the C/C++ code and OpenCV
libraries [78] have been used for some generic image processing tasks. Separate
classes are made for laser line extraction, measurements, calibrations etc. This
allows keeping the main data processing separate from Graphical User Interface
[GUI], so it is easy to compile various end-user programs, by changing the GUI
and combining the developed modules according to the specific needs, for
Windows, Linux or Android. Current implementation of the software has been
made in QT environment [89] for Windows. QT is multi platform open source
GUI development environment allowing the same GUI to be also used in Linux
Windows and Mac OSX.

The developed software currently supports Ximea MQO042CG-CM camera
and standard USB web cameras. Software shows live display of acquired
frames. Image files can be loaded as regular image format supported by
OpenCV, but also from Raw16 format if the image depth is more than 8 bits per
channel. Software also works with different video formats supported by
OpenCV. From the “Capture Images” tab (Figure 5.5) camera lens undistortion
can be applied and frames acquired from the camera can be saved either one-by-
one at a time or all or as the whole sequence.
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Figure 5.5 Camera configuration and image or video loading.

Laser line extraction parameters for developed method can be configured
from the “Process Images” tab (Figure 5.6). Detected laser line(s) are plotted on
greyscale image with red color. ROI can be applied which accelerates the laser
line extraction process.
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Figure 5.6 Laser line extraction configuration.

After laser line extraction and if the system calibration has been made the
laser profile can be plotted in real world millimeters in “Profile Plot” tab
(Figure 5.7). Profile can be zoomed in and investigated closely.
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Figure 5.7 Road profile in real world mm-s from camera sensor perspective.
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Figure 5.9 Calibration of camera lens distortions and laser light plane.

Optical flow is calculated between two consecutive frames (laser line
profiles) and cumulative plot of X and Y distances in either pixels or real world
millimeters are plotted on “Optical Flow” tab (Figure 5.8). The distances
between laser line profiles can be stored to file which is later used in 3D road
profile reconstruction.

Lens distortions and laser light plane constant detection is made on
“Calibrate Cameras” tab (Figure 5.9). For this chessboard parameters should be
entered and images loaded for the calibration process. After successful
calibration an XML file is stored containing all the necessary information. The
calibration file is loaded automatically if available and the system calibration is
not necessary to be made every time.

5.4 Conclusion of chapter 5

In this chapter, an overview of the developed hardware and software is
given. At first a smaller prototype of the final system called ,,mobile test rig”
was developed, which has a set of fastenings for all basic systems components.
The “mobile test rig” was used during the main software development period, it
is small and flexible solution for different indoor and outdoor experiments.
Then a complete measurement system for vehicles was constructed. The
objective of the mechanical components for measurement vehicle was to
facilitate the systems installation in a wide range of standard commercial
vehicles whilst minimizing the cost of adaptation and installation. The software
has been developed mostly in C/C++ code using OpenCV libraries. Graphical
user interface was developed in the QT environment.
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6 CONCLUSION

6.1 Main results

The main objective formulated initially was to develop, optimize, implement
and evaluate new improved 3D laser scanner and corresponding image
processing algorithms for the road profile measurement system. As a result a 3D
laser scanner system including all the mechanics and software was developed
with completely new set of image processing algorithms and calibration
processes. Four papers related to this thesis have been published and one patent
application to the Estonian patent office (with further option to patent the
invention in other countries) has been filled in for road profile time and location
stamping solution in order to protect the intellectual property rights.

The main results of this thesis are listed below.

R1.

R2.

R3.

R4.

In chapter 1 and paper [51 (II)] a new method based on second order
Gaussian derivative convolution with different standard deviation
convolution kernel parameters taking into account the variable laser line
width was developed. The laser line detection dependencies, optimal
standard deviations and the reduced uncertainties in the case of variable
laser line width (caused by different material reflection coefficients)
were shown with experiments.

In chapter 1 and paper [52 (I)] two laser line detection methods
“Parabola method” and “Upsampling method” and the combination of
those were developed and tested to improve the laser line detection
resolution from pixel to sub-pixel level. It was shown that both methods
improved the laser line detection accuracy more than 20%. It was seen
that the “Parabola method” is not as accurate as “Upsampling method”,
but is more computationally efficient and faster and is thus more
preferable in the road profile measurement systems.

The “Parabola Method” combined with “Variable Laser Line Detection
Method” works well with noisy images, changing ambient light
conditions, various road surfaces materials and low power lasers. This
means that the developed road profile scanner is more safe to use and
also less expensive than competitive solutions.

In chapter 2 and paper [66 (III)] a new “Adaptive Undersampling
Method” to increase the road profile scanning speed without increasing
the camera frame rate or using custom, expensive hardware was
developed. The main idea of this method is to process only the relevant
parts of the images and skip the non-relevant parts that do not contain
the laser line information. This was proven to be quite efficient method
to increase the laser line detection speed. Experiments were made on
different hardware platforms to assess the method and it was seen that
the average speed increase with current setup was around 6 times with
one laser line on image and 12 times with two laser lines on image. It
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RS.

R6.

R7.

was also noticed that the speed increase was even higher with larger
images, compared to smaller images. This is caused by the fact that the
laser line on higher resolution images is proportionally smaller than the
irrelevant parts of the image which are not used by the ”Adaptive
Undersampling Method”.

In chapter 3 a new Laser Light Plane Linear Interpolation Method for
finding the laser light plane parameters together with the complete
scanner calibration procedure and flowchart were developed and
experimentally evaluated in the lab with objects of known dimensions
as well as on real pavement (together with road maintenance authorities
in Estonia). It was seen that the standard deviation of the measurements
was less than 0.5 mm, which is a lot less than competitive solutions. In
paper [76 (V)] the experiments to see how much the laser line detection
with pixel or sub-pixel resolution during the calibration process affects
the measurement results were made. The measurement difference
dependency from the laser line detection method was between -1 and
+1.2 mm which is a lot when doing sub-millimeter measurements, but
can be corrected as it is the systematic error and was caused by
inaccurate laser light plane detection with pixel accuracy laser line
detection method. This also shows that the developed sub-pixel laser
line detection Parabola Method plays an important role in getting the
correct measurement results. With proper calibration procedure the
developed scanner is easy to use and more accurate than most of the
competitive solutions.

In chapter 4 and in the patent application [88 (IV)] a novel solution to
precisely time-stamp the laser line profile (road transverse profile) with
absolute time and thus location on road was described. The solution by
which a global navigation satellite system signal modulates a light
source positioned in front of the laser scanner camera captures the
modulated light intensity simultaneously with the laser line (road
profile). Camera is capturing in the asynchronous mode with the
maximum speed. By knowing that the light intensity of the light source
is changing synchronously and is driven by the GNSS signal and the
frequency of the signal is known, an exact time stamp for every frame
captured by the camera can be calculated. Thus every road profile gets
an exact time stamp. This is a novel solution and improves the
transverse profile location up to 4% in case of measurement speed of
100 km/h. This is 1.1 meters in case of camera frame rate of 30 frames
per second.

In chapter 5 the developed hardware and software is described. At first
a smaller prototype of the final system called ,,mobile test rig” was
developed, which has a set of fastenings for all basic system
components. The “mobile test rig” was used during the main software
development period, it is small and flexible solution for different indoor
and outdoor experiments. Then a complete measurement system for
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vehicles was constructed. The objective of the mechanical components
for measurement vehicle was to facilitate the systems installation in a
wide range of standard commercial vehicles whilst minimizing the cost
of adaptation and installation. The software has been developed mostly
in C/C++ code using OpenCV libraries. Graphical user interface was
developed in the QT environment.

The results of the thesis correspond to the research objectives, as defined in
the introduction: R1 and R3 fulfill the objectives O4 and O6; R2 solves O2 ; R4
is the solution for O1 and O5; RS solves O2 and O3; R6 fulfills the objectives
03, 07 and O8; R7 solves the objectives O7 and O8. So, all the objectives of
the thesis have been achieved with new developed, investigated and tested
solutions.

The work has also practical value listed below.

e Ready to be used C++ code with GUI for accurate laser scanner.

e Developed scanner can be reused also for other different purposes.

e Test and evaluation platforms and software source codes, full scale
demostrator of road profile scanner.

e Appropriate solutions for SME's providing smaller cost and reduced
complexity of the road profile measurment system.
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6.2 Future improvements

Future work could involve improving the calibration of the scanner, as it is
the most critical part to have correct measurement results. Chessboard corner
detection should be reviewed as in many cases the found chessboard corners
were out of the grid. Predefined mask could be used to correct the chessboard
corner locations. Also the camera sensor intensity and color distribution [90]
has not been taken into account.

Experiments with using of optical flow [91-94] to calculate the scanner
movement from camera image and pavement surface were made, but it needs
further investigation, experiments and evaluation of the accuracy before it could
be used in final solution.

The scanning speed can be further increased by find the optimal level of
undersampling in both horizontal and vertical directions, combining this method
with ROI and/or using more lasers in parallel.

There are several ways [95-97] to calculate camera tilt from the image. It is
also possible to detect the tilt of the camera sensor by using multiline or
multiple lasers on image and observing the distances between laser lines as it
changes if the road surface is not parallel to laser light. Some experimental
image sets were captured for future research.

Using of different laser line patterns like grid of lines or circles or dots was
considered to get more information about the profile per camera image. Some
experimental image sets were captured, but those were also left for future
research.
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ABSTRACT

This thesis describes image processing solutions for precise road profile
measurement systems.

Existing road profile measurement systems are fairly complex, consisting of
several instruments which are necessary to collect the data required by the users
(road maintainers, road constructors, national technical control centers, air-
fields, etc) of it. Calibration, installation of the system and usage of existing
solutions is rather sophisticated. This has made the road profile measurement
systems quite expensive and thus not affordable for smaller companies, who
would benefit of owning such a system.

In this thesis several image processing aspects of the road profile scanners
were improved while reducing the calibration complexity and facilitating the
systems installation in a wide range of standard commercial vehicles, whilst
minimizing the cost of adaptation and installation.

In the introduction part of this thesis an overview of road profile
measurement systems and the state of art has been given. The motivation and
goals of this thesis are described.

In the first chapter an overview of existing laser line detection methods has
been given, several new methods are developed and tested to improve the laser
line detection resolution, compared to existing solutions to sub-pixel level and
reduce the dependency of the laser line detection algorithms from the noise and
the variation of the laser line width.

In the second chapter the road profile measurement system speed aspects
have been investigated and a new adaptive undersampling method to increase
road profile scanning speed without increasing the camera frame rate or using
custom hardware has been described.

In the third chapter an overview of the relationships between the camera
image, laser and real world units is given. Methods to correct the distortions and
a new method to find the laser line light plane parameters are described.
Complete calibration procedure is given and experiments to assess the accuracy
of the developed laser scanner are described.

In the fourth chapter a new solution to precisely time-stamp the laser line
profile (road transverse profile) with absolute time and thus location on road has
been described. Experiments were made to extract the exact time from image
with modulated light on it.

In the fifth chapter an overview of the developed mobile test rig hardware,
software and the final complete system has been described.

In the final chapter, the main results of this thesis are described. The
proposed methods and solutions are summarized. In addition to this, a potential
list of future research activities are described.
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KOKKUVOTE

Kéesolev viitekiri kirjeldab pilditootluse lahendusi tdpsetele tee profiili
mootesiisteemidele.

Olemasolevad tee profiili mddtesiisteemid on iisna keerulised, koosnedes
paljudest instrumentidest, mis on vajalikud, et koguda erinevaid tee andmeid,
mida kasutavad mitmed organisatsioonid (techooldajad, tee-ehitajad, riiklikud
teede tehnokontrolli keskused, lennuviljad jne) erinevatel eesmaérkidel.
Olemasolevate siisteemide kalibreerimine, paigaldamine ja kasutamine on
vordlemisi keeruline, mis on muutnud tee profiili mddtesiisteemi iisna kalliks ja
seega ei ole see taskukohane viiksematele ettevotetele, kellel oleks sellisest
slisteemist samuti kasu.

Antud t60s on parendatud tee profiili moGtmise siisteemi mitmeid olulisi
pilditodtluse aspekte, vdhendades samal ajal kalibreerimise keerukust ja
lihtsustades silisteemi paigaldmist, mis voimaldab selle kasutamist véga laial
valikul tarbesodidukitel, vihendades oluliselt ka antud siisteemi kohandamis- ja
paigaldamiskulusid.

Sissejuhatavas peatiikis antakse iilevaade tee profiili mdotmise siisteemist ja
teadaolevatest tipplahendustest. Kirjeldatud on kéesoleva véitekirja motivat-
sioon ja eesmargid.

Esimeses peatiikis tehakse iilevaade olemasolevatest laserjoone leidmise
meetoditest. Mitu uut meetodit on vélja tootatud, uuritud ja testitud, parandades
laserjoone leidmise eraldusvdimet sub-piksli tdpsuseni vorreldes teadaolevate
lahendustega, vdhendadades sealjuures sdltuvust miirast ja laserjoone laiuse
variatsioonist.

Teises peatiikis uuritakse tee profiilli mdodtmise siisteemi toime kiiruse
aspekte ja kirjeldatakse uut adaptiivset alavoendamise pilditdotluse meetodit, et
tosta tee profiili skaneerimise kiirust ilma kaamera kaadrisageduse tdstmise voi
keerulise eririistvara kasutamiseta.

Kolmandas peatiikis antakse iilevaade kaamerapildi, laseri ja reaalse
maailma mdotmete vahelistest seostest. Kirjeldatud on uus meetod laseri
valguse tasapinna parameetrite leidmiseks. Toodud on tdielik kalibreerimis-
protsessi kirjeldus. Ekperimentaalses osas on uuritud arendatud skanneri tdpsust
ja seda mojutavaid tegureid.

Neljandas peatiikis on toodud uudne lahendus laserjoone profiilide (tee
poikiprofiil) mairgistamiseks tdpsete ajatemplitega. Kirjeldatud on katse-
tulemused tépse ajatempli tuvastamiseks moduleeritud valgusallikaga pildilt.

Viiendas peatiikis kirjeldatakse loodud mobiilset testkéru, tarkvara ja 1opliku
tee profiili modtmissiisteemi lahendust.

Viimases peatiikis on toodud t66 peamised pohitulemused ja kokkuvdtted.
Lisaks on vilja pakutud potentsiaalsed uurimisvaldkonnad tulevikus.
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Abstract—Due to the fact that the image sensors have a
fixed resolution and pixel size — a lot of image processing
algorithms are limited with pixel resolution. One of those
image processing algorithms is related to 3D laser scanners and
in particularly to the laser line detection from images. This
pixel quantization resolution, however, in many cases is not
sufficient and greatly limits the laser scanner precision. In
particularly the problem is highlighted in the linearly growing
or declining surfaces, but also in strait lines where the actual
laser line centre position is between two pixels. In this paper
two laser line centre position detection methods with sub-pixel
accuracy have been proposed and investigated. The methods
have been tested on real images and as seen from the results at
the end of the paper, the methods greatly improve the laser line
detection accuracy and resolution.

Index Terms—Sub-pixel, laser line, 3D laser scanner,
parabola.

[. INTRODUCTION

Many laser line detection algorithms [1], [2] for 3D laser
line scanners detect the laser line with pixel resolution. This
is mainly related to the fact that the camera sensor, capturing
the laser line image, has a fixed resolution and pixel size. In
one aspect-the theoretical limit for the spatial resolution is
determined by the Nyquist-Shannon sampling theorem.
Changes at higher frequencies, than the half of the sample
rate cannot be accurately detected. The laser line is typically
1 to 10 pixels wide, in real images of interest. This one pixel
accuracy however is not sufficient in many cases, if going
into sub-millimetre measurements with line laser scanners.
The accuracy of the laser scanner is directly related to the
precision of the laser line detection algorithm and in many
cases the actual laser line centre position is located between
two pixels. This is highlighted particularly in a linearly
growing or declining surfaces, but also on very rough
surfaces as for example the pavement surface with small
rocks.

Several laser line sub-pixel detection methods exist. Some
of them are proposing to first detect the laser line edges [3]
and then to estimate the real laser line centre position with

Manuscript received August 28, 2013; accepted December 4, 2013.

Current work has been supported by EU (FP7-SME project “Hermes”
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interpolation. Furthermore, sub-pixel edge detection [4] by
cubic interpolation has been also proposed to enhance this
method. Unfortunately this method can produce inaccurate
results, when laser scattering can cause asymmetric laser
line profile with non-precise edge positions. This can cause
the mathematical mean point of the laser line to deviate
from the actual laser line centre. The proposed methods take
into account also the intensity profile and thus are less
dependent of the laser line edge positions.

Other methods [5] propose to detect the laser line centre
position with sub-pixel accuracy by calculating the weighted
average of the “brightest” pixel coordinates in each column.
This method can still cause inaccurate results, if the laser
line peak has a flat top and uneven number of brightest
pixels. The result in this case is also affected by the fact,
how many pixels are chosen as “brightest” pixels and where
the threshold level has been set.

As known, cross-section of the laser line is similar to the
Gaussian distribution from the image pixel intensity
perspective. Thus Gaussian profile fitting is also a popular
method [6] to detect laser line centre position with sub-pixel
resolution and accuracy. With this method, however, a
maximum position of the fitted Gaussian profile is detected
instead of the actual laser profile peak position. This can
lead to inaccurate results when the laser line width is
changing. In case, if the laser line has multiple peaks a
specially modified Gaussian function has to be used.

To detect real centre position of the laser line with sub-
pixel accuracy we have proposed two new methods to find
the best method for accurate laser line centre position
detection with sub-pixel accuracy. Firstly a method is
proposed, where laser line detection method (inverted
second order Gaussian derivate kernel convolution to the
laser line brightness profile) is combined with the sub-pixel
correction estimation of the convolution maximum by
parabola. Secondly a robust method to upsample the image
before laser line detection has been proposed, improving
also the laser line detection results to sub-pixel accuracy,
compared with the original image.

The proposed methods have been tested on real life
images and the results show, that these methods improve the
laser line detection accuracy, to the sub-pixel level.

II. LASER LINE SUB-PIXEL DETECTION BY CONVOLUTION
MAXIMUM CORRECTION WITH PARABOLA

The inverted second order Gaussian derivate is used for the
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laser line extraction as a kernel for convolution to the
brightness (e.g. grey value) profile. The convolution is
calculated for every image column to detect the position of
the laser line with pixel accuracy. Figure 1 shows the laser
line grey value profile and its convolution results with
optimal inversed Gaussian second order derivate kernel.
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Fig. 1. Laser line cross section grey value profile (a) and convolution curve
with inversed Gaussian second order derivate kernel (b).

As seen from Fig. 1(a) the actual grey value profile is
rather flat in the laser line centre position. The convolution
maximum was found on the 1025 of pixel row. By looking
the convolution curve Fig. 1(b) around the maximum area
more closely, it can be seen, that the top of the curve is not
symmetrical.

To estimate the real centre position of the laser line a
point before the maximum (x1, y1), the maximum point (x2,
y2) and one point after the maximum (x3, y3) can be taken.
With those points it is possible to find a parabola equation

y:ax2 +bx+c,

(O]

that passes through all these points. By solving the equation
system:

y=ax2 +bx+c, (2)
2 =a(x2)? +b(x2)+c, 3)
y3=a(x3)? +b(x3)+c, @)
the constants a, b and ¢ can be easily found:
_ ((2=yD(x1=x3)+ (y3-yD(x2-x1))
(1= x3)((x2)> = (x1)))+ (2= xD)(x3)> —x1%))
po(022D-a((2)? %) ©)
(x2—-x1)
¢ =yl —a(x1)> —b(x1). %)

With those constants the parabola vertex Xmax and Ymax
coordinates can be expressed with the following equations:

b
Xmax 7_Z> ®)
- 2
Ymax =) +b (X ) +e. )

Figure 2 shows a parabola constructed with points x1, yl
(1024, 394); x2, y2 = (1025, 448.6); x3, y3 = (1026,
363.1) and the real maximum of the constructed parabola is
located at Xmax, Ymax = (1024.89, 449.45). This parabola
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vertex is found for every convolution maximum of every
pixel column and by this the laser line has been found by
sub-pixel accuracy.
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Fig. 2. Parabola constructed with 3 points and its vertex.

III.

One efficient approach to increase the laser line resolution
and thereby the accuracy is to upsample the images. After
upsampling the image, the laser line can be found in sub-
pixel accuracy compared with the original image. Many
algorithms exists [7] to upsample the image, using different
methods. Many image editing software like Irfanview and
image processing libraries like OpenCV already include
those different upsampling methods, making this quite
robust and easy method to implement. Figure 3 shows a
laser line image before upsampling and Fig. 4 after the
upsampling. After upsampling the image, the laser line is
detected with the proposed variable width laser line
detection method.

IMAGE UPSAMPLING METHOD

Fig. 3. Laser line image before upsampling.

Fig. 4. Laser line image after upsampling 2 times.
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IV. RESULTS

To verify the proposed methods they were tested on several
real life images. Laser lines were extracted with pixel and
then with sub-pixel resolution (and accuracy). In
particularly, as the problem is especially highlighted in the

Fig. 5. Detected laser line with 1 pixel accuracy from original image.

Fig. 6. Detected laser line with sub-pixel accuracy (convolution maximum
correction with parabola method).

First the convolution maximum correction with parabola
method was tested. Figure 5 shows a linearly growing laser
line and a detected laser line with pixel accuracy and Fig. 6
with sub-pixel accuracy. It can be visually seen that our
method has improved the laser line detection accuracy.

Secondly the upsampling method with the same image
was tested. For comparison purpose the same image region
of interest was selected to verify the method. Figure 7 shows
for demonstration the detected laser line with upsampled
image. It is clearly visible, that the upsampling method also
improves the laser line detection accuracy. Furthermore the
results seem similar or even better to the first proposed
method.

For experimental purposes the convolution maximum
correction with parabola method was also tested on
upsampled image. Figure 8 shows the result of this
combined method. It can be seen, that the accuracy has been
improved, compared with the upsampled pixel accuracy
image. The disadvantage of these upsampling methods is
that the upsampling increases the number of pixels with the
power of the upsampling level selected. This in turn
decreases the laser line detection speed and increases the
required processing power, which is often critical in real

linearly growing or declining surfaces, but also in strait lines
where the actual laser line centre position is between two
pixels, those part of our test images were selected to verify
the proposed methods.

Fig. 7. Detected laser line from upsampled image with its pixel accuracy.

Fig. 8. Detected laser line from upsampled image with sub-pixel accuracy
(convolution maximum correction with parabola method).

time systems. The speed decrease can be compensated with
adaptively undersampling the image, as proposed by our
previous works. Finding the optimal up and down sampling
level is probably the key element of this method.

Figure 9 and Fig. 10 presents 2 laser line sections (laser
line on fairly straight (few pixel fluctuations over 2 meters)
floor surface and on linearly declining surface) detected by
pixel and sub-pixel accuracies from original and upsampled
image. It can be seen from Fig. 9 and Fig. 10, that all of the
proposed methods improve the laser line detection accuracy.

In order to assess the real improvement the methods are
compared to reference. It is known that in the real world
both those laser line sections (linearly declining surface and
strait floor surface) are straight (ideal) lines. By fitting the
ideal line through the detected laser line points for every
method the deviation from the ideal line can be found. This
indicates how good the method is compared to the originally
pixel accuracy method from original image. The less
deviation from the ideal line the better the method.
Figure 11 shows the deviation in pixels from the reference
(ideal) line at position 0 on linearly declining surface. It can
be seen that in case of pixel accuracy method from the
original image Fig. 11(a) the deviation varies from 1 to -1,
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while all the proposed methods Fig.
deviate much less in between 0.6 to -0.6.

11(b)-Fig. 11(d)
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Fig. 9. Detected laser line on fairly strait floor surface with pixel accuracy
form original image (a), sub-pixel accuracy with convolution maximum
correction method from original image (b), pixel accuracy from upsampled
image (c) and sub-pixel accuracy with convolution maximum correction
and upsampling method combination (d).
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Fig. 10. Detected laser line on linearly declining surface with pixel

accuracy form original image (a), sub-pixel accuracy with convolution

maximum correction method from original image (b), pixel accuracy from

upsampled image (c) and sub-pixel accuracy with convolution maximum

correction and upsampling method combination (d).
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Fig. 11. Deviation from the ideal line at position 0. Pixel accuracy form
original image (a), sub-pixel accuracy with convolution maximum
correction method from original image (b), pixel accuracy (sub-pixel
accuracy compared to original image) from upsampled image (c) and sub-
pixel accuracy (sub-sub-pixel compared to original image) with
convolution maximum correction and upsampling method combination (d).

Root Mean Square Error (RMSE) was calculated for all
the methods which were fitted with ideal lines for both line
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sections (declining surface and straight floor surface).
Average RMSE for the both line section was calculated. It
can be seen from the Table I that all the methods have
improved the laser line detection. The RMSE has decreased
more than 20 % for all the proposed methods. The most
accurate method is the pixel accuracy method from the
upsampled image. The RMSE has decreased more than
25 % compared to original image for this method.

Taking into account, that if using the upsampling method
the pixel count is increased by the power of the upsampling
level selected and thus the needed processing power
increases also, the first proposed convolution maximum
correction with parabola method seems to be more
reasonable for fast and precise imaging systems.

TABLE I. RMSE OF METHODS BY IDEAL LINE FITTING.

RMSE
M RMSE (straight RMSE o
ethod name (declining %o
floor (Average)
surface)
surface)
Pixel accuracy 030448 | 036489 | 033469 | 2>2°
upsampled image 4
Sub -pixel with
convo-lution 2201
maximum 0,31929 0,37900 0,34915 9
correction original
image
Sub -pixel with
convolution 21.03
maximum 0,30476 0,40238 0,35357 2
correction
upsampled image
Pixel accuracy 041422 048125 | 044773 0
original image

V. CONCLUSIONS

This paper presents two laser line detection algorithms
with sub-pixel resolution and accuracy. The methods have
been described and the Matlab model has been created. The
methods were tested with real life images. The detected
laser lines were compared with reference (ideal) line for
every method and the RMSE was calculated. The results
show visually and by RMSE that all the proposed methods
have improved the laser line detection accuracy to subpixel
level.
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Abstract— the aim of this paper is to develop a laser line
detection algorithm which reduces the uncertainties what are
caused by the unknown laser line width on the laser scanner
images. Due to the fact that different surfaces reflect light in
different ways the laser line on captured images is not always
with constant width. The line width is also depending of the laser
optics used. In 3D laser line scanners a correct detection of laser
line is essential, because the laser line extraction accuracy affects
greatly the precision of the developed 3D laser scanner. In this
paper a method to use different standard deviations for inverted
second order Gaussian derivative convolution mask to find the
optimal standard deviation for every line section has been
proposed. The results show a great dependency between standard
deviation of the convolution kernel and laser line width. The
experiments show that the optimal standard deviation of the
convolution kernel is not constant over the whole laser line.
Furthermore the optimal standard deviation for every line
section reduces the uncertainties that were caused by the
unknown laser line width.

Keywords—image processing; 3D laser line scanner; laser line
calibration; Gaussian kernel, second order derivative

L

Several laser line detection methods are used to extract
laser line(s) from 3D laser scanner images. Some of the
methods [1, 2] use the most intensive pixel or so called peak
detection methods. Unfortunately this method can produce
inaccurate results while processing oversaturated, noisy or
wider than 1 pixel wide laser line peaks (example: Fig. 1 (b)).
Often different edge detection methods [3, 4] are used to find
the laser line edges. Based on the edge co-ordinates a laser line
centre can be calculated, but laser scattering can result in
asymmetric laser line profile which can cause the mathematical
mean point to deviate from the actual laser line centre. First
order Gaussian derivative zero crossings have also been used
[5] to extract laser line centre positions. With this method the
laser line width is not taken into the consideration and random
noise peaks influence the end result quite a lot. Some methods
[6] even use multiple first order Gaussian derivatives to extract
laser line edges instead of usual edge detection operators, but
these methods use fixed distance of those found first order
derivatives to find the laser line and is not thus optimal method
in case of variable laser width.

INTRODUCTION

As known, the laser line cross-section is similar to the
Gaussian  distribution from the image pixel intensity
perspective. Thus some of the laser line extraction methods [7,

Current work has been supported by EU (FP7-SME project “Hermes” and
European Regional Development Fund), Estonian Research Council (IUT:
IUT19-11), Doctoral School in Information and Communication Technology
of Estonia, Estonian IT Academy scholarship, CEBE (Centre for Integrated
Electronic Systems and Biomedical Engineering) and Tallinn University of
Technology, Thomas Johann Seebeck electronics institute.
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8] use the Gaussian second order derivative kernel to find the
laser lines from images, and as this seems to be a reasonable
approach then the variable width laser line extraction method is
also based on this assumption.

Most of the above mentioned methods assume that the laser
line is of constant width over the whole image, but in reality
this is not always the case. Due to the fact that various surfaces
reflect light in different ways the laser line width changes.
Some materials reflect more energy back to the camera sensors
than others. As a consequence, some areas of the laser line
appear wider and some laser line areas narrower. In addition,
the laser line width varies at different distances from the
camera. The closer to the camera the wider the laser line
appears. Laser line width on the image also depends of the
laser optics used. For example some line lasers are produced
with Gaussian distribution optics, where in the middle of the
line the line is wider and in the line ends the line, is narrower.

The assumption that the line width is constant affects the
laser line extraction accuracy and thus also the 3D laser
scanner precision. In sub-millimeter level this is a critical
factor.

To achieve a greater autonomy of the laser line extraction
algorithm from the line width perspective and reduce the
uncertainty what is caused by the unknown laser line width a
laser line extraction method that calculates optimal line width
parameters for every laser line section during the laser line
extraction process has been proposed. The calculated
parameters can be used for one time system calibration or for
real time system optimization. The method has been tested on
real images and the results are presented at the end of the
paper. The method has been tested on several real life images.

IIL.

As mentioned before laser line cross-section is similar to the
Gaussian distribution

THE BASES OF THIS LASER LINE EXTRACTION METHOD
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g(n,0) = M
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with a width of N where - (%) (%) and o is the

standard deviation of a Gaussian random variable. Fig. 1
presents a Gaussian distribution and a similar laser profile
cross-section.
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Fig. 1. (a) Gaussian distribution, (b) real laser cross-section profile.

To find a laser line, an inverted second order derivative of
the Gaussian distribution is taken
2
2_g2 _D°
ne—o e 207

V2ros

g9"'(no)=- )
which is convolved to the gray value profile f(n) of every
image column
s"(m,0) = g"(n,0) * f(n) 3
In the laser line centre position the convolution has a local
maximum.

III.  VARIABLE WIDTH LASER LINE EXTRACTION

In order to take into account the change in the line width
over the entire image inverted second order derivations of the
Gaussian  distribution with several different standard
deviations in the range of 1 <0 <4 are taken with an
increment of 0.5 steps. Too big standard deviation range and
small step size make the method slow and -calculation
intensive. Optimal step size and range will be investigated in
subsequent studies. With this several convolution kernels are
formed. Fig. 2 presents inverted second order Gaussian
derivatives with different standard deviations. By changing the
standard deviation of the convolution kernel several
convolution maximums in laser line centre positions are
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Fig. 1 Inverted second order Gaussian derivatives with standard deviations (a)
1, (b) 2, (c) 3 and (d) 4.

found. Out of those maximums a maximum of maximums for
the final laser line is selected. For every image column or a
section of the laser line the optimal standard deviation value
out of witch the convolution was the maximum is stored. This
standard deviation vector can then be used for one time system
calibration. The optimal standard deviation can also be found
during the laser line extraction process for every image. Fig. 3
presents a block diagram of the proposed method.
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Fig. 3 Block diagram of the proposed method.



IV. SYSTEM SETUP

In order to perform real life tests, a small mobile test
platform was constructed. The test platform has 3 inflatable
wheels, so it can be moved around which enables to test the
laser line extraction method on different surfaces. It is fully
collapsible (yet rigid enough), for better transport purposes,
measuring only 900 mm x 1225 mm x 2200 mm. The test
platform has been made from aluminium profiles with bolted
fasteners. There is a set of fastenings for all basic systems
components, which includes 3 different camera fastenings, 2
different laser fastenings, fastening for a data projector (in
order to simulate different types of laser lines), box where a
laptop computer, batteries and other accessories can be placed.
All the laser and camera angles are adjustable. All laser and
camera heights and distances can be changed. The camera and
the laser can be raised up to 2 m in height. The camera and
laser locations are also interchangeable. Ximea MQO042CG-
CM camera is used which has a resolution of 2048 x 2048
pixels and can capture full frame images up to 90 frames per
second. The main laser is Z-Laser’s ZM18, which has many
different line generation optics for experimenting purposes.
Fig. 4 shows the mobile test platform. Matlab model was
developed in order to test the method.

Fig. 4 Mobile test platform with adjustable camera and laser.

V. RESULTS

In order to assess and verify the method, several real life
images where used to find the optimal standard deviation for
every image column for better laser line extraction. Fig. 5
shows the correlation between the standard deviation of the
convolution kernel and the maximum of the convolution
results with different standard deviation convolution kernels.
Three different laser line widths where used, marked as line a
=3 px, line b = 5 px and line ¢ = 7 px marked on Fig. 5. It can
be seen from the Fig. 5 that with different laser line widths the
maximum convolution is different as expected. The optimal or
the maximum of the maximum convolutions is clearly visible
and depends on the standard deviation.

It was also noticed that with different convolution kernel
sample count (the convolution kernel width) the optimal
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Fig. 5 Maximum convolution compared to standard deviation with 3 different
line widths. Line a = 3 pixels wide, line b = 5 pixels wide and line ¢ = 7 pixels
wide. Correlation kernel sample count is 13 pixels.
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Fig. 6 Maximum convolution compared to standard deviation with 3 different
line widths. Line a = 3 pixels wide, line b = 5 pixels wide and line ¢ = 7 pixels
wide. Correlation kernel sample count is 19 pixels.

standard deviation of the convolution kernel was changing.
Fig. 6 shows a shifted optimal convolution kernel standard
deviations compared to Fig. 5. The relationship between the
convolution kernel sample count and its standard deviation
will be investigated in subsequent studies.

Fig. 7 shows an example of the image used to test the
proposed method. It can be seen that the laser that is used is
with Gaussian distribution optics, meaning that in the middle of
the laser line the laser line is wider and it is narrower in the
ends of the laser line. Also on top of the checkerboard black
squares it can be seen that there is much less energy and thus
the laser line is also narrower.

Fig. 7 Example test image with Gaussian distribution optics where line is
wider in the middle of the line and narrower in the ends.
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Fig. 8 Extracted laser line with fixed and optimal standard deviation

Fig. 8 (a-d) represents an extracted laser line with different
fixed standard deviation convolution kernels. Fig. 8 (e) shows
an extracted laser line with optimal standard deviation
convolution kernels for every pixel column. It can be seen that
the laser line (Fig. 8 (e)) has been detected with less missing
samples than with the fixed standard deviation convolution
kernels. Although some fixed standard deviation convolution
kernels (Fig. 8 (b)) can give quite good results it is not an
optimal standard deviation for every pixel column. Closer
inspection shows that the laser line deviates from the laser line
detected with optimal standard deviation convolution kernel.
Fig. 9 shows a laser line section deviation from the optimal
laser line. This deviation becomes critical when it is necessary
to detect the laser line with sub-pixel accuracy.

Fig. 10 shows the distribution of standard deviations of the
optimal convolution kernels over the whole laser line image.
As seen from the figure the optimal standard deviation is not
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Fig. 9 Laser line (fixed standard deviation convolution kernel) deviation from
optimal laser line (optimal standard deviation convolution kernel).
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a constant over the laser line, furthermore, the standard
deviation is higher in the middle part of the image and lower
in both ends of the laser line. This is within correlation with
the Fig. 7 laser line width due to the laser Gaussian
distribution optics. It can be also seen from Fig. 10 (Pixel
column 740 - 900) that in places where the laser line was on
dark squares and is thus narrower due to less energy the
optimal standard deviation is smaller than in white squares.

CONCLUSIONS

This paper presents a variable width laser line extraction
method. Experimental results show a great dependence
between Gaussian second order derivate convolution kernel
standard deviation and laser line width. The experiments show
that the optimal standard deviation of the convolution kernel is
not constant over the whole laser line. The proposed standard
deviation vector can be used as a look up table for one time
system calibration or as for real time system optimization. The
results show that the proposed method decreased the
uncertainty what is caused by the unknown laser line width
and thus improves the laser line extraction accuracy.
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Abstract— In many image processing applications one of the
main problem is how to create algorithms, which are fast enough
to be implemented on embedded (with limited resources)
computing platforms, like DM3730 processor based development
boards (Beagleboard-XM). One such image processing area is
related to laser scanners, which are usually implemented on
multi-core high performance personal computers. In this paper
an adaptively undersampled image processing method for fast
multiline laser detection has been proposed. The combination of
adaptive undersampling and multiline laser detection
significantly reduces the calculation operations, needed for laser
line detections, thus making this method highly suitable for
limited embedded platforms. This method has been tested with
real multiline laser images on pavement surface, on 4 different
computing platforms and the results are presented at the end of
the paper.
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I INTRODUCTION

Laser scanners are widely used for quality control in
woodworking industries [1], automatic tire inspection [2], road
profile measurements and crack detection for road maintaining
[3] and elsewhere [4].

An alternative of using laser scanning system is to use
structured light based scanning solutions. Several so called
“one shot” scanning methods have been developed [5, 6]. They
have the advantage of a high scan rate compared to the laser
line scanners, but they are significantly more sensitive to
illumination changes and are more sophisticated to implement.
Also using a special projector to generate structured light
images makes the cost of scanning system much higher
compared to laser scanners. Due to these limitations laser
scanning systems are more widely used in various applications.

Traditional laser scanners [7] use one camera and one laser
in the combination to get one section profile of object under
investigation. To get more section profiles the object under
investigation has to be moved in respect to the laser scanner. In
this case the number of laser profiles of the objects gained per
second depends greatly on camera capturing speed. If the
camera is capturing, for example, 30 frames per second then -
30 object section profiles will be gathered every second. In

978-1-4673-4544-6/13/$31.00 ©2013 IEEE

order to increase the scanning rate the camera capturing rate
must be increased. For this high speed cameras can be used [8].
However higher frame rate cameras are significantly more
expensive and with the increasing of frame rate the data
transfer rates and thus image processing performance must be
significantly increased. In embedded real-time image
processing systems, processor resources are very limited. The
computation time for laser line detection and the number of
operations required for that is very critical. Therefore the image
acquisition and processing should be robust, fast and smart.

One efficient approach to increase laser scanner speed is to
use multiline lasers to gain more profiles per image captures
and thus increasing the profile scanning rate without increasing
the camera capturing rates. This method has been successfully
used in welding industries [9] to check the quality of welding
joints and on road profile systems for crack detection [10].
Unfortunately using of solely multiline lasers for increasing
profile scanning speed is mostly not sufficient on embedded
real-time image processing platforms with limited processing
power.

As known - large part of the image processing algorithms
handles the images independent of the content of the images. In
order to save the processor time and resources only the high-
interest areas of images should be processed by image
processing algorithms. Resulted from the fact that the laser
line(s) to be detected on an image, captured by the camera, is
marginal - in sense of the line width (typically some pixels),
compared, with the camera image height (480 pixels, for
example) - a lot of processor resources will be wasted for
processing of the non-relevant parts of an image.

In order to speed up laser profile scanning an adaptively
undersampled image processing method has been proposed in
this paper, for fast multiline laser detection. In our previous
works adaptive undersampling methods has been used for other
applications [11, 12], giving hope that adaptive undersampling
method could be a reasonable approach also for multiline laser
detection. Our method is not fixed with limited number of laser
lines and is thus also adaptive in this sense.

The method has been tested and benchmarked on several
computing platforms; including 3 desktop computers and one
DM3730 processor based Beagleboard-XM embedded
computing platform.



II.  METHOD

A. Preprocessing

In order to get a good result, laser line must be
distinguishable from the background. For testing purposes the
laser lines were projected on a pavement background, as the
pavement has a lot of different colors, making the laser line
detection particularly difficult. As seen from the Fig. 1 - two
laser lines are visible on the original laser scanner image. The
image shows, that one of the laser line most characterizing
indicators is color of it. Lasers are manufactured for several
colors, but red color lasers are more widely used due to its
price, compared with other color versions of lasers.

In order to find the red colored laser line - the red channel
image is extracted from the original image. As seen from the
Fig. 2 - not only red parts of an image are bright in the red
channel, as white regions are also bright in the red channel
image, since white color is combined of maximum intensities
of every color channel (red, green, blue).

Since by our proposed method we first detect initial laser
line positions and then, based on this initial laser line positions
we adaptively undersample the original image, then it is not
necessary to implement image preprocessing for all image
regions. Thus we undersample the images horizontally, which
will be used for image preprocessing and the initial laser line
detection. Fig. 3 represents a horizontally undersampled image.
The image was horizontally undersampled by 15 times.

To extract only the red color information, the areas, which
are common with the green and blue channels has to be
removed. This can be done by subtracting the sum of green and
blue channel intensities from the red channel image [13]. Fig. 4
shows the result of only red color detection to extract laser
lines. In this case only parts of the laser line which, are red
colored, are detected.

Since the laser light and its color are usually quite intense,
compared to the background and if the camera settings are not
been adapted continuously, some parts of the laser line image
tend to saturate and the laser line becomes white. This
saturation is utilized by some laser line detection methods [14],

Fig. 1 Original multiline laser image.

Fig. 2 Red channel image.

Fig. 3 Horizontally undersampled red channel image

Fig. 4 Red color detection on horizontally undersampled image



where the laser line is detected from the red channel image by
finding the highest average intensity level position in a column
and using that position as the laser line for that column.
Resulted from the fact, that various materials have very
different reflective properties, this method is not always very
good, as some parts of the laser line may be just under the
threshold level and thus this information will be lost. Fig. 5
represents and intensity based threshold image, where some
parts of laser lines remained under the threshold level.

In order to get a good result with various materials and
various backgrounds - a combination of maximum intensity
method and the red color detection method has been used. Two
images are combined by using logical OR operation. Every
relevant pixel of both undersampled images is compared to
each other and the highest value of both pixels is always used
for the combined image. Fig. 6 represents the combined
horizontally undersampled image, where black regions of the
image are presumed to be a part of the initial laser lines.

Also other methods [15] may be considered for initial
image preprocessing instead of the red color detection and
intensity based threshold methods, as image preprocessing
depends greatly on the image background. In our case the
selected method was sufficient and the main emphases of the
method relies on adaptively undersampling the image.

B. Initial laser line detection

After preprocessing the horizontally undersampled image
has been obtained, where black regions of the image are
presumed to be a part of the initial laser lines. Since the image
contains multiple laser lines, a peak detection method has been
used on the image, obtained from the preprocessing. For every
relevant column a sum of 3 predefined pixel arrays has been
calculated. In the case, if second sum is greater than the first
and third sum — a peak has been detected and a position of laser
line, corresponding to the peak count is written to a separate
initial laser line array. At the same time the peak count is
stored as separate value as laser line count for every relevant
column.

Fig. 5 Intensity based tresholding of red color channel on horizontally
undersampled image.

Fig. 6 Combined red color and intensity based threshold images.

Fig. 7 shows one column of horizontally undersampled
image, where 2 clear peaks are visible. After the peaks are
detected - an initial laser line image can be constructed. For
every detected laser line one dot per row is used. Fig. 8
represents an initial laser line image.

C. Adaptively undersampling the image

In order to find the laser line more precisely - an adaptively
undersampled image is created from the red channel image by
using the points of the initial laser line as references. A
predefined number of pixels are taken from the red channel
image, around the initial laser line position for every column.
Until the initial laser line position does not change, for rows,
that do not have initial laser line position — the last known
initial laser line position is used. On the constructed image only
all relevant regions of the image would be highlighted and all
the unnecessary and non-relevant parts of an image are
excluded. Adaptively undersampled image, in such way, is
shown in Fig. 9
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Fig. 7 Peaks in one column of preprocessed binary image.



Fig. 8 Initial laser lines.

D. Final laser line detection

From the adaptively undersampled image final laser line
can be extracted. For this a peak detection method is used for
the second time for every detected initial laser line. Only the
regions that are not white and are so part of the undersampled
image, are used. It can be seen from the Fig. 10, that some of
the line parts have not been fully detected, but missing sample
recovery methods [16] can be used further for this purpose.

III.  RESULTS

In this paper adaptive and computationally -efficient
undersampled image processing method for multiline laser
detection was presented.

In order to assess and verify the laser line detection speed
and the increase of it, compared to the conventional method
(not using undersampled images) - a C++ code was developed
with using of the OpenCV libraries. The proposed method was
tested with two different resolutions of images (640x480 and
1600x1200) and four different computing platforms were used.

Fig. 9 Adaptively undersampled image based on initial laser line detection.
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Fig. 10 Final laser lines detected from undersampled image.

Since computation time and the number of calculations for the
image processing are very critical on the embedded platforms
- the method was tested on the DM3730 processor based
embedded (Beagleboard-XM) platform. The Beagleboard-XM
was using Angstrom Linux and the method was tested on the
ARM side of the DM3730 processor. For comparison
purposes the method was also tested on 3 desktop computing
platforms, running under Windows 7 operating systems. For
every platform 100 images were tested and the average
processing time and thus frames processed per second (fps)
was calculated.

It can be seen from the Table 1, that the increase of the
speed on the Beagleboard-XM was significant. The processing
speed has been increased 3.46 to 8.43 times, depending on the
resolution of images. It can also be noted that, for every
computing platform the speed increase was even higher with
larger images, compared to smaller images. On Intel
processors the speed increase was higher, probably resulted
from the fact that OpenCV was developed by Intel's engineers.
The average speed increase of our method, compared to
conventional laser line detection method (non-undersampled
images) is about 6 times. Considering the fact that 2 laser lines
were detected instead of one the actual speed increase is 12
times compared to a single laser line scanner.

IV. FUTURE WORK

Future work includes better preprocessing method
development for detecting laser lines with low intensity in
highly noisy conditions. Further benchmarking and
optimizations will be done on handling more laser lines and
utilizing DSP side of DM3730 processor.

Camera calibration and the evaluation of measurement
errors will be performed in order to develop an accurate
profile measuring instrument. Various sample reconstruction
and prediction methods will be used in order to improve the
accuracy of detected laser lines.



TABLE L

BENCHMARKING OF DEVELOPED ALGORITHM ON DIFFERENT COMPUTING PLATFORMS

Algorithm benchmarking on different platforms
, Lo Our adaptively
Conventional method . Co hod
. Our adaptively undersampled . undersampled method
NR Platform details 640480 image ethod 610480 imagle’ 16001200 image 1600x1200 image
average processing average processing frame rate average processing average processing
frame rate frame rate frame rate
Beagleboard-XM, DM3730 (ARM ®
1 Cortex TM -A8 @1GHz + C64xx DSP 8 fps 27,68 fps 1,17 fps 4,64 fps
@800MHz), 512MB of RAM
Intel(R) Core(TM)2 Duo CPU P7350
2 @2,00GHz, 4GB(2,73 GB usable) of 16,85 fps 114,00 fps 2,51 fps 21,16 fps
RAM, 32 bit system
Intel(R) Core(TM) i5-3320M CPU
3 @2,60GHz, 8GB(7,88 GB usable) of 44, 00 fps 286,38 fps 6,36 fps 52,35 fps
RAM, 64 bit system
AMD Phenom(TM) II X3 B75 CPU
4 | @3,00GHz, 8GB(3,00 GB usable) of 23,03 fps 160,00 fps 2,66 fps 9,96 fps
RAM, 32 bit system

V. CONCLUSIONS

This paper presents efficient, accurate and adaptively
undersampled image processing method for fast multiline
laser detection. C++ model of our method has been
developed, described and tested with real images of multiline
lasers on pavement surface. Four different computing
platforms have been used for testing, including one
embedded limited recourses Beagleboard-XM platform.

The results show that our method significantly increased
the frame rate per second to detect multiple laser lines
without increasing the camera capturing frame rate. Our
approach is accurate and is suitable for fast multiline laser
scanner systems.
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