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Introduction
The Motivation for the Study

According to the World Health Organization, 15 million people suffer stroke worldwide
each year. Of these, 5 million die and another 5 million are permanently disabled.
Patients with head injuries need immediate care for survival. The two most common
strokes —hemorrhagic and ischemic have similar symptoms but require different medical
treatment. Therefore, distinguishing between them is necessary and wrong treatment
can be fatal. Therapeutic yield is good within one hour after the onset of symptoms and
declines rapidly during the next three hours.

The above means that the condition needs to be analyzed quickly and repeatedly
monitored to apply the correct care procedures. Standard diagnostics methods for head
injuries are CT (computed tomography) and MRI (magnetic resonance imaging), which
lack mobility, are expensive, do not provide real-time results, use ionizing radiation and
cannot be used for continuous monitoring. Ultrasound diagnostics devices provide
real-time results and are portable, but ultrasound cannot penetrate the bone, making it
impossible to diagnose brain damage. The detection method that has given promising
simulation results is based on Ultra Wide Band (UWB) radar.

The European Society of Cardiology, the ESC, states that cardiovascular disease (CVD)
accounts for over 3.8 million deaths yearly or 45% of all deaths across ESC member
countries. The most common CVD, ischemic heart disease (IHD), was the leading cause,
responsible for 1.7 million deaths (20% of all deaths), with stroke responsible for 970 391
deaths (11% of all deaths) [1]. The numbers are frightening and even more so, if the fact
that 90% of heart attacks are preventable is considered [2]. Hypertension remains a
significant public health challenge because it increases the risk for cardiovascular disease.
The prevention and diagnosis of hypertension are of utmost importance. Unfortunately,
the early detection of hypertension is complicated even today, and it is estimated that
around 30% of the hypertensive population is unaware of their disease [3]. The World
Health Organization webpage [4] states that high blood pressure (HBP) or hypertension
is a “silent killer” because it has no apparent signs or symptoms to indicate that
something is wrong. The best way to protect oneself is to be aware of the risks and
change one’s lifestyle if necessary.

Assessments of the working of the human cardiovascular system have been one of
the critical tasks of medicine. Better diagnostic means and methods and wearable
devices are needed for ubiquitous early detection of cardiovascular disease.

12



Overview of the Thesis Work

This thesis introduces and analyzes non-invasive methods for continuous monitoring of
cardio-respiratory activity parameters using electrical bioimpedance (EBI) and compact
instrumentation, preferably suitable for wearable applications.

It is assumed that real-time information about minute ventilation (MV), tidal volume
(TV), respiratory rate (RR), and heart rate (HR) is obtained from the curves of the electrical
bioimpedance (EBI) changes. Moreover, also central aortic blood pressure (CAP) curve
may be acquired from the EBI variations related to heart activity [5]-[8].

The following topics were focused on to carry out the research.

First, the feasibility of contactless monitoring with radio waves using UWB radar is
investigated. A contactless method is preferred as it allows continuous monitoring
without disturbing the subject and avoids potential injuries by long-term contacts with
electrodes. Additionally, benefiting from good spatial resolution and radio wave partial
penetration into the tissue could potentially allow the detection of tumors and
hematomas.

Second, the background of electrical bioimpedance (EBI) measurement is studied,
focusing on the aspects whose impact has not yet been sufficiently considered in
numerous previous works. Those aspects are selecting an adequate electrical model,
dependence of measurement results on the surrounding environment and selected
measurement solution. Based on the analysis of named aspects, the requirements for a
new impedance analyzer have been prepared.

Third, a solution for the wearable low-energy device is investigated. The main research
was about minimizing hardware (HW) requirements and computational power. This
solution uses contact measurement of EBI changes with Ag/AgCl electrodes. Known
problems with contact electrodes as long-term instability, long transient process,
inconvenient attachment to the skin and mechanical instability are discussed.

Fourth, introduction and justification of the novel compact impedance analyzer (CIA)
design, including issues of the calibration and correction of the influence of the connection
cables. Analysis of EBI measurement results obtained with CIA using capacitive electrodes
on the left forehand, including separation of spectra of model components and
presentation of cardiovascular activity detection results based on EBI changes.

Fifth, the feasibility of implementing sensors with inductive coupling for detecting
cardiac activity-related signals on a forearm is investigated, including an analysis of the
sensitivity of different inductive sensor designs, allowing the determination of their
optimal parameters and limiting factors. In addition, a novel sensor solution with the
flexible toroidal ferrite core employing additional electrodes closing the induced current
loop is presented.

The research started with describing the object’s model and measurement solutions,
followed by the simulation of model parameter changes and analysis of obtained results.

The LabVIEW software environment was mainly used for calculations and presentation
of results, PSpice software MicroCap 12 for circuit modeling and Comsol Multiphysics
software package for simulation of electromagnetic field (EMF).

The results of modeling and simulations were validated with experimental ones.
The bottlenecks of the solutions and the issues that need further research were identified.

13



The Methodology Used in the Thesis

A non-invasive method for monitoring cardio-respiratory activity parameters using
electrical bioimpedance (EBI) has been studied for over a hundred years [9]-[11], and it
has remained particularly relevant in recent years [12]-[14]. When an alternating current
(AC) electromagnetic field (EMF) stimulation (later here — excitation) is applied to the
body, the current in the organs and tissues depends on their electrical complex
impedance. The changes in tissue state, e.g., when the lung fills with air or the heart fills
with blood, cause the impedance changes of the corresponding body part. In addition, the
expansion and contraction of blood vessels in the heart's rhythm (changes in the pulse
volume) affect the impedance of the tissue. Thus, by observing the change in impedance
of a given body part, some conclusions can be drawn about the state of that body part.

In order to associate the tissue properties with their impedance, it is necessary to use
an electrical equivalent circuit model, or shortly, its electrical model. Many different
versions have been proposed over time, but in our case, where mainly impedance changes
are of interest, the classic model with two resistors and one capacitor (see section 2.1.2)
has been used. However, as explained in the second chapter, the capacitor must be
replaced by a constant phase element (CPE) for a more accurate result.

If the impedance is measured with electrodes, their electrical model must be
considered. In addition, parasiticimpedances due to the measuring instrument connected
to the object must be involved. As explained in the second chapter, the electrodes’
impedance and parasitic impedances significantly affect the measurement result, and
their impacts are difficult to separate from the information-carrying signals. One of the
aims of the present study was to minimize these impacts: firstly, by using the contactless
method and secondly, by reducing parasitic impedances by developing a galvanically
isolated and compact measuring instrument — the compact impedance analyzer (CIA).

Electrical impedance spectroscopy (EIS), with the frequency range covering the area
where significant changes due to the object occur, allows finding the values of elements
of the model [15]-[21]. Tissue models’ parameters (intracellular resistance, capacitance
of the cell membranes, and extracellular resistance) are then found by fitting the models
and measured data of complex spectra.

As the main aim of the research was monitoring of the cardio-respiratory activity
parameters, based on the changes of EBI, the highest accuracy of EBI spectra
measurements was not the goal. Moreover, EBI changes over time are usually monitored
on only one frequency which is better suited to the chosen solution. The criteria for
selecting the frequency are mainly the sensitivity and the repeatability of measurement
results.

However, the data of the whole impedance spectra are also necessary because,
through these, the impedance and its changes found at a single frequency can be related
to the object model and associate the change in impedance with a specific object
parameter (e.g., extracellular resistivity). Unfortunately, these relationships are not
unique, as several model parameters usually change simultaneously and may mask each
other, as shown in subsections 4.5.1 and 5.2.3. The detailed analysis of this problem is
outside the scope of the current study. However, more accurate impedance spectra
measurement is still the goal since it opens up better possibilities for analysis.

14



Objectives of the Thesis and Research Questions

The goal of the thesis is to gain knowledge and provide recommendations for developing
a sensor device for the continuous monitoring of cardio and respiratory activity
parameters, including the design of wearable devices for that.

The main tasks of the thesis to be solved for the development of efficient wearable

devices:

A.

To test the capabilities of UWB radar for cardiorespiratory measurement,
considering the suppressing of sensitivity to movement artifacts and finding
the excitation method for best spatial resolution for the detection of tumors
and hematomas.

To find the ways and measurement methods to optimize power consumption
and computational power requirements in detecting EBI changes with non-
polarizable electrodes.

To develop a compact battery-powered impedance analyzer (CIA) with
wireless data transmission capable of determining EBI model parameters and
their changes at least in 10 MHz frequency range with a 16-bit resolution.

To test the feasibility of detecting and monitoring cardiac activity-related
signals on a forearm with capacitive and inductive sensors using the
developed CIA.

The research questions raised in the thesis and answered on the bases of
experimental and modeling results are the following:

What are the capabilities of UWB radar sensors, and can they be used to
detect tumors and hematomas?

How to minimize the complexity, power consumption and computational
power requirements in the case of detecting EBI changes with non-polarizable
electrodes?

How to build a sensitive and compact battery-powered impedance analyzer
(CIA) to determine EBI model parameters and their changes in a human body
at least in the 10 MHz frequency range?

What is the SNR and accuracy of developed CIA, how to calibrate it and how
to correct the influence of connection cables?

What are the EBI model parameters obtained from the forearm?

How the sensitivity of the detection of impedance changes depends on the
design and other properties of sensors with inductive coupling?

Is radial artery blood pulsation monitoring feasible with the inductive or
capacitive sensors placed on a wrist?

15



Contributions of the Thesis

The present work focuses on developing non-invasive sensors, including wearable
devices, intended for monitoring cardio-respiratory activity parameters based on radio
wave and electrical bioimpedance (EBI) measurements on the human body. The main
contributions of thesis work summarized by chapters are as follows:

1.

The study of the feasibility of monitoring of cardio-respiratory activity and the

detection of tumors and hematomas using the UWB radar technology:

e  Comparison and analysis of the properties of known solutions.

e Design and comparison of UWB antennas.

e Analysis of spatial resolution of the solution.

The study of the background of electrical bioimpedance (EBI) measurement:

e Introduction of the historical background of the emergence of three-element EBI
equivalent circuit models with examples of transformations that highlight their
non-equivalence.

e Comparison of the influence of the constant phase element (CPE) and
capacitance on impedance, including demonstration of resulting spectral errors
and changes in model parameters when replacing CPE with a capacitance.

e Explanation of the impact of stray impedances in the case of stationary and
battery-powered measurement instruments along with experimental stray
impedances data.

e Determination of requirements and solutions for the impedance measurement
instrumentation in the B dispersion area and for detecting impedance changes.

The study of the feasibility of measurement and monitoring of cardio-respiratory

activity with contact electrodes method and proposed optimized but straightforward

hardware design and the reduced signal processing method.

Presentation and justification of the design of the developed compact impedance

analyzer (CIA), including:

e Determination of required parameters of CIA and presentation of the solution.

e Presentation and justification of the impedance measurement solution, including
calibration and correction of the impact of connection cables.

e Analysis of EBI measurement results obtained with capacitive electrodes,
including separation of spectra of model components and their weight in the
impedance spectrum.

e Presentation of cardiovascular activity detection results based on EBI changes
measured with capacitive electrodes on the left forehand.

The study of the feasibility of implementation of inductive sensors for detecting

cardiac activity-related signals on a forearm, including:

e Analysis of the sensitivity of inductive sensor designs allowing the determination
of their optimal parameters and limiting factors.

e  Proof of the analysis results with practical experiments.

e Presentation of the novel sensor solution with the flexible toroidal ferrite core
employing additional electrodes closing the induced current loop.
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1 Measurement with Radio Waves

Ultra Wide Band (UWB) technology is an emerging technology that has been gaining more
and more popularity in recent years. Because of some unique and attractive features,
UWB signals can be used for medical diagnostics, measuring properties of various
materials, high-speed communication and radars. UWB technology was used exclusively
in military applications before 2001, when commercial usage was allowed in USA and 2007
in the EU followed by intensive research activities. UWB signals have some unique
properties compared to continuous wave signals — the ability to share frequency
spectrum, ability to work in low signal-to-noise (SNR) conditions, high performance in
multipath channels, superior material penetration properties, high spatial resolution, very
low electromagnetic radiation, simple transceiver architecture, and finally - low energy
consumption [22]. Main applications in medicine are as follows: cardiac biomechanics
assessment, chest movements assessment, OSA (obstructive sleep apnoea) monitoring,
soft-tissue biomechanics research, heart imaging (‘Holter type’ echocardiography), chest
imaging, cardiac monitoring, respiratory monitoring, SIDS (sudden infant death syndrome)
monitors, breast cancer and brain hematoma diagnosing and 3D imaging [23]-[25].
As UWB signals are non-ionizing, these can be used for long-term non-invasive monitoring
without adverse effects. The working principle of UWB radar enables the measurement
of electromagnetic impulse reflections from body tissue boundaries. The reflected signal
is analyzed in the framework of the Time Domain Reflectometry theory [26]. However,
Staderini states in his research that deep echo reflections from the tissues does not seem
to be a realistic explanation of the phenomenon and at the moment, no hypothesis can
be eventually accepted for explaining UWB medical radar operation [27]. Although
numerous publications about propagation characteristics are available, these do not give
reliable evidence of what is actually measured. UWB echo can also be interpreted in the
frequency domain; however, not much research is done in this field in spite of being a
promising method to analyze tissue properties.

1.1 Continuous Wave Radar

Continuous wave (CW) radars have been used for detecting cardio-pulmonary activities
since the 1970s [28]. It is the simplest radar-based measurement method using Doppler
effect and working reliably in an open environment. However, CW radar has
disadvantages - the inability to measure distance and distinguish more than one person.
The distance can be measured with another type of CW radar - frequency modulated
continuous wave (FMCW) radar - but it still cannot measure vital signs if more than one
person is present. Also, both radars have problems in environments where reflected
signals are present. Radio wave reflections from room walls or furniture can lead to poor
measurement accuracy or measurement failure. These problems are solved in UWB
radars. UWB radar has a good spatial resolution, is insensitive to the reflected signals,
can measure distance and can measure more than one person simultaneously. Compared
to FMCW radar, UWB radar has better accuracy and signal-to-noise ratio [29].
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1.2 Ultra Wide Band Radar

Ultra wide band radar generates short pulses, which are radiated through the antenna
towards the body. The short impulse spreads transmitted energy over wide frequency
band giving good material penetration and spatial resolution [30]. Electromagnetic energy
propagating into and through the body is reflecting from the tissue interfaces due to the
different relative dielectric constant of the organs. The reflection coefficient is determined
by the following formula:

= \/a_\/;

The attenuated and reflected energy from the organ boundaries is received by the
antenna, and the boundary location is calculated based on the time difference between
the transmitted and received signal [31]. Reflected signal attenuation values are shown in
Fig. 1.1.
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Fig. 1.1. Signal attenuation in different body tissues [27].

This effect allows relatively easy monitoring of breathing activity and heart rate, even
from long distances [32]. The difference between the permittivity of brain tissue and
hematoma is sufficient to detect a reflected signal from the hematoma area. UWB signals
are non-ionizing, allowing continuous patient monitoring and evaluation of treatment
progress. The most important reason for having the device in the intensive care unit (ICU)
is that the patient would need to be moved to the radiology department as seldom as
possible.

The diagnosis, based on measuring microwave scattering parameters, has been
evaluated, and the first clinical tests have been conducted [33]. This method gave
promising results but requires a helmet which is not a good solution in the case of head
injuries and does not give any information about stroke location. Similar methods have
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been used for breast cancer diagnosis and are already in clinical test phases [34]. There
are numerous researches in breast cancer detection using UWB impulse radars with very
promising results. The time-domain analysis makes radar imaging and reconstruction of
3D structure possible. However, detecting breast cancer is less complicated than detecting
anomalies in the brain as there is no bone layer in the signal path, and antenna matching
problems can be partly solved by the liquid interface between antenna array and skin.
Most of the research in breast cancer and brain hematoma detection is done by modeling
or based on a simulated environment because of the complexity of the real imaging
system. A few teams have built a UWB imaging system for experiments with phantom
models of the tissue layers or conducted tests with biological material. Good head
phantoms are challenging to build as they consist of multiple layers which have to match
with bone and tissue relative permittivity and conductance properties simultaneously.
A few models are designed with gelatine/sugar mixture [35] and agar/NaCl/polyethylene
mixture [36], but both lack skin and bone layer. The results from actual measurements are
currently not as accurate as predicted in simulations showing UWB radar capability to find
tumors and hematomas with sizes up to 5mm in the white matter close to the scull [37]
and 30mm from deeper regions [38].

One of the challenges in UWB tomography is antenna design. Antenna properties that
are not relevant in the case of narrowband radar antennas have a significant impact on
signal quality in UWB radars. The largest problematics encountered in today’s UWB
antennas is that characterization methods were, since the beginning, meant to describe
narrowband antennas. The frequency characteristics of these antennas are constant over
their operational bandwidth; hence they can be fully characterized in the frequency
domain. UWB antennas, on the other hand, are meant to transmit pulsed signals.
Analyzing them only in the frequency domain is not enough to fully evaluate their
performance, as pulse distortion is an important parameter that should be controlled [39].
Antenna dispersion, group delay, impulse response, bandwidth and impedance matching
a wide frequency range, and also antenna ringing are the parameters that have to be
optimized and a trade-off between them considered. In case the antenna arrays are used
for tomography applications, the antenna size is also an essential property. Antenna size
depends on the used maximum wavelength, but the use of higher frequencies is feasible
as the signal attenuation in tissues is too high. One potential solution for antenna
miniaturization is the usage of metamaterials [40].

Antenna ringing properties are of limiting factor in close-range operations —a new type
of fractal antenna is showing promising results in decreasing ringing duration. Antenna
design for medical applications differs from free-space operations design as there are
strong reflections from the boundary of air and human skin, which means that a good
body matching must be achieved [35]. Antenna crosstalk and reduction of reflections from
early interfaces have a significant impact on the receiver design and have to be optimized
to receiver saturation and dynamic range parameters [41]. Early interface reflections can
be minimized by controlling the dielectric properties of the antenna’s surrounding
environment. Antenna systems where the antenna is immersed in distilled water or
molded to the high dielectric permittivity ceramics are studied and finished with positive
results [42].

UWSB radar differs from CW radar in many aspects, but the main difference is that the
UWB transmitter generates a single extremely short impulse instead of a longer duration
carrier. Impulse lengths differ depending on requirements for the center frequency of the
emitted spectrum. Usually, the impulse lengths are in the range of tens of picoseconds up

19



to a few nanoseconds. The nanosecond range is mainly used for ground penetrating radar
applications. Picosecond range impulses give millimeter range spatial resolution, but their
energy concentrates to the frequency range of tens of gigahertz. Such a high frequency
will be attenuated in human tissue and cannot be used for medical UWB tomography.

The main research field in UWB transmitters’ area is impulse generation methods.
Commercial chips are not available, and the standard approach is to use specific
semiconductor devices like tunneling diodes, step recovery diodes, avalanche transistors,
and nonlinear transmission lines, to name a few. The aim of the research is to generate
single ultra-short impulses with high repetition rate, high amplitude and low ringing
properties. Avalanche transistor-based generators can achieve high amplitude, but
impulse duration is relatively long, SRD diode based generators are capable of generating
sub-nanosecond impulses, which are quite suitable for medical radars [43]. Nonlinear
Transmission Line (NLTL) impulse formers are capable of even shorter pulses but are
complex and challenging to build [44]. Another promising approach is to use
silicon-germanium (SiGe) based logic gates which have become commercially available
lately. The problem with these devices is low signal amplitude, so the impulse must be
amplified to make it usable for medical radars. Demands for amplifier parameters are high
and difficult to achieve — amplifier bandwidth is extremely wide, and impulse distortions,
especially ringing, are not allowed. However, impulse generation flexibility and
controllability make that kind of generator attractive and allow digital formation of
impulse patterns.

Demands for radar receiver are mainly related to sensitivity, bandwidth, saturation,
dynamic range and low sensitivity to the interfering signals. The usual approach in time
gating receivers is based on T. E. McEwan proposed topology [45]. The reflected signal
from the body gets highly attenuated, and the signal's recovery is often based on
correlation.

Time gating correlation receivers [46] are a common approach in UWB radars, but
better performance can be achieved with MLS sequence [47], [48]. Using SiGe-based logic
chips makes it possible to design transmitters using codes with good autocorrelation
properties, like Barker or Golay codes. Short chirp signals or frequency modulated
continuous waves (FMCW) are also studied, giving promising results for UWB radar
receivers [41].

Received signal suffers from high attenuation and unwanted reflections; therefore,
signal processing algorithms must be used to compensate for motion artifacts and
reflections from air-skin interfaces. Unwanted reflection methods are usually based on
reference target measurements, but in medical diagnostics, the reference targets cannot
be used as patients are different. One possible skin and clutter removal method is
described in [49] as well as Hilbert transform and wavelet-based filtering for the received
signal are usable. Two other potential skin artifact removal methods — the background
subtraction and the Wiener filter are described in [50]. Signal analysis and possible 2D or
3D image reconstruction is a process of solving a classical inverse problem used for
reconstructing tomographic images from a measured projection or scattering data.
Several methods are simulated for the detection of intracranial hemorrhage. A confocal
image processing algorithm based on delay and sum approach was proposed in [51] and
the UWB synthetic aperture radar based on the time-domain global back-projection
technique given in [52]. The image processing method for evaluating hemorrhage
development was proposed in [53], based on the TSVD algorithm.
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1.2.1 Experimental results with UWB radar and multisensory device

Three main sensory units — an electrocardiography amplifier (3-lead type), multisensory
device and UWB radar —were used in the experiment. The multisensory device is designed
to measure heart sounds, skin reflectivity in two wavelengths and acceleration forces in
3D space. Acceleration sensor output is an analog type and digitized by a microcontroller
in the sensory board. Skin reflectivity measurement results together with acceleration
information are transferred to the PC in digital form. The UWB radar and ECG output
signals, together with audio channel output, are obtained in an analog form. Multisensory
device based on a single board with the size of 15mm, shown in Fig. 1.2.

Fig. 1.2. Multisensory device’s top and bottom side. The bottom side SpO2 sensor is in contact with
the skin.

The basic UWB radar working principle is that electromagnetic energy propagating
towards and through the body is reflecting from the tissue interfaces due to the different
relative dielectric constant of the organs. Attenuated and reflected energy from the organ
boundaries is received by the antenna, and boundary location is calculated based on the
time difference between transmitted and received signals [43].

In this work, UWB radar, see Fig. 1.3, was developed and used for contactless cardio-
respiratory monitoring. The measurement distance was 50 cm from the chest. ECG
electrode stickers were used to attach the multisensory device to the chest in the position
of the heart. The measurement setup is shown in Fig. 1.4.

Fig. 1.3. UWB radar setup with two “Bow-Tie” type antennas is shown.

21



UwWe
, Control
q Rx Radar [ ONrol Methernet

5p0, & PC
Acceleration

# R5-232

Audio | NI

DAQ ==
ECG J}ECG

Amplifier

Fig. 1.4. Measurement set-up illustrating sensor positions and connections.

Antennas have a significant impact on the performance of the UWB radar, especially
in the short range where antenna ringing has to be minimized. Several antennas were
made, fig. 1.5, and their performance measured. Best results were obtained with a
“Bow-Tie” type antenna, also used in the experiment.

Fig. 1.5. Selection of designed UWB antennas.

The radar output signal expresses the reflected signal power from the set distance of
the radar antenna. The distance can be set by adjusting the radar time gating delay.
Consequently, the radar sensitivity point can be tuned to the needed distance from the
antenna. The typical biomedical radar output signal is in good correlation with heartbeat
and respiration activities. The sample output signal from vital sign monitoring is shown in
Fig. 1.6.
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Fig. 1.6. Medical radar output waveform. Measured with 12-bit ADC from a distance of 90 cm.
Breath is held in the beginning, followed by one deep respiratory cycle.

As seen in Fig. 1.6, heartbeat and breathing signal is measured with a good
signal-to-noise ratio.

Next, reflection measurements were conducted to evaluate radar spatial resolution
and quality of distinguishing objects with different permittivity values. A two-layer head
phantom was used in the experiment, mimicking skin and bone layers, and two reflective
metallic targets spaced 6 cm from each other. Hematoma’s permittivity is much lower
than the metallic target resulting in lower response amplitude. Metallic targets were used
in initial tests to verify measurement system functionality. Results from initial tests did
not show expected performance — the spatial resolution was relatively poor as from a
distance between targets less than 30 mm, it was impossible to distinguish targets from
each other. The reason for that was too long excitation impulse from radar, but shorter
impulses shifted output spectrum to higher frequencies where phantom attenuation was
too high for measurements resulting very weak reflected signal. Measurement results
from the reflection test are shown in Fig. 1.7.
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Fig. 1.7. The measured signal from two targets in phantom.

Experiment results lead to the conclusion that UWB radar can be efficiently used for
cardiovascular and respiratory contactless monitoring but detecting body layer
boundaries or hematomas is a challenging task. The main reason is the high attenuation
of short impulse (higher frequency spectrum) required for good spatial resolution. Longer
impulses with better tissue penetration lead to poor spatial resolution.
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1.3 Summary of Chapter

Chapter 1 focuses on the principles of detecting changes in tissue by using radio waves.
Cardio-pulmonary activity causes changes in tissue properties which are detectable with
the aid of radio waves reflected or passing through the tissue. Acquired signals can be
used to measure heart rate, respiratory activity or irregularities in the tissue.

Working principles of the CW, FMCW and UWB radars were discussed. Challenges in
different research areas like ultra-short pulse generators, transmitters, receivers,
antennas and signal processing are covered.

The work in the first chapter aimed to study the feasibility of measurement and
monitoring of cardio-respiratory activity and the detection of tumors and hematomas
using the UWB radar technology. For that, experiments and analysis were carried out
with UWB radar and supporting sensors to test the capabilities of UWB radar for
cardio-respiratory measurement and find the excitation method and antennas for the
best spatial resolution for detecting tumors and hematomas.

An experimental multisensory device and UWB radar were designed to conduct
measurements. Multiple antennas were designed and tested.

Performed experiments and measurement results indicated that the UWB radar could
be successfully used to monitor cardio-pulmonary activity. However, the source of the
signal is a mechanical movement of skin rather than a volume change of lungs or blood
volume change in the heart, as widely expected. The UWB radar shows a strong signal and
good signal-to-noise ratio, especially if a stationary or lying subject is monitored. Possible
applications of non-invasive contactless UWB are long-term monitoring of obstructive
sleep apnoea, cardiac monitoring (including severe burn victims when contact electrodes
cannot be used), respiratory monitoring and sudden infant death syndrome monitoring,
to name some.

Experiments related to determining boundary layers in tissue to detect hematomas
were unsuccessful. Even when UWB radar could detect different layers, its spatial
resolution and sensitivity for hematoma detection were insufficient. The reason for that
is the very high attenuation of ultra-short impulses required for high spatial resolution.
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2 Bioimpedance Sensing

The efficient monitoring of cardio-respiratory changes through electrical bioimpedance
requires understanding the relationship between tissue properties and tissue impedance.
An electrical equivalent circuit model according to the nature of the object (tissue, organ,
cells) describes this relationship. As this relationship is not unique, prior knowledge
provides a proper outcome.

In the case of employing electrodes, their influence may significantly affect the overall
EBI measurement result. Electrodes part must be involved in the model and later
separated from the parts of the object. Otherwise, significant measurement errors may
occur. The effect of the electrodes can also be reduced with a measuring scheme (e.g.,
a four-electrode scheme). A more radical method to avoid this error source is a solution
without electrodes (by inductive or capacitive coupling). However, both are more complex
measurement schemes, and each of the contactless solutions has its weaknesses.

The third important aspect of using the EBI method often overlooked is the
impedances between the body, the instrument and the environment. Their effects can
also have a drastic influence on the measurement results.

As the research’s main aim was monitoring cardio-respiratory activity parameters
based on the changes of EBI, usually at a single frequency, high accuracy of EBI spectra
measurement seems not to be a serious goal. However, the supporting data from
impedance spectra are still necessary since it is required to associate the impedance
change with a specific object parameter that mainly causes the impedance variation on
the used frequency and set aside all other changes.

2.1 Electrical Bioimpedance

2.1.1 Electrical impedance

Electrical impedance is the ratio between voltage and current. In general, it applies both
to direct current (DC) and alternating current (AC); however, in the case of using AC, other
mechanisms are impeding the flow of current besides the resistance to DC. The induction
of voltages in conductors is self-induced by the magnetic fields of currents (inductance),
and the electrostatic storage of charge is induced by voltages between conductors
(capacitance). The impedance Z caused by these two effects is called reactance X, which
forms the imaginary part of complex impedance, whereas resistance R forms the real part.
The use of complex numbers results in the following equation:

Z=R+jX =Re+jlm, (2.1)

where jis the imaginary unit defined as j= /=1 . The length |Z]| of the vector (also named
as magnitude) and its phase angle ¢ can be calculated as

|z|=R*+ X2, (2.2)

and

p=arctan(X /R) (2.3)
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Corresponding impedance vector |Z| is shown in Fig. 2.1.

Im

Re

Fig. 2.1 Impedance vector and its real and imaginary parts.

In biological objects, inductances are usually very small, allowing these to be neglected
in electrical models. However, at higher frequencies above about 1 MHz, it may also be
necessary to consider the inductance of the connecting leads. This frequency limit also
depends on the desired accuracy.

2.1.2 Electrical model of the tissue

Analyzing the electrical response caused by the electrical excitation allows one to
determine the passive electrical properties of an object. In contrast to the passive case,
objects can generate electricity, e.g., heart tissue (usable in electrocardiography, ECG).
This so-called endogenic electricity is not a topic of the current work; however, it can
influence the measurements of passive electrical properties in some cases.

Attempts to measure and interpret living tissues’ electrical properties started over
a hundred years ago. In 1907, Lapicque extensively investigated the use of the
three-component parallel combination of resistance and capacitance, both in series
with resistance to model the excitation of nerve membrane [9], Fig. 2.2b (later here as
model B). As the membrane resistance is shortened at infinitely high frequencies by its
capacitance’s low reactive resistance, Rbis also denoted by Rw and the sum by Ro=Rb + Rm
at very low frequencies [54].

Fricke and Morse [55] found that their measurements on suspensions of red blood
cells at various frequencies could be represented with an equivalent circuit shown in
Fig. 2.2a (later here as model A). Rext Was thought to represent the resistive properties of
the suspending medium, Rint those of interiors of the corpuscles (cells) and Cm the
capacitances of the membranes. Later, such a simplified equivalent circuit has also been
widely used for biological tissues, Fig 2.2c.

However, as noted in [54], Zobel [56] has shown that spectra of certain types of
two-terminal networks — of which the circuits of Fig. 2.2 are exceptional cases — can be
made equivalent.

The conversion of the Model A parameters to the Model B parameters is performed
using the following relationships

l+a a? a?

C,(B)= (TJ C.(A); R, = =R (2.4)

- =——R .,
int b 1+a int

where a = Rext/Rint. The conversion of the Model B parameters to the Model A parameters
is performed using the following relationships

26



Cm(A)=[ﬁj C.(B); R, =@+b)bR ; R, =1+b)R , (2.5)

where b = Ro/Rm. From equations (2.4) and (2.5), it is evident that despite the equivalency
of spectra, the membrane capacitances are not equal: Cm(A) # Cn(B) and depends on a
ratio of resistances.

Rext
Rint Cm

@ Electrode Interfacial layer\

(@)

Fig. 2.2. Equivalent circuit representing the membrane capacitances Cn in series with internal
resistances of cells Ri,, where Reqx denotes the resistance of suspending medium (a), and an
alternative circuit representing membrane capacitance C, and resistance Ry in series with a
resistance Ry (b). A variant of model A with electrodes to represent biological tissue (c).

When more components are involved, the number of circuits with equivalent spectra
increases. Thus, it is apparent that the configuration of elements of such networks cannot
be determined solely by impedance measurements made at terminals. Moreover,
a comparison of conversion results shows that also Rw and Ro remain the same for both
models and do not help to distinguish them. Table 2.1 shows examples of parameter
transformations for models A and B based on the identical impedance spectra. It turns out
that depending on the selected model, the same parameter, capacitance of the
membrane, can differ nearly ten times. A relatively small difference in membrane
resistance Rm, intracellular resistance Rintand the resistance of the surrounding fluid Rex: is
also questionable. Thus, the knowledge about the physiology of the object is crucial; also,
intuitive ideas checked by a series of measurements in different conditions are helpful.

It has been proposed that model A is better suited for living tissue and cell suspensions
[57]. Model B suits well for skin, where Ry, is the deeper tissue series resistance, and the
parallel combination represents the stratum corneum with an independent sweat duct in
parallel. Although model B is often referred to as the Cole model, e.g., [58], [59] in his
later work [60], Cole also uses model A when analyzing the solutions of the Laplace
equations for the electrical resistance and capacitance of simple composite systems for
understanding of the impedance of tissues.
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Table 2.1 Parameters of models A and B with equivalent spectra.

Parameter | Rm Rb Roo Ro Cm Rint | Rext Roo Ro Cm
Unit 0 Q Q Q F Q Q Q 0 F
Model B B B B B A A A A A

50 | 100 | 100 | 150 | 10u | 300 | 150 | 100 | 150 | 1.11u
50 | 100 | 100 | 150 lu 300 | 150 | 100 | 150 | 0.11u
100 | 50 50 150 | 10u | 75 | 150 | 50 | 150 | 4.44u
100 | 50 50 150 lu 75 | 150 | 50 | 150 | 0.44u
100 | 100 | 100 | 200 | 10u | 200 | 200 | 100 | 200 | 2.50u
100 | 100 | 100 | 200 lu 200 | 200 | 100 | 200 | 0.25u

Both equivalent circuits in Fig. 2.2 are still greatly simplified. The distribution of cells in
the tissue is not uniform, and their microscopic properties may be independently
distributed. Thus, the measured electrical bioimpedance (EBI) data does not match well
with the impedance of an equivalent circuit involving only a finite number of common
lumped-constant elements. Phillipson [10] found that the capacitance of guinea pigs’
muscles and liver varied about as the inverse square root of the frequency and referred
to this capacitive impedance as a polarization resistance. It has been observed later that
the use of distributed impedance elements, e.g., constant-phase elements (CPEs),
significantly aids the process of fitting observed impedance data. Kenneth Cole introduced
its influence on the impedance of cell membranes in [61], as

z=zw+(r0—rw)/[1+(ja)r)“] (2.6)

where z is a complex impedance, ro and ro the resistances at zero and infinite frequency,
T = (Rm Cm)Y® is the time constant of the suspension, a is a variable related to membrane
impedance, and o is the angular frequency. Using the equivalent circuit Fig 2.2(b) and
considering that zo = Rw, ro = ro = Rm, it is possible to represent (2.6) as

Z=R,+—— Ry =R, + L , (2.7)
1+(jo)*R,C, 1/R, +(jw)*C,,

Here the impedance of the CPE Zcre expresses as

5 1

Zepe = (2.8)
Q(jew)*

where Q and a are the pseudo-capacitance and fractional-order (exponent), respectively,
with 0 < a < 1 for biological tissues. In this case, CPE has an electrical characteristic
between resistor (o = 0) and capacitor (a = 1). The impedance has a negative phase angle
@ =-arm/2,inthe range 0 > ¢ >- 1 /2, that is independent of frequency. The unit of Q is
S-s®. Many researchers have also explored the relationship between Q and so-called
effective capacitance Ceff representing it in a specific range of a [62]-[64]. When Q = Cef,
its unit is F-s 1 [63].

While several physical explanations exist for CPE behavior, it is mainly interpreted as
a distribution of time constants in biological tissues due to a statistical distribution of cell
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sizes and geometry. When polarizable electrodes are used in the EBI measurement circuit,
the total equivalent circuit also includes CPE related to their surface roughness and
porosity [65]. In both cases, such multiple relaxation models correspond to topolectrical
circuits [66], e.g., with a ladder or self-similar tree topology [67].

The CPE model also corresponds to an equivalent complex relative permittivity
&(w) [68]

.. Qd
é(w) = A (2.9)

where d and A are the equivalent plate distance and plate area of the capacitor and €o is
the permittivity of vacuum. However, since the equivalent dimensions do not correspond
to a physical capacitor, its capacitance is also equivalent. For that reason, the analogy with
the permittivity of the dielectric material is challenging to interpret. Although an
approximate effective capacitance corresponding to Q can be found, it is not a capacitor.
Unlike with a capacitor, whose impedance depends only on the capacitance and
frequency, the impedance of Q also crucially depends on a, as shown in Fig. 2.3b. These
circumstances could also explain the high relative permittivity values proposed for
biological tissues [21].
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Fig. 2.3. Dependence of the Re, Im, and phase of the impedance on a for the CPE with Q =10 n S s
(a), and its impedance magnitude and phase dependence on frequency (b). The phase data is
presented with dashed lines in (b).

Fractional-order a does not change when converting models A and B with equivalent
spectra, and Q changes in the same proportion as in the case of pure capacitance (a = 1)
when the ratio of resistances alters (see Table 1). However, it does not follow that the CPE
could be replaced with a capacitor when fitting the values of model elements. On the
contrary, if the nature of the physical object presupposes the presence of one or more
CPEs, their replacement by capacitances leads to a considerable difference in the
impedance spectra.

Generally, no exact algebraic solution exists for equivalent circuit parameters
calculation from the experimentally obtained spectra. For this reason, mainly the complex
non-linear least squares (CNLS) algorithm is employed. The method of the CNLS algorithm
is to approximate (fit) the equivalent circuit parameters by the following minimization
function:
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i=1

E, =min JZ Z oo ()~ Zogy (@, P)| W(e2,), (2.10)

where Eis a fitting error, Zex experimentally obtained impedance, Zeqw equivalent circuit
impedance, both at frequency wi. P is a vector of the equivalent circuit parameters
(resistances, capacitances, and others), n is a number of frequencies, and w (®,) denotes
a weighting factor for compensating differences of the impedance impact to the sum of
squares at different frequencies. The minimal sum of the residual (fitting error) obtained
with (2.10) depends on the number of used frequencies (except in the case of the exact
match of impedances when it is zero). A normalizing fitting error by dividing the sum with
a number of frequencies allows their comparison. However, the used frequency range
must cover the area where the dispersion of spectra caused by circuit elements appears.
Otherwise, the obtained values of elements may be significantly distorted. In the case of
relative presentation of the fitting error, the difference of impedances in (2.10) is divided
by 2exp (O)i).

Fig. 2.4 illustrates the case when the equivalent circuit A with Rint =50 Q, Rext = 100 Q,
and CPE (Q = 1u S-s% a =0.6) is substituted with a similar circuit where CPE is replaced with
a capacitor (a = 1). After CNLS fitting of initial spectra with 64 logarithmically distributed
frequencies from 100 Hz to 100 MHz, new parameters are obtained: Rint = 67.3 Q (+34.6 %),
Rext =92.3 Q (-7.7 %) and Cm = 2.1 nF (476 times lesser Q). It is also evident that both the
magnitude and phase spectra differ considerably from the original, i.e., replacing the CPE
with a capacitor cannot guarantee equivalent impedance spectra. Limiting the frequency
range for fitting from the upper side to 1 MHz causes additional changes: Rext= 95.8 Q,
Rint=128.7 Q and Cm = 3.5 nF. Reducing the effect of the capacitive chain results in a more
accurate Rext, but at the same time, increases the error in determining the Rint.

2.1.3 Electrical properties of biological tissue — dispersion regions

In 1957, Hermann Schwan proposed a definition of frequency spectrums, where vastly
different phenomena appear in dielectric permittivity graphs to characterize the
biomaterials: a-, - and y-dispersion. The mechanisms behind these phenomena rely on
mechanisms specific to a certain frequency range.

a-dispersion is classically defined to appear in some mHz (millihertz) to a kHz range
and is related to the appearance of the electric double layer. The electric double layer,
e.g., the counter-ion layer, causes the polarization phenomenon to arise in the channel
systems and on the surface of the cells [17].

However, the relatively complex permittivity and its increase are claimed not to be the
reason for the capacitive properties of biological objects at low frequencies [18].
The reason for the domination of capacitive properties in measured impedance of living
tissues at low frequencies is expected to be the conductive properties of liquids, i.e.,
water [19]. Though the living tissues are highly complex in structure and the inclusion
of additional problems that appear in the form of electrode polarization apply in
low-frequency measurements, the difficulties appear when giving explanations.
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Fig. 2.4. Equivalent circuit of model A with CPE (a) and equivalent circuit of the same model with a
capacitor (b) where the parameters are obtained by CNLS fitting using initial spectra of the model
with CPE. The initial and fitted spectra (with o = 1) curves are shown in (c) and (d). Dotted curves show
differences in magnitude and phase of the original and fitted spectra (substitution error).

B-dispersion is claimed to apply in the range of 1kHz — 100 MHz and is generally related
to the properties of cell and organelle membranes. If the biological material does not have
membranes, the B-dispersion is small. The charging of the membranes depends on their
different dielectric constants and electrical conductivities — arising from interfacial
polarization [19]. In the case of inhomogeneous tissue, different cell membranes cancel the
resistive components by parallel capacitances and resemble homogenous properties [69].

y-dispersion appears in the highest frequency range of 0.1-100 GHz and is related to
the dipolar mechanism for the entire electrolytic content. In the y-dispersion range, the
properties of biological materials are related to their water content [69]. The reorientation
of water molecules phenomenologically causes it, containing both the intra- and
extracellular water data [21].
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Fig. 2.5. Idealized dispersion regions of biological material (adapted from [70])
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2.2 Measurement of the Electrical Bioimpedance

2.2.1 Impact of the measurement setup and environment
EBI measurement problem often overlooked is the impedances between the body, the
instrument and the surrounding environment.

Typical resistance distribution of body segments without skin contribution has been
found with a four-electrode technique [15] as shown in Fig. 2.6 a. In [71], the values of
impedance magnitude measured on the wrist with a four-electrode technique are
reported to be in the range of 20-40 Q at frequencies up to 250 kHz.

Unfortunately, the impedance values reported in different sources vary substantially.
For example, in [72], the magnitude of the wrist’'s impedance measured with the
self-balancing half-bridge and 4-electrode technique is reported to have a baseline of
1-2 kQ at 50 kHz.

One of the reasons for the large discrepancy in results is the structure of the general
measurement setup, which, in many cases, is not mentioned at all. If the measuring
instruments or the computer connected to it is powered from the mains, the ground loop
impedance affects the measurement results. A simplified illustration of the situation is
depicted in Fig 2.6 (b). Measurements with the compact battery-powered impedance
analyzer CIA described in chapter 4 gave the impedance and capacitance values provided
in Table 2. All measurements were performed against a copper sheet with dimensions
700 x 400 x 1 mm. MFLI Lock-in Amplifier from Zirich Instruments with dimensions of
28.3x23.2x10.2 cm was used as a test instrument. The capacitance Ci.cnp Was measured
relative to the copper sheet on the table.

The detailed equivalent circuit is more complex and depends on both the
measurement scheme and the characteristics of the device’s power supplies connected
to the mains. Experiments with the ZI MFLI showed that avoiding mains power increased
the impedance of the parasitic circuit almost twice. However, the specific results depend
on a number of factors, including mains supply circuit characteristics, dimensions of the
instrument and additional shielding. The internal shield that may be left floating is shown
in dark gray in Fig. 2.6b. Using the floating shield of the ZI MFLI increased the stray
impedance related to Cp-iby around 11%.

A comprehensive analysis of the effect of parasitic capacitance to ground in
impedance measurements is provided in [73]. As an example, it is shown that the
magnitude of the impedance measured with a four-electrode scheme between the arms
changes 22.8 Ohms at 1 MHz and the base value near 420 Ohm (i.e., 5.4%) when one foot
is raised 10 cm above the floor.
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Fig. 2.6. Typical body segment resistances (a) adapted from [14] and simplified illustration of stray
impedances and capacitances with the compact battery-powered instrument on a right hand and
stationary instrument on a table (b). The internal floating shield of the stationary instrument is
shown in dark gray.

Table 2.2 Stray impedances |Z| and capacitances C at frequencies fp.

Parameter | |Z| C fm Comment
kQ pF | kHz
Cb-GND 12.9] 123| 100| Shoes
Cb-GND 14.8| 107| 100| Shoes ?, one leg raised 30 cm
Cb-GND 1.29| 123| 1000| Shoes 3
Cb-GND 1.15| 139| 1000| Shoes %, hands on table
Cb-GND 2.98| 5340 10| Socks, cotton
Cb-GND 1.04| 1540 100| Socks, cotton, isolated with 50 um LDPE foil
Co-i 3.84| 41.0| 1000|Zl MFLI, distance 10 cm, ~ 230 V supply
Cb-i 8.66| 18.4| 1000|ZI MFLI, distance 10 cm, 12V battery supply
Cb-i 3.27| 48.7| 1000|ZI MFLI, distance 5 cm, ~ 230 V supply
Co-i 7.28| 21.8| 1000|ZI MFLI, distance 5 cm, 12V battery supply
Ci-gno 1.02| 156/ 1000|ZI MFLI, ~ 230 V supply
Ci-eno 1.67| 95.0| 1000|ZI MFLI, 12V battery supply
Ch-gND n/a| =10| 1200|([74]
Cob-pL n/a 3| n/al[75]

D-4) Shoes, # 45, with the sole rubber thickness of 8 mm.
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The phase angle change was significant already at 100 kHz and became positive at
1.1 MHz (a false measurement result, in principle, showing inductive behavior of the
capacitance). Measurements with a developed compact battery-powered analyzer gave
the body to ground capacitance decrease and corresponding impedance magnitude
change of by 13% at 100 kHz when one leg is raised by 30 cm. A similar 13% increase of
body-to-ground capacitance appears when placing hands on the table; see cases 1) to 4)
in Table 2.2.

There are several ways to reduce the impact of the ground loop, but the most
effective method is to use a compact battery-powered device with wireless data
transmission. However, even in a battery-powered solution, the effect of the earth (or
common ground) is not eliminated. The body and its parts have impedance to ground,
primarily capacitive. A stray current loop is formed, which passes through the measuring
circuit, e.g., in the case of a hand-held measuring instrument, through the capacitances
Cb-anp, Chono and Chb. A similar issue has been extensively studied in the human body
communication field (HBC) [74].

Although most capacitances between the body parts and the earth are in tens of pF,
their effect at higher frequencies is still essential, considering that the variation in
impedance magnitude of the impedance related to the heart activity on the wrist is less
than 1%. In contrast, the capacitive reactance of the ten pF is 1.6 kQ at 10 MHz, which is
about 3 % or 53 Q of the impedance base value.

Parasitic capacitances significantly depend on the position of the body. For example,
the capacitance of a body lying in bed is about 300 pF to ground [75]. Moreover, the body
of a standing person forms a quarter-wave monopole antenna that resonates between 40
and 60 MHz [76] and therefore becomes more sensitive to disturbances in this range.

There are several ways to improve the situation. First, to design the measurement
circuit in a way that the effect of parasiticimpedances will be minimal. To ensure that, the
measuring device must be very close to the object and the device’s dimensions must be
as small as possible. Compensation of parasitic effects, for example, by the differential
scheme, is also helpful but cumbersome to do. In order to reduce the impact of the stray
current loop between the body and ground, the measurement loop must be closed in the
vicinity of the body organ of interest (e.g., the heart).

Another alternative is to reduce the frequency of the excitation signal. Unfortunately,
thisis not always possible for several reasons. First, it is necessary to work at the frequency
where the changes in the object’s parameters are to the best extent. Secondly, the
impedance of capacitive electrodes increases at lower frequencies. Third, with inductive
excitation, the current induced in the object is related to the magnetic flux rate.

2.2.2 Impedance of electrodes
Electrodes may be classified as non-polarizable and polarizable.

Non-polarizable electrodes use the electrochemical equilibrium between a metal and
its hardly soluble salt, e.g., silver/silver chloride (Ag/AgCl). This type of electrode has a
relatively large value of allowed current density, a low value of charge transfer resistance
Ret and they are widely used in sensitive bio-potential measurements (e.g., ECG
measurements). Unfortunately, these electrodes are commonly single-use parts stuck to
the skin by an adhesive electrode surface [77]. This adhesive complicates improving the
electrodes’ positioning once the electrodes are attached and can also cause skin irritations
[78].
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The class of polarizing electrodes includes noble metals. They are relatively inert, as it
is difficult for them to oxidize and dissolve. Thus, the current passing between the
electrode and the electrolyte changes the concentration primarily of ions at the interface
— the so-called interfacial double layer. The electrical characteristics of such an electrode
show a high Rt and significant capacitive effect [79]. However, the electrical model of the
electrode-electrolyte requires the use of a CPE element for a more accurate representation
shown in Fig. 2.7a. Since Rs here represents the resistance of the solution, the EBI
equivalent scheme takes the form shown in Fig. 2.7b in summary.

The overall result also depends on the impedance of the instrument and stray
components of impedances.

mo s kc_t ------- ’Z;e_: 2R, Ryt

| R, | 2R,

| CPE | CPE, b _CPE: Ry,
E Qo E Q/2, a — Q o

(a) (b)

Fig. 2.7. Equivalent circuit of the polarizable electrode (a) and combined equivalent circuit for EBI
measurement (b).

2.2.3 Electrode-tissue system

With ideal electrodes (impedance is close to zero) and homogeneous objects, the electrical
properties of the electrode-tissue system depend on geometrical configuration. Fig. 2.8a
shows two current-carrying electrodes CC connected to tissue volume. Fig. 2.8b depicts
current density lines in the case of four-electrode impedance measurement. In both cases,
the properties of tissue are homogeneous here.

(b)

Fig. 2.8. Current i in external wire and current density J lines in the tissue volume with two current-
carrying electrodes CC1 and CC2 (a) and current density lines the case of four-electrode impedance
measurement, where CC1, CC2 are forming a current-carrying electrode pair and PU1, PU2 are the
voltage pick-up electrode pair (b).
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In a four-electrode system, the volume impedance density VID is expressed as

VID = p S = pIee Jeu (2.11)

J
lec ey

where S is the EBI detection sensitivity [m™*], p the resistivity of the volume, Jcc the
current density under CC electrodes, and Jru the current density under PU electrodes [80].
As current densities decrease with distance from the electrodes, the sensitivity of
impedance detection also decreases rapidly. In addition, sensitivity formation depends on
the direction of current density vectors of the CC and PU electrodes. Therefore, there are
also negative sensitivity areas. Since the voltage signal is not picked up from the sites of
current application in the four-electrode system, the ratio of the measured voltage and
current is not impedance but transfer impedance [81]. The impedance of each tissue in
contributing to the measured transfer impedance can be obtained by integrating the
sensitivity values of the tissue over the volume it occupied [82]. However, as shown in
[83], in practice, the measurement result is susceptible to the placement of electrodes,
which may cause relative changes up to +75%.
In a bipolar system, equation (2.11) simplifies to

—2
VID=pS=pJ, (2.12)

where J [1/m?] is the local current density caused by a unity current passed through the
electrode pair. This representation of true impedance with a more uniform sensitivity is
better suited for determining EBI model parameters than a four-electrode system.
The disadvantage is that impedances of all components (electrodes, skin, and inner
tissues) are in series. The contribution of inner tissues remains low, especially when the
impedance of electrodes is high. The advantage of a four-electrode system in cooperation
with a constant current source and a high input impedance voltage measurement is the
elimination of the impact of electrodes and skin impedance. However, as discussed in the
following subsection, this statement is somewhat idealized.

2.2.4 Instrumentation

The choice of measurement solution is based on the task and the constraints that exist in
performing that task. The detection of cardiac and respiratory signals via EBI involves the
following:

1) The relative changes in impedance associated with cardiac work are small. For
example, the results obtained from the wrist are typically less than 1% variations
of static impedance [84] when detecting the changes.

2) Asreported in the papers, the B-dispersion of EBI typically reaches 10 MHz [70].

3) When using electrodes, they must be suitable for long-term use; contactless
solutions are preferred, therefore.

4) The device must be small in size for the portable/wearable solution and use the
wireless data transmission.

5) The supply voltages are limited due to both low power supply (battery) and
broadband and high-resolution signal processing.

6) For real-time monitoring of heart signals, the signal recording and processing must
be fast enough.
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7) The detection of small EBI changes is greatly influenced by the parasitic
impedances associated with the body.

8) Therequirements for the accuracy of the measurements depend on the task. If the
aim is only to detect changes in impedance, the device's design may be more
straightforward, reducing the power consumption and dimensions.

When measuring the impedance, a voltage source (low output impedance) and a
current source (high output impedance) can both be used for generating the excitation
signal. The current source is considered to have the advantage of reducing the influence
of electrode impedance (typically in a four-electrode measurement scheme, accompanied
by high input resistance voltage measurement). However, for the present task, the use of
the voltage source is preferred due to the following circumstances:

1) Building a high-impedance current generator in the 10 MHz range is complicated.

In most cases, the current generator parameters start to deteriorate from 1 MHz
or below, so the current must be measured. As the voltage is measured
differentially to achieve a better common mode rejection ratio (CMMR), the
current generator must also have a differential output that increases the
complexity of the current generator and its measurement circuits [85].

2) The current generator must increase the voltage to ensure constant current at
higher impedances, but the supply voltages (maximum % 5V in the present case)
exclude this option.

3) Due to the high output resistance of the current source, the time constant of the
response signal development is considerable. However, this is unsuitable when
measurement channels need to be switched quickly or measuring impedance
spectra with changing frequencies.

4) Coaxial cables with 50-ohm characteristic impedance are commonly used to
connect the object at MHz range, the best match of which is guaranteed for the
voltage source with 50-ohm output resistance.

5) Due to safety requirements, the applied current must be strictly limited. Since the
practical current generator is typically based on operational amplifiers; in the
event of a fault, the supply voltage is applied to the object and exceeds the limit
set by the IEC 60601-1 standard (10 pA for DC).

In addition to the current generator considerations discussed above, alternative
solutions can help measure impedance changes in an extensive range. One solution used
in the impedance analyzer described in Chapter 4 is to adjust the excitation voltage
adaptively using digital feedback.

In four-electrode measurement, the input impedance of the amplifier measuring the
potential difference of the voltage measuring electrodes needs to be high across the
bandwidth to ensure near-zero current through these electrodes. In practice, this is not
the case, leading to a potential drop across the interface impedance of the voltage
measurement input and thus to measurement errors. One of the factors also limiting the
input impedance of voltage measurement input at higher frequencies is the impedance of
the connecting cables. In addition, the high input resistance accompanies a higher thermal
noise, which leads to a decrease in the SNR of measurements.

The four-electrode measurement scheme is not well suited for the impedance
measurement in the B-dispersion range. First, the complexity of the measurement scheme
increases, but the association of the results with the electrical model will become more
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uncertain due to the complex relationships (see Section 2.2.3). Second, more electrodes
are needed, contrary to the condition of compactness and long-term comfortable use.
However, in cases where changes in lower frequencies (below 100 kHz) mainly related to
the resistive part of the impedance are of interest, a four-electrode circuit may be suitable.

2.3 Summary of Chapter

The chapter discusses the main factors that hinder the reliable measurement of
bioimpedance and its changes in the human body.

The first part of the chapter describes the historical background of EBI measurements
and the problems related to the electrical model. The knowledge about the physiology of
the object is crucial for selecting its equivalent circuit model. The configuration of
networks cannot be determined solely by impedance measurements made at terminals.
Commonly used three-element EBI models with two different configurations have
equivalent spectra. Although this ambiguity is known, current work also reveals that the
same parameter (cell membrane capacitance) obtains significantly different values when
changing models. When more components are involved, the number of circuits with
equivalent spectra increases. Thus, using a minimum number of model elements is
reasonable. However, the distribution of cells in the tissue is not uniform, and their
microscopic properties may be independently distributed. Thus, EBI data does not match
well with the impedance of an equivalent circuit involving only a finite number of common
lumped elements. The use of elements representing distributed impedance, CPEs,
significantly aids the process of fitting observed impedance data. CPE replacement with a
capacitor results in significant spectral errors and changes in other model parameters.

The second part of the chapter focuses on the impact of the measurement setup and
environment. EBI measurement problem often overlooked is the impedances between
the body, the instrument and the surrounding environment. Typical situations with
stationary and battery-powered measurement instruments are illustrated along with
stray impedances data. The impact of stray current loops on the measurement results is
discussed, and suggestions for improving the situation are proposed. Next, the properties
of an electrode-tissue system with two and four-electrode configurations are discussed.
It is concluded that a two-electrode system suits better for determining EBI model
parameters than a four-electrode system. Finally, requirements and solutions for the
impedance measurement instrumentation in the B dispersion area and for detecting
impedance changes are discussed. Although EBI changes can also be detected at lower
frequencies with more straightforward solutions, it is impossible to determine which
model parameters caused the changes.
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3 Detection of Bioimpedance Variations in Resource
Constrained Environments

3.1 Basic Configurations for Impedance Measurements

As a standard, electrical impedance is measured by using two-, three- or four-electrode
systems. The three-electrode system is mainly used in electro-chemical experiments with
liquids and is usually not used for bioimpedance measurement applications. In the case
of a two-electrode system, the voltage is measured across the whole measurement tract,
including the impedance of the sample under test and the impedances of both electrodes.
The measured impedance, in that case, deviates from the real impedance of the object
due to the added impedances of the electrodes. In practice, often, a two-electrode system
is preferred due to its robustness and is qualitatively usable if the impedances of the
electrodes are significantly lower than the impedance of the object of interest.

The electrode system improving the described problem is the four-electrode system.
In a four-electrode system, separate leads for the application of current and measuring
the voltage allow for minimizing the influence of electrode impedances. As a result, mainly
the voltage drop on the object of interest is measured. The controversy of the
four-electrode system is emphasized and realized in the scientific literature — arising from
the difference in location of the actual exciting and measuring electrode positions on the
object of interest. So, to be precise, the result of the 4-electrode measurement is not
unambiguous since the sensitivity to impedance change depends significantly on
electrode positioning. Four-electrode system improves the measurement quality and
decreases motion artifacts but does not eliminate two-electrode system problems as was
described in the previous chapter in sections 2.2.3 and 2.2.4. It also introduces additional
technical challenges and complexity. In the case of a four-electrode system, the
emergence of sensitivity field is more complex due to the usage of different electrodes for
excitation and measurement. In such a case, the sign in front of the sensitivity can be
either positive or negative, or even zero depending on the emergence of the fields to each
other [86].

3.2 Cardiorespiratory Activity Monitoring

Several impedance-based methods are available in material characterization and clinical
medicine: bioelectrical impedance analysis (BIA), impedance plethysmography (IPG),
electrical impedance spectroscopy (EIS) and electrical impedance tomography (EIT).

The bioimpedance measurement-based methods for detecting cardiorespiratory
induced volume changes in biological objects are classically gathered under the name of
IPG [87]. Depending on which cardiovascular process is detected, the method is named
either as impedance pneumography (IP) (in respiratory activity monitoring) or impedance
cardiography (ICG) (in cardiac activity monitoring).

The circulation of blood in the human body, caused by the heart rhythms, is making
the impedance of the body vary. When considering a cylinder-like idealization of the
artery with cross-section A (Fig. 3.1), the flow of pulsating blood periodically expands the
walls of the vessel, increasing the area of the cross-section by AA, and thus also the blood
volume (pulse volume).
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Fig 3.1. Four-electrode impedance measurement of the idealized cylinder-like body (from [88]).

The conductivity of blood (0.703 S/m at 100 kHz) is about twice better than the one of
the muscle (0.362 S/m at 100 kHz) or of the blood vessel wall (0.319 S/m at 100 kHz) and
more than 30 times better than of the bone (0.021 S/m at 100 kHz) [89]. The impedance
of a blood vessel can be calculated [90] according to:

2
Az %t 7 Z (3.1)
Z,+Z Z+Z,

where Zy is the impedance of the blood, AZ is the additional impedance that arises from
the expansion of the blood vessel during the arrival of the pulse wave and Z is the
impedance of the original volume A. The volume of the arising AZ can be calculated
according to [90]:

_ Py 5
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(3.2)

Relying on that expression, a number of hemodynamic parameters can be evaluated.
It is more straightforward in the case of the wrist by concentrating on the radial and ulna
arteries and more complicated in the classical approach by focusing on the location of the
heart in the thoracic cavity. A technique for estimating the hemodynamic parameters in
the thorax in measured bioimpedance signal is called ICG — representing the heart rate
and its variation, cardiac output, stroke volume and respective time intervals like left
ventricular ejection time, pre-ejection period [91], [92].

Similarly, the whole thorax must be set between the electrodes to determine the
respiratory activity data. The classical method IP can be used to determine changes in
lung gas volume and in lung water as well as respiratory rate [86]. During inhalation,
the impedance of the thorax increases as the increasing volume of the lungs increases the
lengths of conductive paths. During exhalation, the length of conductive paths decreases,
and the measured value of impedance decreases due to the reduced amount of air in the
lungs.

However, the human body, including the cardiorespiratory system, constitutes a
complex system, i.e., cardiac activity physically affects the lungs and vice versa —inhalation
and exhalation apply pressure on the heart [93].
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3.2.1 The origin of the bioimpedance signal

When considering the human body, the anatomical structure and buildup have been a
subject of research for thousands of years — first signs of studies have been found in
artifacts of the times of Ancient Egypt (like Edwin Smith Papyrus from 1600 BC [94]).
The biological objects are of highly complex and inhomogeneous structure, consisting of
layers and zones of different conductivity. However, the electrical methods have
consciously been applied much later, for example, studies that started in the year 1965 at
the University of Minnesota for developing the methodology for measuring cardiac output
(CO) on the astronauts for the Apollo Moon mission [95]. However, regardless of decades
of studies of different scales up to today, so far, no gold standard method exists for
estimating the stroke volume and cardiac output [18].

Assumedly, the reason for that is the controversy concerning the origin of the
measured signal, or more specifically, the origin of the human anatomy-related patterns
carried by the signal. Even more, in the case of cardiorespiratory monitoring — which is the
main frame of the current thesis — the interest is in the majority focused on the periodic
changes in the volume of interest (AA in Fig. 3.1) and not so much on the static value
(A'in Fig. 3.1).

Intuitively, it is reasonable to expect that the increase of non-invasively measured
impedance of the thorax increases when the volume of the lungs increases during the
inhalation process and vice versa. Similarly, it is reasonable to expect that with the
increase of the volume of blood and, as a result, the diameter of arteries, the impedance
of the vessel decreases and vice versa. However, when considering the whole entity of the
human body and applying the non-invasive approach with surface electrodes, the
presence of different organs and layers are inevitable. l.e., starting from the skin with
its high environmental and physiological status, time-varying properties, etc., and
considering the wide variety of different layers, the exact sensitivity distribution in the
body is uncertain.

The question of sensitivity distribution and the contribution of the pulsating volume
of blood in the aorta and arteries in the case of whole thorax-related impedance
measurements has been an intensive subject of discussion in the scientific literature.
The question is almost always intertwined with the positions of exciting and measuring
electrodes attached to the skin surface for impedance signal monitoring.

The topic has been raised and extensively discussed in the frames of detecting the
cardiac output (CO) through applying the impedance cardiography (ICG) monitoring
technique. Specifically, the finite element modeling has revealed that in the case of
classical ICG monitoring spot electrode placement strategy (for extensive discussion on
ICG monitoring, refer to [96]), the contribution of the aorta is close to 1% [95]. The aorta,
with its task to distribute the pulsating oxygen-rich blood to the whole circulatory system,
which is the leading destination of ICG, cannot be the primary source with such a low
contribution. On the other hand, the contribution of the upper thorax, where the skeletal
muscle dominates, is reported to contribute about 60% of the impedance change [95].
The same has been reported by Kauppinen et al. in [97], highlighting the dependence of
the described phenomenon on the choice, number and location of electrodes.

In the case of IP, the question of linearity has been raised — being directly related to
the electrode locations on the surface of the thorax. By locating the electrodes either too
low or too high in relation to, for example, the xiphisternal joint, the effect of inhaled and
exhaled air volume in the measured value of impedance deteriorates [98].
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3.2.2 Central aortic pressure of blood — detection and methods

The method for determining BP on the upper arm (brachial) is known to everyone, being
a routine procedure in medical examinations. However, this method determines
peripheral blood pressure, representing an estimation of an average of the pressure
waves that propagate away from the heart. The method gives information on the general
pressure level but lacks preciseness due to the distance from the heart. The central aortic
pressure (CAP) of blood, measured in the aorta, is declared to reflect much more precisely
the “actual” pressure of blood, i.e., the central blood pressure (CBP) [99].

The clinically accepted and widely used method for the determination of CAP is
coronary angiography. The method includes cardiac catheterization, during which the
pressure sensor is inserted through the arteries into the aortic arc, while the concurrently
taken X-ray images help to position the sensor and monitor the possible blockages in
blood flow [100]. Due to its invasiveness, the procedure can lead to complications,
requires highly experienced medical personnel and is costly.

Currently, the only accepted noninvasive approach to CAP is the applanation
tonometry, during which the pressure sensor is pressed against the location of the radial
artery in the wrist and the pressure waveform gathered. After that, the gathered pressure
waveform is analyzed mathematically/empirically to obtain a generalized transfer
function (TF) for the information of the aortic pressure waveform [101]. The most known
tonometry device is SphygmoCor (AtCor Medical Pty Ltd, Sidney, Australia). However,
novel miniature devices have been developed and commercialized today like A-PULSE
CASPro® (HealthStats International Pte. Ltd., Singapore) and PulsePen® (DiaTecne s.r.l.,
Milano, Italia). The common drawback of the devices utilizing the same principle of
measurement by using the pressure sensor against the radial artery is the uncertainty of
measurements. To achieve persistent measurement results, the pressure sensor must
physically precisely match the location of the artery.

A promising and widely intriguing method for determining the CAP of blood is the
measurement of EBI. Specifically, the EBI waveform of the wrist on top of the radial
artery’s location is measured using the four-electrode measuring system (Fig. 3.2) and
gathered for consequent transfer function based on the estimation of CAP of blood.

Fig. 3.2. Placement of electrodes on top of the location of radial artery (a) to measure the EBI with
four electrode system (b) for estimating the CAP of blood (from [102]).

The bottleneck of this method is developing a true and reliable transfer function
capable of being adapted to a real-life situation and considering the possible limitations
and conditions of anatomical variability. The development of such TF has already been a
task for a decade, resulting in promising results [103], [104]. In the presence of such TF,
the implementation of wearable apparatus for ubiquitous and unobtrusive monitoring of
CAP of blood would result in a proper step against hypertension —a “silent killer”.

42



3.3 Methods and a Device for Bioimpedance-based Cardiovascular
Activity Monitoring

The basics of electrical bioimpedance monitoring is the excitation of the object by a small
current or voltage at single or multiple frequencies and measuring the responsive signal
that appears on the object as a result of the applied excitation [105]. As in the case of
bioimpedance measurements, the target object is living, and safety standards apply
(IEC 60601-1), defining the maximum allowable patient currents for normal and fault
conditions. Classically, the frequency range or excitation signal for bioimpedance
measurement based cardiorespiratory monitoring applications falls into the frequency
range of 20-100 kHz.

The generation of excitation signal can be implemented in various ways, classically
by using an oscillation circuit [106] or in more novel ways through the
digital-analog-converter (DAC) [107]. The oscillating signal (voltage, typically) is transduced
to a suitable current by using voltage-controlled-current-source (VCCS) [108], [109],
implemented today in complementary metal-oxide-semiconductor (CMOS) technology.

The other essential portion of the impedance monitoring apparatus is the
measurement circuitry. The presence of several topologies is a fact, and the improvement
of these schemes has been a serious topic for several decades by many impedance
measurement research groups.

The development of instrumentation for electrical bioimpedance based
cardiorespiratory activity monitoring has its specifics. The volume changes caused by the
inhalation and exhalation and pulsating blood in the heart and arteries are essentially
different — largely already because of the conductivity of matter of the changing volume,
e.g., air versus blood. Secondly, the variability of the volume itself is the main interest in
cardiorespiratory monitoring applications and not the static volume of the matter.
The complexity, energy consumption and, finally, the price with the physical dimensions
are influenced mainly by the design of the apparatus.

As the current thesis focuses partly on monitoring cardiac activity, the following
discussion targets the blood circulatory system of a man, using the better conductivity of
the pulsating matter in the form of blood as a prerequisite. The non-invasive monitoring
of cardiac activity presumes the usage of surface electrodes attached to the skin.
However, as largely known, the human body is very mobile — causing the movement of
the skin surface or body organs and zones related to the electrodes. Such phenomenon is
named motion artifacts and can have even an amplitude up to 30 times larger than the
change of impedance caused by the pulsation of blood in arteries [110]. It has been stated
in [18] that “around 85% of the problems in EBI measurement can be associated with the
electrodes”. The amplifier's dynamic range in the analog front end of the impedance
measurement device must be large enough to cope with massive peaks in the measured
signal. This, in turn, requires complex instrumentation and heavy computing power.

When detecting the impedance signal from the wrist in a laboratory environment,
the electrodes can be attached to the skin surface as in figure 3.3a.
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Fig. 3.3. Electrode placement on the skin (a) and respective EBI measurement principle (b) (from [111]).

A common strategy is to attach the electrodes in a straight line so that exciting
electrodes are at the edges and measuring electrodes in the middle (Fig. 3.3b). However,
several modified electrode placement strategies exist, including focused impedance
measurement solutions, that have shown promising results [102], [112].

In the case of impedance measurements on the wrist, the main modulation on the
measured signal can expectedly be caused by the pulsating blood flow, being remarkably
low in amplitude (Fig. 3.4). But, as already mentioned, the friction and movement in an
electrode-skin interface is a source of distortions, possibly masking the small pulsating
blood flow-induced biomodulation completely. A device for detecting such changes must
have a wide dynamic range; otherwise, the saturation chance of the measurement
channel is likely.

A large part of the measurement circuitry design considerations relies on the questions
of the complexity of the instrumentation. Very generally, classically, the solution is to
detect the total value of impedance — the static value of the impedance (A in Fig. 3.1) and
change the value of the impedance (AA in Fig. 3.1). Commonly used classical solution to
measure complex impedance is to digitize response voltage directly so-called “brute
force” method and calculate impedance vector length and phase angle in software.
For this, the highest possible resolution analog-to-digital converters are needed, requiring
high computational power, needing complex design and possessing high power
consumption [111]. Clearly, it is not a suitable way for battery-powered wearable devices.
Another commonly used solution to determine the length and phase of the resulting
impedance vector is using two analog synchronous demodulation channels. The measured
voltage signal is multiplied in the analog domain with an in-phase reference signal and with
quadrature, 90 degrees shifted, reference signal resulting real and imaginary components
of the complex response voltage. As a result of this synchronous demodulation operation,
the correlation between excitation and response waveforms is then digitized and further
processing is carried on digitally. Relatively slow multibit analog-to-digital converters (ADC)
can be used (Fig. 3.4).
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Fig. 3.4. The main components of the “brute force” device use high-resolution ADCs to detect the EBI
[111].

The sampling rate typically varies between a few hundred and a thousand samples per
second. However, the required number of bits is relatively high, preferably over 20, due
to a minimal modulation depth.

Current work proposed four novel solutions to reduce the complexity and power
consumption, focusing on the changing part of the impedance only [111], [113]-[115].
The experimentation has shown that non-invasively measured impedance shows slightly
capacitive behavior [114]. The same applies to the whole impedance vector, including the
variation on top of the impedance signal caused by the pulsating flow of blood (Fig. 3.5).
The varying part of the EBI has a slightly different phase than the static part since the
impedance of the changing or pulsating quantity (such as blood, for example) can be
different from the average impedance of all the tissues in the measurement path.

-12

—13—___——13\\—

Im, ohm

‘14- 1
171 172 173
Re, ohm

Fig. 3.5. Measured vector of EBI in the complex plane, showing the biomodulation caused by the
pulsating flow of blood (from [114]).

Experimental measurements have shown the practicability of the proposed idea of
focusing only on the changing part of impedance [111]. Experiments on a single volunteer
revealed over the 500 times smaller magnitude of the changing part of impedance than
the static part of impedance, and the static part does not contain the information about
the cardiorespiratory activity. Measurements indicated that the phase angle of the
impedance vector is typically less than 4 degrees in the case of excitation signal frequency
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of 120 kHz, and the real part of the impedance can be taken approximately equal to
impedance magnitude without introducing significant errors. The maximum error
introduced by discarding the imaginary part of the response can be found as the ratio of
the modulus of the complex response signal to the real part. The estimated measurement
error introduced by sampling only ReV, in that case, is approximately 0.24% [111]. This
relation considerably simplifies the realization of the device.

The first proposed solution to reduce complexity and power requirements —
“differential sampling” — eliminates impedance base value, allowing low-resolution ADC.
In this method, two adjacent samples are taken synchronously to the excitation. Then the
difference between said samples will be calculated in the analog domain and digitized
later with the aid of ADC. Essentially, we are differentiating the signals during the
proposed sampling, i.e., calculating a magnitude difference per sampling interval, and
therefore the follow-up integration is required to restore the modulation part. Two
adjacent similar samples can be considered as having essentially the same value since the
excitation signal frequency (from kHz to MHz range) is very high compared to the speed
of the change of the signal caused by the biomodulation with less than 100 Hz frequency
spectrum, and also of the typical motion caused artifacts (up to 10 Hz range, maximally).
From the nature of the derivative, it also follows that the actual difference between
samples does not depend on the magnitude of the signal itself but only on the speed of
signal change. Therefore, large but slow artifacts have roughly the same level of impact as
tiny but fast variations caused by noise. The method is more deeply described in [113] and
patent EE05821B1 issued on 15.Apr.2020 [116].

The second proposed solution is a further development of the differential sampling
method —a lock-in integrator used to differentiate the peak detector. The base component
of the signal is rejected, giving a better dynamic range for the information-carrying
variable component of the bioimpedance due to the apparent differentiation. Sampling in
the previous solution is ideal with infinitely short pulses. Real samplers do obviously
require some time to take the sample and do have aperture errors. On the other side,
short samples do ignore a large part of the incoming signal and limit the achievable
signal-to-noise ratio (SNR). Lock-in integrator is free of those shortcomings as infinitely
short samples are replaced with half-period or multiple full-period integrals instead.
The method is based on the phenomenon that the slope of the linear function is equal to
its derivative, and therefore the integral taken synchronously over the full period of the
excitation signal is linearly related to the derivative of the modulating signal. The original
modulating signal can be restored later with an integrator. A clear benefit of the proposed
synchronous integration method is that the base value of the impedance is automatically
excluded from the detection result. Therefore, the dynamic requirements for the
following ADC circuit can be considerably relaxed. The method is in more detail described
in [114].

The third proposed solution is based on a synchronous detector, but analog derivation
is used over the modulation frequency range of interest instead of having an analog low
pass filter at 0.1 Hz [111]. While the low pass filter has an inherently long settling time,
in seconds, as it has also been described in several other publications describing similar
items, the derivative approach settles in milliseconds. It is crucial when wearable
implementation is used during everyday activity instead of static sitting or lying position.
The significant difference is in the block of dZ/dt. The device uses an AVR ATXMEGA
microcontroller, together with BLE 4.0. ADC is CPU internal, rather noisy low-quality
10-bit ADC instead of high quality external high-resolution ADC (Fig. 3.6).
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Fig. 3.6. Simplified schematic of the EBI measurement device using filtering for derivation [111].

The quality of the solution is visible in (Fig. 3.7), representing the actual waveform
acquired on top of the radial artery without additional filtering or processing. It is a pretty
clear and good-quality signal.
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Fig. 3.7. Bioimpedance signal, acquired with derivative technology. All curves are normalized. The blue
curve in the middle is the actual signal from the device, i.e., the first derivative of the bioimpedance
signal, the upper red curve is the second derivative of the bioimpedance signal, and the lower green
curve is integral of the incoming signal, which is also the actual bioimpedance signal [111].

dz/dt, in this case, is achieved with simple high pass filtering, with high corner
frequency, so that in the frequency range of the bioimpedance modulation caused by the
beating heart, the frequency response is rising 20 dB/dec, which is effectively equal to the
mathematical derivative dzZ/dt. The presented derivative detector was able to resolve
impedance changes as small as 4 mQ (ADC resolution 1 mQ/LSB), which is in the range of
1% of impedance change caused by cardiac activity. The blue curve of Figure 3.7
represents the derivative signal caused by an impedance change of approximately
300 mQ. A picture of the demonstrator device is visible in (Fig. 3.8).
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Fig. 3.8. Image of the 10-Bit derivative bioimpedance acquisition system prototype (a) and
implementation in a watch (b).

The proposed derivative detector has several advantages compared to the so-called
“Brute Force” and “Direct Carrier Compensation” (DCC) method — it uses simpler
hardware, has lower power consumption and requires less computational power.

The fourth solution is based on quadrature synchronous demodulation but uses
only one measurement channel and a single ADC to measure complex impedance.
The proposed method uses a sliding phase difference between the excitation signal and
the synchronous demodulator reference signal.
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Fig. 3.8. Block diagram for EBI measurement unit using single synchronous demodulation channel.

The sliding phase is achieved by using slightly different frequencies in reference and
excitation signal oscillators which causes a known phenomenon called beating.
Frequencies have to be selected so that the excitation signal and the reference signal
phases coincide at the beginning and the end of a measurement period. From the
maximums and zeros of the low-frequency beating signal, the complex transfer values can
be determined. A detailed description of the method is described in [115] and the patent
US20210190841A1 was issued on June 24™ 2021 [116].
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3.4 Summary of Chapter

In this chapter, application areas of bioimpedance measurement like cardiorespiratory
activity monitoring and assessment of central aortic pressure of blood were covered,
followed by a summary of the methods and a device description for bioimpedance based
cardiovascular activity monitoring. The research was mainly focused on the wearable
low-energy device. Most of the work was conducted on minimizing hardware (HW)
requirements and computational power.

Based on research, two patents were issued covering the measurement methods.
Proposed methods allowed to design of simple analog front ends for pervasive EBI
acquisition with enhanced protection against artifacts. The requirements for the ADC used
after detection circuitry can be substantially relaxed using the differentiation principle.
Differentiation implies improvement in the dynamic range of the valid signal at the input
of ADC, as the variations can be more than 500 times smaller than the whole measured
value. Results show that the microcontroller’s internal 10-bit analog-to-digital converter
(ADC) is enough to achieve the signal quality, comparable to one of the more complicated
“brute force” devices.

Four novel methods for impedance measurement with wearable devices are described
with the following conclusions:

= |t is beneficial to calculate differences between time adjacent synchronous
samples before quantization takes place (Differential Sampling Method)

= |t is beneficial to replace short sampling instances with larger integrative
intervals, thereby optimizing signal to noise ratio (Synchronous Integration
Method)

= Derivative processing reduces considerably impact of slow but high-magnitude
disturbances and artifacts on the quantization process

=  Dynamicrange requirement can be reduced drastically — high-resolution ADC can
be replaced with 8-bit ADC

=  The novel proposed demodulation method allows using detuned oscillators to
measure complex impedance by a single demodulation channel
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4 Compact Impedance Analyzer (CIA)

4.1 Introduction

The reason for developing a wearable impedance spectroscopy analyzer was facing
specific but serious measurement problems when using commercially available
instruments. The main issue is the size of the measurement device, which leads to
interfering capacitive coupling between the object, instrument and the surrounding
environment. Even with the battery-powered option, bulky devices have a capacitance
range of 50-100 pF to the body. Because of body movements, the change in capacitance
will create measurement artifacts with a magnitude up to ten times the measured signal
itself. In such a situation, stable detection of both cardiac and pulmonary activities is
problematic. The aim set up was to design a measurement instrument that is wearable,
battery-powered and small to minimize the device's capacitance between the device and
the human body. Another shortcoming with existing devices is too limited frequency
range. The required frequency range for using inductive and capacitive electrodes is 10 to
20 MHz. At the same time, somewhat suitable commercially available instruments, e.g.,
the box form-factor Lock-in Amplifier MFLI of Ziirich Instruments, ranges to 5 MHz.
The wireless data channel is also required as a wired connection creates ground loops and
increases the noise level, which must be avoided to acquire the low-level signals from
inductive and capacitive electrodes.
The developed wearable impedance analyzer requires the following features to
acquire signals from capacitive or inductive electrodes:
e Single-ended and balanced output for excitation signal with output current up
to 50 mA
e Configurable embedded front-end amplifiers for current and voltage input.
e Measurement bandwidth from 1 kHz to 10 MHz.
e Accuracy with measurement uncertainty better than 1%.
e  Wireless communication at least 1 MB/s.
e Low noise power supply and battery management capability.
e Modest current consumption for battery operation, ensuring the interval
between recharges minimum of 30 min.
e Local digital signal processing capabilities to reduce the amount of transferred
data.
e Software for controlling and configuring the device.

e Small size to reduce parasitic capacitances, preferably less than 10 pF.

4.1.1 Commercially available analyzers
There are several commercially available medium-size analyzers in the market:
e  Zirich Instruments AG, Switzerland — MFLI Impedance Analyzer.

e PalmSens BV, Netherlands — PalmSens 4.
e lvium Technologies BV, Netherlands — CompactStat.

The MFLI from Zirich Instruments is a professional and expensive analyzer. It is a

medium-size instrument (23 x 23 x 10 cm), but has up to 150 pF of stray capacitances as
experimentally measured. It is very accurate (0.05%) and covers the higher frequency

50



range from 500 kHz to 5 MHz, providing excitation current up to 10 mA and having a
16-bit 60 MSPS digitizer (ADC) of measurement signals. PalmSens4 is a much smaller
instrument, it sizes 16 x 10 x 3.5 cm and could be used as a wearable device, but its
bandwidth is limited to 1 MHz (100 kHz to achieve higher accuracy). CompactStat is the
biggest one sizing 26 x 25 x 12 cm, and its impedance analysis bandwidth is limited to
3MHz.

Other wearable analyzers of small size and cheap custom design are available, but all
these lack measurement bandwidth and accuracy.

4.2 Developed Wearable Impedance Analyzer

The basic architecture and electronic components were selected during requirement
analysis and searching for available components. The following main technical parameters
and conditions were defined:

e Size 70 x 45 mm (restricted by available battery sizes).

e 16-bit ADC and DAC, sample rate at least 80 MSPS.

e ADC and DAC with differential LVDS interface to achieve the best
suppression of interferences and other disturbances and the lowest noise
performance.

e  FPGA has to be used for local signal processing; an FPGA size of at least
16000 Logic Elements is required.

e Microprocessor with a WiFi interface to handle the wireless
communication with the host system.

e  Power source with 3.7 V and 2000 mA/h capacity rechargeable LiPo battery

e Analog front-end and excitation signal amplifier with the maximum current
consumption of 100 mA.

e Analog electronics supply voltage +/- 4.8V (defined by the required output
swing).

e  Ultra-low jitter clock source required.

The impedance analyzer consists of two units to minimize footprint — a digital board
and an analog front-end/excitation board. The Digital part consists of a microprocessor,
FPGA, ADC, DAC, a clock source and a power supply/battery management unit. The analog
part consists of a low-noise voltage converter, excitation signal amplifier, analog front-end
amplifiers and signal multiplexers (Fig. 4.1).

The 32-bit MCU controls the digital board. The tasks for the processor are as follows:
analyzing the configuration and system control, communications, and low-speed signal
processing. FPGA’s main tasks are data exchange with analog-to-digital (AD) and
digital-to-analog (DA) converters and digital signal processing (DSP). The analyzer is
accessible through the local access point and the web page as well as through a TCP
connection to the host system. Measurements data is exchanged between the analyzer
and host PC with the aid of the LabVIEW application through the TCP connection.
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Fig. 4.1. Structure of the impedance analyzer.

WiFi bandwidth is too small to transfer raw data from the AD converter, so the raw
data is filtered and down-sampled. Down-sampled real and imaginary parts of signals are
converted to magnitude and phase information. MCU configures the ultra-low jitter clock
generator, and the clock signal is delivered to ADC, DAC and FPGA. Balanced lines are fed
between the boards to minimize the noise of analog signals. LVDS pairs also connect ADC
and DAC interfaces to FPGA. The power management unit is responsible for the supply
voltages and battery management — low voltage shutdown and charging.

The analog board consists of the front-end amplifiers, excitation signal driver,
multiplexers, anti-alias filters and voltage converters for analog electronics. MCU controls
the board through the 12C interface, and the MUXs are controlled directly by FPGA
through the GPIO for high-speed multiplexing.

4.2.1 The digital board of the analyzer

The digital board is built on Espressif ESP8265 microcontroller, core is based on the
Tensilica L106 32-bit RISC processor running at 80 MHz. The microprocessor is in a small
32-pin QFN package and includes WiFi b/g/n transceiver. The processor selection depends
on communication interfaces, small packages, low current consumption, and embedded
program flash memory. MCU has two serial interfaces for hardware control, one RS232
interface for serial-to-USB converter and GPIO pins for power control. Communication
between the MCU and FPGA occurs through the 12S interface. It is a bi-directional
synchronous serial interface with word alignment. The MCU 12S controller has direct
memory access (DMA) capability, and a data transfer between FPGA and MCU creates
minimal load to MCU.

There are double input buffers in MCU — while one buffer is transmitted through the
WiFi interface, the FPGA fills the second buffer. In case of gaps in WiFi transmission,
the FPGA has a long FIFO, which is used to handle the WiFi transmission gaps. In the case
of FPGA, the FIFO overrun data will be lost, and the overrun condition will be signaled to
MCU. The 12S controller is connected to a high-speed streaming data FIFO buffer, and a
memory-mapped register bank is for configuration and control from the FPGA side.
The 12C bus is used for clock generator configuration and analog board control purposes.
RS232 interface is used for a USB connection and firmware downloading. Another option
is to update the firmware through the WiFi connection. Block schematic of the digital
board is shown in Fig. 4.2.
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Fig. 4.2. Structure of the digital board.

The main tasks for FPGA are signal processing, excitation signal generation, data
buffering and being a communication interface to MCU. The type of the FPGA is the Intel
MAX10 series M16SAU169. It is embedded with flash FPGA in BGA with 169 pins package.
FPGA selection is based on chip size and minimal external components requirements.
There are 16000 Logic Elements in FPGA, and current FPGA resource utilization is 55%.
The current design is capable of running at a 200 MHz clock frequency.

The Clock Generator is based on SiliconLabs Si549 ultra-low jitter programmable
crystal oscillator. The oscillator frequency can be programmed from 200 kHz to 800 MHz.
High-speed precision ADCs require a very low jitter to achieve a high SNR ratio.
Si549 oscillator jitter is only 90 fs, but low jitter devices’ power consumption is also high —
200 mW for the Si549. Renesas 1:4 LVDS fanout buffer shares the clock signal between
the FPGA, ADC and DAC, which increases the jitter by 34 fs. As a result, the total clock jitter
is approximately 0.12 ps. According to the ADC datasheet, the 0.12 ps jitter results in an
SNR ratio of about 77 dBc at 80 MSPS. Further jitter reduction is not reasonable as SNR
improvement is minimal compared to the increased oscillator and fanout buffer power
requirements.

The digitizer ADC is based on Analog Devices AD9265 converter. ADC resolution is
16-bit, the maximum sampling frequency is 125 MSPS, and the analog input bandwidth is
650 MHz. The Signal-to-Noise Ratio (SNR) is 79dBFS, Spurious-Free-Dynamic-Range (SFDR)
is 88 dBc, and Effective Number of Bits (ENOB) achieves 12.8 bits. The selection of ADC is
a trade-off of power consumption and speed. As the impedance analyzer is designed as a
wearable battery-powered device, the selection of ADCs is limited to 80 MSPS speeds.
The power consumption of the selected ADC is 310 mW. Entirely differential ultra-low
noise ADC driver ADA4930 drives the ADC input differentially. The ADA4930 has a -3 dB
bandwidth at 1.35 GHz at the gain of 1 and a slew rate of 3400 V/us. This is sufficient
performance to drive 16-bit ADC at speeds of 125 MSPS. The ADC input is filtered by third-
order LC anti-alias filter with a cut-off frequency of 30 MHz. The ADC input driver is
configured to accept differential or single-ended bipolar signals in the range of +/- 1V. With
an internal reference voltage source, the LSB value for the AD9265 converter is 15 pV.

DAC converter is from Maxim Inc, MAX5891; it has a 16-bit resolution and a sampling
rate of 600 MSPS. Power consumption is 300 mW at full speed. Although such a high speed
is unnecessary for our application, the selection was based on power consumption at the
sampling rates used in the analyzer — 80 to 200 MSPS, reducing the power consumption
to 130-170 mW. The DAC has a current output from 2 to 20 mA, and its Spurious-Free-
Dynamic-Range (SFDR) is 90 dBc.
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The ADC and DAC converters require several independently regulated voltages for low
noise operation. The DAC converter requires five different power sources for analog,
digital and interface parts: 1.2 V, 1.8 V and 3.3 V, and the ADC converter needs
three supply voltages: 1.8 V and 3.3 V. All regulators are based on low-dropout linear
regulators (LDO) while switching regulators are avoided for the best noise performance.
The realization of the CIA digital board is shown in Fig. 4.3.
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Fig. 4.3. Compact Impedance Analyzer digital board.

4.2.2 The analog board of the analyzer
The main functionality of the analog board is the conversion and amplification of input
signals to the input range of the AD converter and amplifying the DA converter’s output
current to meet the specifications for the excitation signal. The analog board also includes
a DC offset regulator and power supplies for the excitation and front-end amplifiers. Block
schematic of the analog board is shown in Fig. 4.4. Feedback circuitry of the op-amps of
the input signal path is shown in a general configuration. The inputs may be configured as
trans-impedance (TIA) or voltage amplifiers according to the measurement need.

A DC-offset regulator can compensate for the high baseline level of the input signal if
it drives amplifiers to saturation. MCU adjusts the offset voltage and can be switched off
if not needed.
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Fig. 4.4. Structure of the analog board.

There are separate voltage converters for input signal path amplifiers and excitation
signal power amplifiers. Separation is necessary to provide enough current to the
excitation amplifier and reduce the noise level caused by crosstalk between input/output
paths through the supply lines. As the power supply for the impedance analyzer is 3.7V
LiPo battery voltage, it has to be boosted up to the 5 V level and the -5 V has to be
converted from this. At least +/-4.5 V power voltages are needed for operational
amplifiers and power amplifiers to meet specified requirements.

The voltage conversion has two stages. First, the 3.7V is converted to the 5 V by Texas
Instruments LM2775 switched capacitor voltage doubler. The LM2775 operates at a
switching frequency of 2 MHz and provides a 200 mA current with an efficiency of 75 %.
The next step is to convert +5 V to -5V by voltage inverter. Texas Instruments flying
capacitor voltage inverter LM27761 is used for that purpose. The LM27761 also operates
at 2 MHz and provides a 250 mA current with an efficiency of 90%. Inductor-based boost
converters are avoided to achieve lower noise levels. The first converter for +5V restricts
the total current to 200 mA, which leads to a maximum load for +/- 5V rails of 80 to
90 mA when current consumption is very high for the specified efficiencies. Further,
both power rails are regulated by low noise 120 mV dropout LDO regulators to +/-4.8 V.
Current limitation of 90 mA sets restrictions to high-speed op-amp selection.

4.2.3 Input signal path

The frontend input signal amplifiers are based on Analog Devices ADA4817 op-amps.
The ADA4817 is a 1 GHz op-amp that can provide a 2Vpp output swing at 200 MHz.
Its current consumption is 19 mA, input resistance 500 GQ, and input capacitance 1.3 pF.
This op-amp can be used in trans-impedance amplifier (TIA) configuration, meeting the
design requirements. The input stage can be configured as TIA by a voltage amplifier or
differential amplifier for mounting required resistors onto the PCB. The output signal of
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the input amplifiers is fed to the multiplexers. Analog multiplexers are configured by
software through the FPGA. Multiplexers used in the analog board are AD8184 from
Analog Devices. The AD8184 is a 700 MHz bandwidth 4-to-1 multiplexer with a power
consumption of 4.5 mA. One input from both multiplexers is connected to the excitation
signal path current as a shunt for excitation signal measurements current amplitude by
configuring the multiplexers to measure:

e Uinof channel 1.

e  Uin of channel 2.

e U differential between channel 1 and channel 2.

e  Excitation amplifier output voltage.

e  Excitation voltage (after the shunt resistor).

e  Excitation current (voltage on shunt resistor over shunt resistance).

Outputs of multiplexers are fed to the differential amplifier AD8130 from Analog
Devices. The AD8130 has a bandwidth of 270 MHz and current consumption of 10 mA.
Differential amplifier gain is set to 2. Differential ADC driver ADA4950 converts the
single-ended output of the differential amplifier to balanced output from Analog Devices.
The bandwidth of ADA4950 is 750 MHz, its current consumption is 10 mA, and amplifier
gain is set to 2. The total quiescent current consumption for the input signal path is
67 mA, and with the input signal being present, it still meets the total current consumption
limit of 90 mA.

4.2.4 Excitation signal path

The DA converter supports a 2mA to 20mA full-scale output current range at the
requirements for impedance analyzer excitation of +/-3 V output swing and +/-50 mA
output current limits. The excitation signal power amplifier has to be used to meet
specified parameters. The differential output of the DA converter has to be converted to
single-ended output using a suitable power amplifier with differential input THS3215 from
Texas Instruments. The differential to Single-Ended DAC Output Amplifier THS3215 has
270 MHz bandwidth and can supply 140 mA current while the quiescent current is 30 mA.
As the excitation path power supply is limited to 90 mA, the total current of 60 mA is
available from the excitation output. The output does not provide a rail-to-rail swing
hence the output voltage headroom from the power supply is 1.5 V limiting the maximum
output swing to +/- 3.3 V. Output impedance at 40 mA current is 0.05 Ohm. In the input
of the power amplifier, a third-order Butterworth anti-alias filter is used with a cut-off
frequency of 35 MHz. The THS3215 consists of two parts — the preamplifier and power
stage. Power stage input can be internally switched to preamplifier or external input.
That feature allows using an additional external filter and voltage divider to change the
cut-off frequency and output voltage. Using the external filter and voltage divider makes
it possible to use the excitation output for lower signal levels still using the full dynamic
range of the DA converter. The realization of the CIA digital board is shown in Fig. 4.5.
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Fig. 4.5 Compact Impedance Analyzer analog board.

4.2.5 Digital signal processing in the FPGA
The first task of the FPGA is to generate an excitation signal feeding DA converter.
Excitation signals can be locally generated or received from MCU. Signals of different
types can be generated — sinusoidal single or multi-frequency, meander, triangle,
binary pattern and frequency sweep of a sinusoidal signal. Signal generation is based
on a numerically-controlled oscillator (NCO) and CORDIC engine (for COordinate Rotation
Dlgital Computer) for quadrature signal generation. The Cordic method is used as it is a
better alternative to the table-based sinusoidal signal generation, easily implemented in
FPGA, fast and requires little FPGA recourses (no multipliers needed).

The second task is down-sampling, magnitude/phase calculations and buffering of the
input signal. Demodulation requires multiplying the input signal with the quadrature
excitation signal as real and imaginary components of the complex signal are

Re(V) =|V [sin(g); Im(V) 4V | cos(¢) (4.1)

Multiplication is performed with the same speed as the sample rate, limited by AD
converter speed in the analyzer, which is 80 MSPS. As changes in biological origin signals
are relatively slow, the required bandwidth is usually less than 5 kHz, allowing
down-sampling of the real and imaginary components to the sample rate of 10 kSPS.
Down-sampling requires limiting the signal spectrum to half the sampling rate to avoid
aliasing. Filter length to limit frequency range to 5 kHz at a sampling rate of 80 MSPS is
exceptionally high and cannot be implemented as a single filter. For example, the FIR filter
with a passband of 5 kHz and stopband of 10kHz with attenuation of 96 dB requires a
70000-tap filter. It is clearly impossible to build a described filter with available FPGA
resources. The solution is to downsample in multiple stages, gradually decreasing the
sample rate, easing the anti-alias filter requirements. The designed filter is split into four
stages where the most extended filter is the size of 250-tap. As the sampling rate is only
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250 kSPS for a 250-tap filter, there is time to calculate response sequentially using only
one multiplier.

The second task is demodulation, filtering, down-sampling, magnitude/phase
calculation and buffering of the input signal. The signal path of the incoming data is
shown in Fig. 4.6.

FPGA Signal processing
ADC
16-bit
T
80 MSPS 16-bit
CORDIC
QUADRATURE
GENERATOR
CIC filter CIC filter
5-th Order 5-th Order
DS rate = 32 DS rate = 32
2.5 MSPS 2.5 MSPS
17-bit 17-bit
CIC compensation filter CIC compensation filter
32-th order FIR 32-th order FIR
DS rate = 2 DS rate = 2
1.25 MSPS, 1.25 MSPS,
17-bit, 17-bit,

LPF 50 kHz LPF 50 kHz
70-th order FIR 70-th order FIR
DS rate = 5 DS rate =5
250 kSP 250 kSPS
17-bit 17-bit
LPF 5 kHz LPF 5 kHz
250-th order FIR 250-th order FIR
DS rate = 25 DS rate = 25
10 kSPS 10 kSPS
17-bit 17-bit,
Reconfigurable LPF Reconfigurable LPF
250-th order FIR 250-th order FIR
DS rate = 2..256 DS rate = 2..256

0..5000 SP.
17-bit
A= r>+o’
CORDIC (o
¢ = tan 7

Fig. 4.6. Signal path in the FPGA.

However, as the first stage of the down-sampling filter runs at full speed of 80 MSPS
and the FPGA’s maximum clock is 200 MHz, there is not enough time to calculate the
response in two clock cycles as the multiplier resource in FPGA is limited. Therefore,
the first down-sampling filter is the cascaded integrator-comb (CIC) filter, invented by
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Eugene B. Hogenauer, which is not using multipliers but uses only addition and subtraction.
The CIC filter has a down-sampling rate of 32, resulting in a sample rate of 2.5 MSPS.
Conventional FIR filter can handle such sample rate if filter order is relatively low.
The downside of the CIC filter is high-speed frequency roll-off, which starts immediately
from 0 Hz. If a flat frequency response is required in the passband, a special compensation
filter has to be used. In the current design, a 32-tap CFIR compensation filter is used to
achieve 0.1 dB flatness in the 250 kHz passband. The sample rate is reduced by 2
(1.25 MSPS), and the stopband starts at 600 kHz. The frequency characteristic of the CIC
filter is shown in Fig. 4.7.
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Fig. 4.7. The frequency characteristic of the CIC filter in the full frequency range and a zoomed roll-off
from OHz to 450 kHz.

As seen in Fig. 4.8, the specific frequency response of the CFIR compensating filter
(blue) applied to the CIC filter (red) results in flat frequency response in the range of 0 Hz
to 250 kHz with stopband attenuation of 96 dB (black).
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Fig. 4.8. The frequency characteristic of the compensation filter and the resulting frequency response.

The third downsampling filter has a rate of 5 (250 kSPS), stopband starts at 125 kHz,
as seen in Fig. 4.9.
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Fig. 4.9. Frequency response of the third down-sampling filter.

The fourth down-sampling filter has a downsampling rate of 25 (10 kSPS), stopband
starts at 5 kHz, as seen in Fig. 4.10.
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Fig. 4.10. Frequency response of the fourth down-sampling filter.

The last down-sampler is reconfigurable, allowing adjusting the output sample rate
from 40 to 5000 SPS. The complex signal’s real and imaginary components can be
transmitted through the data multiplexer directly to the MCU, or the magnitude and
phase information can be calculated. Data multiplexer can also select a signal directly from
the ADC converter, allowing real raw data from the ADC. The data rate from the ADC is
too high to be streamed continuously — an interface between the FPGA and the WiFi
bandwidth doesn’t allow continuous streaming. The maximum continuous data packet
from the ADC is limited by FPGA’s FIFO buffer size, which is 16 kWords. Calculations of
magnitude and phase are realized with the CORDIC engine in a vectoring mode.

4.3 Performance of Digital Board

Noise measurements are made to evaluate the quality of the signal generation DAC and
the ADC with the input driver. Measurements are conducted without an analog board and
based on the direct balanced connection between the DAC output and ADC driver input.
First, the quality of the DAC signal generation was verified. The FFT analysis of the CORDIC
output shows that 1 MHz digital sinewave has an SNR ratio of 97.5 dB, which is in good
agreement with 16-bit sinewave, as seen in Fig. 4.11.

£1.2 A2, rms SNR 2_dB
Magnitude, RMS| 1M 125 97.5 RIS IT|
Tk —
100 fn_2
10 | leTsM
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100m -
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10u— | | '
100k 1 10M 100m
Frequency, Hz

Fig. 4.11. SFDR analysis of the CORDIC digital output.
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ADC Spurious-Free-Dynamic-Range (SFDR) measured at frequency 1 MHz was 86.5 dBc.
Datasheet of the ADC AD9265 specifies 88 dBc SFDR at 2.4 MHz. The 86.5 dBc result,
shown in Fig. 4.12, is in good agreement with the specification, with some signal
degradation introduced by the signal source (DAC MAX5891) and ADC driver (ADA4930).
The measured 1 MHz sinewaves were analyzed similarly.

Al,rms SNR1_dB
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33.75M
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100m —
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Frequency, Hz

Fig. 4.12. SFDR analysis of the acquired signal from ADC.

Finally, the ADC noise was measured while ADC driver input was shorted. Noise with the
amplitude of 168 uVpp (11 LSB) and 36.8 uV RMS was measured (Fig.4.13), which matches
the ADC specifications.

lalelliel INPUT  ~ f§ ADC

0.1 mV/div ) UV

Magnitude: 0.00 Phase:

avg: 0.00762mV RMS: 36.8uV Vpp: 168uV

Fig. 4.13. Output noise from the ADC converter.

Datasheet of the ADC AD9265 specifies the input-referred noise as 2.17 LSB (33.1 uV),
compared to measured 36.8 uV — it is a fully satisfying result. Peak-to-peak noise levels
also match the datasheet, as seen from the grounded input histogram in Fig. 4.14, where
the peak noise ranges from 11 to 12 LSB, which is approximately 168 puV as measured (see
Fig. 4.13).
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Fig. 4.14. Output noise histogram.

Those measurements confirm that the hardware design of the digital board works as
specified and that noise levels meet the manufacturer’s specifications.

4.4 Measurement Part Instrumentation

The measuring device, a compact impedance analyzer (CIA), was developed based on both
the purpose and the factors described in the previous chapter. The composition and basic
parameters of the CIA are described in section 4.2.

The CIA has two identical measurement channels that can be used for both separate
and differential measurements. According to the commands selected from the control
program, the channels and the operating mode are selected through the high-speed
multiplexers of the analog module. Fig. 4.15 shows a structural diagram of one measuring
channel. Excitation voltage Vex. came from the low output impedance buffer of the 16-bit
D/A converter and passed via inverting buffer B for recording.

Fig. 4.15. Structural diagram of the CIA measurement channel.

Fig. 4.16 on the next page gives a more detailed circuit diagram of one measuring
channel. Rs is a 50 Q precision resistor matching the output with the output cable
connected to the object under test Zv. The components Ceo1, Lot and Reo1 are the
capacitance, inductance, and resistance of the output cable. Ceo1, Leo1 and Reos represent
the same parameters of the input cable. The current through the object is converted to a
voltage by a trans-impedance amplifier TIA with a transmission factor equal to the
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resistance Rr1. Voltages Vim1 and Vmz are transmitted through a multiplexer, a differential
voltage amplifier, and matching circuits to the input of a 16-bit A / D converter.

Fig. 4.16 Structural diagram of the CIA measurement channel.

4.4.1 Initial calibration and corrections

The initial calibration sets the impedance measurement scale for the CIA base solution
channels. Other corrections relate to specific measurement schemes and interconnection
cables.

INITIAL CALIBRATION. Three consecutive measurements are performed for the initial
calibration by recording the readings obtained with short-circuit, open-circuit and
reference resistor. Then, the complex form calibration factor K is calculated over the used
frequency range i = 1 to n, where n is a number of frequency points.

Z, () 1 (Z,()-Z, () +1/ Z,, (i)
1 B V0
1(Z, ()= Z,, () +11 Z,, (i)

K (i) = (4.2)

where Zm is measured impedance, and Zsh, Zopen, Zet, the short circuit, open circuit, and
etalon resistor impedances. The short-circuit (zero impedance) and etalon resistors used
for the initial calibration were connected to the CIA through a minimum-sized adapter.
Their impedance spectra were measured in advance with the most accurate measuring
instrument available, in the current case, a Keysight E4990A Impedance Analyzer.

Since connection cables are usually required for the actual measurement, some
associated capacitance Ceos is always present at the TIA input. For an ideal TIA, this does
not affect because the voltage at the input is zero. However, in practice, it slightly alters
the transfer coefficient at higher frequencies as the TIA open-loop gain decreases.
Therefore, a 10-pF capacitor can be included in the adapter corresponding to 10-12 cm
cable length. This solution is helpful if the calculational correction of the impact of
connection cables is used. However, if the effect of the cables is corrected together with
the initial calibration as described below, no additional capacitor is required.

CORRECTION OF THE IMPACT OF CONNECTION CABLES. Two options were studied to
correct the impact of cables:

1) Calculated compensation for the effects of cables.

2) Compensation in the process of the initial calibration.

64



In the case of calculated compensation, the effect of the capacitance of the input cable
is small and compensated during the initial calibration. The effect of Loz and Reos is easily
correctable by subtracting their impedance from the measurement result. However, the
resistance Rcwos increases at higher frequencies due to the skin effect. The inductance of
the coaxial cable L3 depends on more parameters than the inductance of the straight
wire (e.g., the distance of the screen and grounding points). These dependencies make it
more challenging to determine the effect of a cable. Fig. 4.17 illustrates the influence of
the skin effect and variation of the inductance of the 10 cm length Hirose U.FL-LP-068HF
(d = 1.13mm) coaxial cable measured with a Keysight E4990A Impedance Analyzer.

Rs, Ohm L, H
0.4 130n No GND
03 / 120n GND1
Honk GND2
0.2 Ny T
/ 100n-e =
01 / on E—
0.0 80n
10k 100k M 10M20M 10k 100k 1 20M
Frequency, Hz Frequency, Hz

(a) (b)

Fig. 4.17 Frequency dependence of the series resistance of the 10 cm length Hirose U.FL LP 068HF
coaxial cable (a) and its inductance variation on grounding connection (b).

Correcting the effect of the output cable is more complicated because Rs and Ceo1 form
a frequency-dependent voltage divider, which also depends on the impedance of the rest
of the circuit, including Zx.

Denoting the sum of the inductance L2 of the excitation voltage measuring cable and
the frequency-dependent loss resistance Reo2 With impedance Z1

Z"1 = ja)LCOZ + Rcoz (CO) (43)

and the capacitance Cewo2 of the same cable and input resistor R1, with the impedance Z»,
which is expressed as their parallel connection:

s 1 1
? 1UR+1/Z. o, 1/R+jeC,,

(4.4)

where Zc_co2 is the impedance of the capacitance Ceo2 0f the voltage Vi measurement cable.
Due to the voltage drop across the cable impedance Zi, V2 < Vi. The classical voltage
divider formula finds the voltage division factor Ko = V> / V1 through the impedances Z1
and Zz as

K, = (4.5)
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To find the voltage V1 on the object to be measured, the input voltage V2 of the buffer
amplifier is multiplied by the correction coefficient Keo2= 1 / Ko. Using (4.3), (4.4), and (4.5),
Kco2 expresses as:

=1 1 . 1 .
Ko, =2Z|—+= +1=(R + jol, —+ jwC,_, |+1 4.6
co2 l(Ri Zc_mzj ( coz(a)) Ja) coZ){R1 Ja) COZJ ( )

Multiplying the members of the equation, we get:

co2

:[%— Rz (@) joC,, _szcozccozj-”' (4.7)

The correction coefficient K2 does not depend on the impedance of the object Zxand
the impedance of the input cable. The influence of the excitation cable impedance does
not require an additional correction because K2 has already corrected the relation of V1
and V2. Experiments with R-C test circuits prove the validity of the proposed initial
calibration and cable influence correction methods illustrated in the following section.

The disadvantage of the described computational method is the complexity of
determining the parameters of the cables. As an alternative, compensation of the impact
of cablesin the initial calibration process was also tested. In this case, the initial calibration
according to (4.2) was performed with the cables used in the following measurements.
The tests with shorter (10-15 cm) cables showed that the results were approximately
equivalent to those obtained by the computational correction method.

The results obtained with two compensation methods for the impact of connection
cables are presented in the following section.

4.4.2 Resolution and accuracy

NOISE AND DISTORTIONS IN THE MEASUREMENT CHANNEL. One of the characteristic
parameters of the developed CIA is the spectral composition of the generated excitation
signal and the measured response signal, which characterizes the signal-to-noise ratio
(SNR) of the measurement channel.

Fig. 4.18 shows the magnitude spectra of the excitation signal and the measured
response signal. The ratio of the main harmonic component of the signal to the levels
caused by noise and non-linear distortion gives 94.1 dB at the output of the DA converter
at 625 kHz and 75.6 dB for the measured response. In Fig. 4.19, the spectra of the response
signal at 6.25 MHz and 10 MHz are shown.

ACCURACY OF THE IMPEDANCE MEASUREMENT. The impedance of precision resistors
and R-C circuits was measured to evaluate the accuracy of results obtained with CIA.
These results were compared with the results obtained with Keysight E4A990A Impedance
Analyzer. In addition, the measured impedance of the R-C circuits was also compared
with the results obtained with Zirich Instrument MFLI Lock-in Amplifier. In all cases,
the instruments were pre-calibrated and measurements were not taken within the first
10 minutes after the instrument was turned on.
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Fig. 4.18 Magnitude spectra of the excitation signal (a) and measured response signal (b), both at
the frequency of 625 kHz.

V], RMS V|, RMS
1E40 il 1E40
1E1 1E-1 B
o o
13 S a 1E2 N
I 8
1E3 13
1E-4 1E-4 - [ omg o
[
1E6 1E-6 T _
100k M 10M 40M 100k M 10M 40M
Frequency, Hz Frequency, Hz
(a) (b)

Fig. 4.19 Magnitude spectra of the measured response signal at 4 MHz (a) and 10 MHz (b).

Two test circuits, 1C-2R and 2C-2R, with corresponding magnitude and phase spectra
shown in Fig. 4.20, were used for experiments. The capacitances and resistances of the
test circuit’s elements were specified by measurements made with Keysight E4A990A.

Measurement errors are found as the differences between the spectra of the test
circuit and spectra measured with Keysight E4990A and CIA. Since the differences in the
spectra found also include the E4990A measurement error, obtained differences do not
indicate actual values. However, it is assumed that the E4990A results are more than three
times more accurate. Fig. 4.21 shows the results with computational correction of the
impact of cables (notation “Cab_Corr”) and during the process of the initial calibration
(notation “Cab_Cal”) in the frequency range up to 10 MHz. 2C-2R ZI and 2C-2R ZI stand for
Zurich Instrument MFLI results up to 5MHz, which is its highest operating frequency.

In Fig. 4.22 are shown measurement errors obtained with the same test samples as in
the previous test but in the frequency range up to 20 MHz and without Zurich Instrument
MFLI results.
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Fig. 4.20 Impedance magnitude (c) and phase (d) spectra of the 1C-2R (a) and 2C-2R (b) test circuits.
Capacitances of C1 and C2 are 2.21 nF and 981 pF, resistances of R1 and R2 are 49.9 Q and 500 Q.
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Fig. 4.21 Differences of the impedance magnitude (a) and phase (b) with a 1C-2R and 2C-2R test
circuits using computational correction of the impact of cables (notation Cab_corr) and during the
process of the initial calibration (notation Cab_Cal). 2C-2R ZI and 2C-2R ZI denote Zurich Instrument
MFLI results.
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Fig. 4.22 Differences of the impedance magnitude (a) and phase (b) with a 1C-2R and 2C-2R test
circuits using computational correction of the impact of cables (notation Cab_corr) and during the
process of the initial calibration (notation Cab_Cal).

In Fig. 4.23 are shown standard deviation (STD) of magnitude (a) and phase errors
obtained with the same 1C-2R and 2C-2R test circuits during 100 measurements.
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Fig. 4.23 STD of magnitude (a) and phase errors obtained with the same 1C-2R and 2C-2R test
circuits shown in Fig. 4.20 during 100 measurements.

4.5 Experimental Measurements of Bioimpedance

4.5.1 Capacitive electrodes

As discussed in the bioimpedance introduction in chapter 2, a two-electrode system suits
better for determining EBI model parameters where investigation of the B dispersion area
requires measurements of at least up to 10 MHz. In the case of using electrodes with a
galvanic connection, several other parameters related to the properties of the interfacial
double-layer are added to the model (see section 2.2.2). In addition, the double-layer
properties depend significantly on the skin surface conditions (e.g., sweat). The use of
non-polarizable electrodes is an alternative that also provides lesser series impedance.
However, their surface area is limited, limiting the depth of the current distribution;
impedance also depends on the skin surface conditions and attachment to the skin.

69



The alternative is using large-area capacitive electrodes. In the subsequent
experiments, flexible bracelets (Fig. 4.24b) with a thin insulating layer of polyurethane (PUR
varnish ECS 71, from ECS Cleaning Solutions GmbH, Germany) were used. The electrodes
were positioned on the forearm at a distance of 4 cm, as shown in Fig. 4.24a. The surface
area of the electrode is 145 x 18 mm and the thickness of the PUR layer is around
10-20 nm. Obtained parameters are presented in Table 4.1.

(a) (b)

Fig. 4.24 Measurement of the forearm impedance at a distance of 4 cm (a) and used flexible
capacitive electrode (b).

Since the capacitive electrodes were selected to determine the model’s parameters,
the equivalent electrical circuit looks as shown in Fig. 4.23. Ce denotes the total
capacitance of two capacitive electrodes and Cs the total distributed stray capacitance
between the analyzer’s common (GND) and object. Rext1, Rint1, and CPE: represent the
impedance of the internal part of the tissue, and Rext2, Rsk, CPE2 represent the impedance
of the outer part —the skin. The values of resistances Rext2, Rsk are doubled, and Qz, Ce are
divided by two due to the double appearance in the circuit.

1/2C,

-

Fig. 4.23 Electrical equivalent circuit of the enhanced EBI model. Ce denotes the total capacitance of
two capacitive electrodes and Cs the total distributed stray capacitance between the analyzer’s
common (GND) and object. Rext1, Rintl, and CPE1 represent the impedance of the internal part of
the tissue, and Rext2, Rsk, CPE2 represent the impedance of the outer part — the skin. The values of
resistances Rext2, Rsk are doubled, and Q2, Ce are divided by two due to the double appearance in
the circuit.

There are several options for counting the influence of the distributed stray
capacitance Cs. Experiments show that connecting it to the equivalent circuit’s middle
point gives the value corresponding to the measured one, 8 pF. Measurement of the stray
capacitance Cs with Keysight E4990A is accomplished with the CIA placed on the forearm
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phantom. CNLS fitting of the equivalent circuit parameters was conducted on a cohort of
6 subjects (Female: 3 and Male: 3) aged 16 to 80 years.

Table 4.1. Parameters of the equivalent circuit elements.

# Y Ce | Rext1 | Rint1 Ql (0 %1 2Rext2| 2Rsk % Q, (0 5) Error Rextl/Rintl Comment
F Q Q |Ss*| - Q Q [Ss*| - % %
1| 4.10n| 77.9| 95.4 151n| 0.58| 9.70k| 4.90( 102n| 0.81 0.080 18.3
2 | 8.00n| 42.1| 56.9|60.8n| 0.66| 5.10k| 4.40| 118n| 0.80 0.099 26.1
3 | 6.98n| 41.3| 60.2| 11.6n| 0.74| 13.0k| 10.5| 68.3n| 0.79 0.097 31.2
4 | 7.41n| 39.5| 62.6| 14.5n| 0.74| 8.00k| 5.60| 50.3n| 0.83 0.101 37.0
5 | 2.74n| 54.1| 99.3| 19.5n| 0.70| 20.1k| 6.00| 21.2n| 0.86 0.095 455
6 | 6.05n| 48.1| 201|0.66n| 0.88| 8.10| 7.80|50.1n| 0.83 0.171 76.0
1-6 | 5.88n| 50.5| 95.9|18.1n| 0.72] 9.32k 6.5 68.3n| 0.82 0.11 55.8|Mean values

Measured impedance spectra used for fitting of parameters presented in Table 4.1 are
shown in Fig. 4.25.
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Fig. 4.25 Spectra of the impedance magnitude (a) and phase (b). Numbers are related to persons as
in Table 4.1.

The relative magnitude of the impedance of equivalent circuit components shown in
Fig. 4.26 characterizes their weight in a sum at different frequencies. We can draw several
valuable conclusions based on the proportion of impedance components, e.g., both
resistive components of the inner part of a tissue (under the skin) manifest more at higher
frequencies, and their influence becomes equal at some point. In addition, the proportion
of extracellular resistance continues to increase, but the proportion of intracellular
resistance declines with the increase in frequency. The effect of CPE1 only increases at
frequencies above 2 MHz, and the influence of the extracellular resistance of the skin
becomes considerable only below 100 kHz. Despite its relatively low value (< 10 pF),
the influence of stray capacitance increases significantly above 1 MHz and reaches around
2% at 10MHz. Considering that the changes in the impedance magnitude caused by
cardiovascular activity are below 1 %, the need to keep the value of stray capacitance
constant becomes clear. Fixing the CIA on the arm solves that task.
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Once the parameters of the equivalent circuit components are found, they can be used
to separate the spectra of the parts of the model. Fig. 4.27 illustrates the impact of the
electrode’s impedance, and Fig. 4.28 shows the impact of the skin impedance. In both
cases, also the spectra of the internal part of the object are shown.
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Fig. 4.26 The relative weight of every single component of the equivalent circuit of impedance is
given in Fig. 4.23.
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Fig. 4.27 Spectra of the impedance magnitude (a) and phase (b) where Z_total denotes total
spectra, Z_C, the spectra of electrodes, Z-Z_Ce the difference of total and electrode spectra, Z_int
the spectra of the internal part located under the skin.
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Fig. 4.28 Spectra of the impedance magnitude (a) and phase (b) where Z_total denotes total spectra,
Z skin the spectra of the skin, Z-Z_skin the difference between total and skin spectra, Z_int the
spectra of the internal part located under the skin.

In Fig. 4.29, the spectra of the internal part are zoomed out for better visualization.
Based on the presented result, it can be concluded that the changes in the impedance
amplitude and phase of the tissue under the skin are relatively small below 100 kHz and
increase significantly at frequencies above 1 MHz. It can also be concluded that the
increase in impedance magnitude at lower frequencies is mainly due to the effect of skin
impedance.

=y |1Z] _int, Ohm 5 Ph Z_int, degree
=l
78 ==
I 2 \.\
75 s N
[ \"\
72 ‘\ 4 TP
h,
70 < g
68 & N
i it
65 Ny \\‘
M -8
62 s
60-! -10-; 7
10k 100k ™ 10M 10k 100k ™ oM
Frequency, Hz Frequency, Hz
(a) (b)

Fig. 4.29 Spectra of the impedance magnitude (a) and phase (b) of the internal part of the forearm
tissue located under the skin.

Fig. 4.30 shows the changes in impedance magnitude and phase due to cardio-vascular
activity obtained with capacitive electrodes from the left forearm.
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Fig. 4.30 Change of magnitude (a) and phase (b) of the EBI caused by the influence of cardiovascular
activity on the left forehand. The results were obtained with capacitive electrodes discussed in
section 4.5.1 at a distance of 2cm. The excitation voltage was 50 mV and the frequency 2.5 MHz.
The mean value of the impedance was 45.2 Q and phase -37.3 °.

4.5.2 Excitation voltage control via digital feedback

Voltage excitation was used to avoid the weaknesses of the current generator described
in Chapter 2. However, the disadvantage of using a voltage source is the decrease of the
current at higher impedances, reducing the SNR. Excitation voltage was adjusted
adaptively using digital feedback to avoid the current decrease. As illustrated in Fig. 4.31,
the current remains almost constant in a wide range of impedance. It is limited only by
the maximum value of the excitation voltage, similarly to the current source. The advantage
of the voltage source is its more straightforward design providing good accuracy,
as illustrated in Fig. 21-23.
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Fig. 4.31 Change of excitation voltage adapted via digital feedback (a) and corresponding current in
(b) in a left forehand. The results were obtained with capacitive electrodes discussed in section 4.5.1.
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4.6 Summary of Chapter

The chapter focuses on developing a compact impedance analyzer (CIA) suitable for
measuring body bioimpedance parameters based on the requirements analyzed in the
second chapter and provides the results of experimental EBI measurements accompanied
with the fitting of model parameters and investigating their weight in the spectrum.

The first part of the chapter describes and justifies the CIA’s hardware design.
The following main technical parameters and conditions were defined: 16-bit ADC and
DAC resolution with a sample rate of 80 MSPS, WiFi interface for data communication to
the host system, and dimensions of 70 x 45 x 20 mm. The impedance analyzer consists of
a digital board and an analog front-end/excitation board. The digital part consists of FPGA,
a microprocessor, and a power supply/battery management unit. The analog part consists
of an excitation signal amplifier, analog front-end amplifiers and signal multiplexers of a
low-noise voltage converter. Measurements data is exchanged between the analyzer and
host PC with the aid of the LabVIEW application through the TCP connection.

The second part of the chapter describes and justifies the CIA’s measurement
instrumentation design. Two methods for initial calibration and correction of the influence
of connection cables are introduced and tested; as can be seen from the comparison, the
compensation of the effect of short cables with the initial calibration gives similar or better
results than the computational correction in the 10 MHz frequency range. Therefore,
the first method was used in the experiments described in this work. Adapting the
excitation voltage level via digital feedback implemented in the CIA improves accuracy at
lower frequencies where the impedance increases. However, as the CIA has only a fixed
measuring range and limited supply voltages, it cannot compete with more advanced
measuring instruments where the input and output ranges can be changed and adapted.
To further reduce errors at higher frequencies, using more complex equivalent circuits for
the error correction may help. However, for longer connection cables, it is better (but also
more cumbersome) to use active front-end interfaces to connect electrodes or inductive
sensors to the measurement unit. Nevertheless, the measurement accuracy of developed
CIA remains relatively high up to 10 MHz and can be considered exemplary for such a
compact impedance analyzer.

The third part of the chapter presents and analyzes the results of experimental
bioimpedance measurements on a forearm with flexible capacitive electrodes. Fitted
parameters of the model allowed separation of the spectra for different model elements.
It is shown that B dispersion of the internal part (tissue) appears mainly in the frequency
range between 100 kHz to 10 MHz. Analyzing the weight of model elements in the
impedance spectrum allows drawing conclusions about the sensitivity to changes of
model element parameters at different frequencies. E.g., both resistive components of
the inner part of a tissue (under the skin) manifest more at higher frequencies, and their
influence becomes equal near 2 MHz. Finally, a change of magnitude and phase of the
EBI caused by the impact of cardiovascular activity on the left forehand is illustrated.
The detected signals change below 0.1 % of the base value, making their practical use
guestionable considering the immobility condition during the experiment.
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5 Magnetic Induction Based Measurement of Electrical
Bioimpedance Variations

5.1 Introduction

Electrical bioimpedance (EBI) is the electrical impedance of biological matter, describing
living biological materials (cells, tissues, organs) and physiological processes such as
breathing, contractions of the heart and flowing of blood (hemodynamics). In summary,
electrical bioimpedance allows measuring and analyzing the cardiopulmonary and
cardiovascular dynamics, which are the most necessary physiological processes for
medical diagnostics of human health. Unfortunately, achieving reliable electrical contact
between the body and electronic measuring equipment, especially in the conditions of
movement of the human body, has become a factor causing uncertainty.

5.1.1 The rationale for the investigation of electromagnetic induction methods
In most known devices, the electrodes having a galvanic (ohmic) contact with the body
are usually used to measure bioimpedance. Although such electrodes allow tiny
impedance variations to be measured, they cannot be used effectively for long-term
measurements and trend monitoring, as reliable galvanic contact is difficult to maintain
due to motion artifacts and the aging of electrode surfaces. A solution that would be
essentially not so sensitive to movements and aging of contacts between the body and
measuring device is needed.

Fortunately, the impedance of the tissues can be measured not only by electrically
conductive electrodes placed on the body but also by using the non-contact mode
coupling [117], enabling not only cardiovascular but also respiratory monitoring [118].
Both capacitive and inductive coupling, but mainly the inductive electromagnetic
connection between the body and the electronic measuring device, demonstrate their
perspectives on avoiding serious electrode problems and reducing artifacts [119]-[121].

5.1.2 Methods of the Inductive coupling
Inductive coupling is a known technique [117], [118], [122], [123], which has found well-
established use in magnetic induction tomography [124]. However, the known devices use
either solenoidal or planar coils to create the magnetic field. Unfortunately, neither
solenoid nor planar coil can generate the magnetic field inside the body or body parts
(hand, leg, neck etc.) so that the induced current is directed along the body part (a blood
vessel, for example). As a result, the informative potential of the magnetic induction
method remains not fully used when solenoids or planar coils are applied.
GRADIOMETER. The gradiometer with multiple coils, primarily used in Magnetic
Induction Tomography (MIT), increases the sensitivity to impedance changes [125]-[129].
In a typical gradiometer design, two differential sensor coils on both sides of the excitation
coil suppress its signal. However, there are several disadvantages in the case of detection
of impedance changes on a wrist. First, the design is larger and more complex, and since
the excitation coil moved away from the sensor coils, a much higher current is required to
obtain the same magnetic field in the wrist (Fig. 5.3b). Second, the induced voltages in the
two sensing coils are unequal because of the different separation from the hand, which
significantly reduces the suppression efficiency. Third, although the dynamic range
increases by amplification of the lesser residual signal, it does not increase the SNR of the
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transformed impedance change. Gradiometer solutions are not studied in more detail in
this work.

SOLENOIDAL COIL. An electromagnetic circuit is an electromagnet (solenoid) with a
magnetic or non-magnetic core (e.g., air or human body), along with which a linear coil of
wire is wound and through which an alternating magnetizing current passes to create a
magnetic flux around the circular magnetic or non-magnetic core (Fig. 5.1). As a result,
this magnetic flux induces an electromotive force which generates the induced electrical
current flowing circularly nearby the circular magnetic core.

It is known that, for example, in the case of a solenoid placed around a finger or an
arm, the highest density of the electromagnetic field is on the surface of the finger or the
arm, respectively, wherein the electromotive force generated inside the finger or arm,
such as a blood vessel, is local and marginal. The density B of the magnetic flux ®Om
generated by the magnetizing current im weakens rapidly moving from near the surface
towards the center (Fig. 5.2). It does not allow the induction of an electrical current with
the intensity and direction required for vascular diagnostics.

Coil of Wire

Magnetic Field

.
Lines Current out Current in

(a)

Fig. 5.1 Magnetic induction with solenoid: (a) — construction and created magnetic field,
(b) —distribution of the magnetic field.

Nevertheless, solenoids have found widespread use in magnetic impedance
tomography (MIT), see [128], [130].

PLANAR COIL. The magnetizing electric current in the planar winding (Fig. 5.3a) causes
a magnetic flux, which generates an eddy current just below the planar coil, which
weakens when increasing the object's distance [131]. If the measuring point is moved
away from the center of the coil along the coil x-axis, then the strength of the field H will
decrease as the distance d is increased. The field strength is related to the coil's radius (or
area), and it remains almost constant up to a certain distance and then falls rapidly (see
Fig. 5.3b). For shorter distances (d << a), the field strength can be found with the following
equation [132]:

L a’
@ rd) -

where i is a current, N number of windings, and a is the radius of the coil and d is the
distance from it in the x-axis direction.
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Fig. 5.2 The vortex-like circular induced current ii flows near the surface of the wrist, balancing the
effect of magnetizing current im. The induced current ii enables the impedance measurement close
to the surface of a round object. In the case of an arm or wrist, we mainly measure the average
impedance of the skin and subcutaneous tissues. Only a small portion of the induced current flows
inside the arm being too small to give an informative response.
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Fig. 5.3 Planar coil at a distance from d from the eddy current loops shown in blue (a) and the

strength of the magnetic field (b) when the current in the coil is 40 mA, the number of windings is 2,
and the radius of the coil a and secondary loop are 10 mm.

Inductive coupling to eddy current loop in the body comes up with magnetic flux ®
which density B depends on the surface area A it passes, B = ®/A, and permeability
(magnetic conductivity) of the medium p.

B=uH = suH, (5.2)

where o is the magnetic field constant (o = 4m x 107® V s/A m) and y: is relative
permeability that shows how many times it is greater than or less than po. Permeability of
the body is near po (1. = po). However, the coil may employ a core with significantly higher
permeability (pr typically in the range of 20—2000) which allows concentrating magnetic
flux into the core.
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The conductor’s loop inductance L of the coil depends upon the permeability of the
space that the flux flows through and the geometry of the loop (e.g., number of turns N).

Two nearby loops influence each other by partial flux (coupling flux) y21. The magnitude
of the coupling flux depends upon the geometric dimensions of both conductor loops,
their positions to one another and the magnetic properties of the medium (e.g.,
permeability). The coupling of two loops is characterized by mutual inductance M as
shown in Fig. 5.4. Coupling flux Y21also depends on the angle between loop planes as it is
maximal when loops are parallel and minimal when loops are perpendicular.

(i), ¥ (i)

Fig. 5.4 Mutual inductance M21 by coupling two loops via partial coupling flux 2.

Similarly, there is also mutual inductance Mx.. Its dimension and unit are the same as
for inductance.

M =M, =M, (5.3)
Mutual inductance is a quantitative description of the flux coupling of two conductor
loops. The coupling coefficient k allows making a qualitative prediction about the coupling

of the conductor loops without their geometric dimensions (this information is contained
in inductances).

ke M (5.4)

Coupling factor k is always in the range of 0 to 1. Thus, one denotes the total coupling
when both loops have the same magnetic flux ®. Assuming a homogeneous magnetic
field, the coupling factor k between two loops centered on a common x-axis can be
calculated [132]:

a’b?

J@+b?) (\/(a2 +d2))3

k(d) ~ (5.5)
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The shape of coupling factor k graphs shown in Fig. 5.5a has substantial similarity to
magnetic field strength H in Fig. 5.3b. The radius of the excitation coil a is the same
(10 mm) and the smaller radius b of the eddy current loop varied from 1 to 5 mm.

The so-called skin effect of the induced current penetration depth has also been
considered a factor influencing the results. The depth of penetration decreases with
increasing frequency f and increasing conductivity o and magnetic permeability p.
The standard depth of penetration 6 is defined as the depth at which eddy current
intensity drops to 1/e (about 37%) of their surface density [133]:

6 = 1/ Y= f uo (5.6)

Fig. 5.5b illustrates the electromagnetic field penetration depth inside the living tissue.
Since the penetration depth is above 20 cm at 10 MHz, this influence has a low impact on
the human body below 10 MHz.
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Fig. 5.5 Changes of coupling factor k between two loops centered on a common x-axis of the coil
with eddy current loop shown in Fig. 5.3 in the case of changing its radius b (a) and electromagnetic
field penetration depth & inside the living tissue (b).

Fig. 5.5a illustrated the change of coupling factor k in a simplified case when two
circular loops centered on a common x-axis and radius b of the secondary loop varied from
1 to 5 mm, and k degrades almost proportionally. The reason is that magnetic flux ®
density B depends on the surface area A it passes, B = ®/A and the surface area is
proportional to the radius b. In addition, the coupling factor decreases sharply when the
distance increases by more than 5 mm. Since the tissue dimensions are spatial, these
results are approximate but still show that the induced currents remain weak due to a
small coupling factor in the small loop area, such as a wrist artery.

The magnetic flux concentration to the space of interest could increase the excitation
current and simplify the measurement of its response. Magnetic flux concentration in the
desired area depends on the shape of the excitation coil and the magnetic permeability
of the environment.

Fig. 5.6 illustrates the placement of the planar coils on the wrist.

The use of planar coils has the following disadvantages:

1) Since the magnetic field travels in two directions (Fig. 5.3a), the coupling in the

desired direction decreases and the results are affected by objects located in the
unwanted direction.
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2) The planar coil has a significant capacitance to the surface of the arm.
The capacitance of the coil shown in Fig. 5.7a is 17.1 pF (measurements were
carried out with a Keysight E4990A, simulating the hand surface with a copper
foil). Such a significant capacitance results in a parasitic capacitive current loop,
significantly affecting the measurement results.

(b)

Fig. 5.6 The magnetizing electric current i, causes a magnetic flux ®n of density directed
perpendicular to the coil into the wrist tissue. This magnetic flux creates an eddy current in the wrist
just below the planar coil, which weakens rapidly toward the depth of the wrist.

The effect of the opposite magnetic field can be reduced by ferrite in this direction
(Fig.5.7b). However, this also increases the self-capacitance of the coil nearly four times
since the relative permittivity &- of manganese-zinc ferrites such as PC200 is around 90
(see section 5.1.4 for more detail).

Two methods have been tested to reduce the influence of parasitic capacitance:

1) Moving the winding away from the surface of the hand, e.g., with a U-shaped
magnetic circuit or a rod-shaped magnetic circuit, Fig. 5.8.

2) Excitation of the coil with a differential circuit, which ensures the compensation of
capacitive currents in the symmetrical design. This approach has been applied in all
experiments with inductive excitation.
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(a) (b)

Fig. 5.7 A planar coil with 10 windings (a) and planar coil with a PC200 2 mm ferrite on the backside
(b).
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Fig. 5.8 Sensor coils with the U-shaped and short rod (I = 18 mm) ferrite cores, composed of 2 mm
PC 200 plates.

TOROIDAL COIL. An alternative for the concentration of magnetic flux in the desired
direction is using a circular (toroidal) magnetic core. A current passing a spiral coil
wound around it creates a magnetic flux along with the core (Fig. 5.9a). As a result,
an electromotive force perpendicularly to its opening is created. This phenomenon was
invented in 1831 by English physicist Michael Faraday, who discovered that a changing
magnetic field induces a voltage in a nearby wire (Faraday’s law of induction).

The induced electric current ii flows mainly through the blood vessels (radial and ulnar
arteries in the present (Fig. 5.10a) due to both the magnetic field’s directing and the
electrical conductivity of blood being several times higher than in the surrounding living
tissues. However, the situation in Fig. 5.9a and Fig. 5.10a is idealized: the induced
current ji can flow in a predetermined manner only when the electrical circuit is closed;
otherwise, uncertainty arises. Moreover, low relative permeability and uneven
distribution of windings on the core also lead to magnetic field scattering and uneven
distribution in the opening of the toroid.

A conductor

A magnetic core

(a)

Fig. 5.9 A toroid: alternating electrical current i, creates a magnetic flux with the density B in the
closed magnetic core, which in turn induces electrical current i; in the electrical conductor passing
through the opening of the toroidal core.

The magnetic toroidal core may be a flexible magnetic material, e.g., IRLO2 from TDK
Corporation. In photography, Fig. 5.10b incomplete toroidal core (open core) sensor
consisting of flexible magnetic core 2 and coil 4 is illustrated.
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The process is reversible, i.e., the current in the conductor induces a voltage in the coil.
However, the voltage, current and impedance relationships do not follow the formulas of
an ideal toroidal transformer for several reasons discussed in the following sections.

5.1.3 Impact of magnetic cores
The permeability of magnetic cores is limited to the frequency range required. The relative
permeability pr of flexible IRLO2 is around 25. As the number of turns N is in the range of
3 to 10, the coil covers only a short part of the toroidal core. As a result, the effect of
magnetic field concentration decays fast in the region beyond the coil. As the following
experiments have shown, the closed state of the toroid is therefore not very relevant, and
the magnetic field is concentrated near the coil. Unfortunately, stretching the winding
does not have a positive effect either since it decreases magnetic field coupling between
them (see Fig. 5.9b). Both a low pr and uneven distribution of windings on the core lead
to magnetic field scattering, which in turn is reflected in a lower coupling factor k between
the excitation coil and conducting material in the opening of the toroid.

The relative permeability of U-shaped and short rod ferrite cores made of PC200
ferrite from TDK Corporation, shown in Fig. 5.8, is 640. However, due to an open magnetic
circuit, the effective permeability of the sensor is nearly 40 times lower, as discussed below.

(b)

Fig. 5.10 Toroidal electromagnetic sensor on the wrist (a). In core 2, a magnetizing current ip, passing
through the winding (coil) 4 generates a magnetic flux 5, which induces an induced electric current
i, the value of which depends on the electrical resistance in the direction of the arm. Incomplete
(open) toroidal core sensor consisting of flexible magnetic core and coil (b).

The effective permeability is dependent on multiple factors: the relative permeability,
length and diameter of the core, as well as the size and position of the coil. The analytical
derivation of the relationship between the two permeability is cumbersome. In the case
of rod ferrite, an approximation from measurement results for the effective permeability
Ue is [134]

ot

He ™ 1+Df (ur_l) ,

(5.7)

where the demagnetization factor Dr depends on the core length-to-diameter ratio in the
range of from 2 to 20
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D, =0.37R** (5.8)

It follows that a core with a high permeability can perform similarly to a material with
moderate permeability, depending on the core length/diameter ratio. Since the given
equations do not consider the length of the coil and its position, a more exact value can
be obtained experimentally.

The inductance of the sensor with a U-shaped PC200 ferrite core with pr= 640 and
N =10 is around 5 pH. A similar air wound coil has an inductance of 0.31 pH, so the
effective permeability pe = 5/0.31 = 16.2, i.e., around 40 times less. The positive effect is
that tolerance for permeability also decreases.

In addition to the above, ferrite cores are also associated with losses, which increase
with frequency. At the same time, however, the wire resistance is reduced because the
number of turns decreases proportionally to the effective permeability. The wire resistance
consists of ohmic resistance and resistance due to the skin effect that increases with
frequency. Both wire resistance components can be calculated and found by measuring
the loss resistance of the air-wound coil. Measuring the loss resistance of the same coil
with ferrite core also allows the determination of loss resistance caused by it.

Conversion of the series resistance Rs of the coil to equivalent parallel resistance Rp
bases on the equality of impedances

+joL=—2— (5.9)

From here, equivalent parallel resistance Rpe reveals as

R, =Re((“’L)2‘j“’LJz G (5.10)
R R

The loss resistance caused by the ferrite core Ry is a difference of measured total loss
resistance Rrand loss resistance of air coil Ris converted to its parallel equivalent Risp with
(5.10)

S S

th Rlsp

Rp=—"—"+ (5.11)
P Rlsp - th

5.2 Excitation and Acquisition of the Response via Inductive Coupling
For a non-contact solution with inductive excitation, detecting impedance changes in the

excitation signal side would be desirable.

5.2.1 Impedance transformation via inductive coupling

In the present application, the inductive coupling can be viewed as a transformer, where
the impedance of the secondary side is manifested in a single-coil eddy current loop,
Fig. 5.11.
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(a)

Fig. 5.11 The inductive coupling as a transformer with a single turn secondary winding (a) where L,
and Ls are inductances of the primary and secondary sides. More detailed equivalent circuit (b),
where Ry, and Ry, are the series and parallel loss resistances, Z; the impedance connected to the
secondary winding, C, the capacitance in parallel with the primary coil, and Cysi, Cps2 Stray
capacitances between primary and secondary windings.

The coupling coefficient k allows making a qualitative prediction about the coupling of
the conductor loops without their geometric dimensions, and according to (5.4), it is
related to mutual inductance M as

M =kL, (5.12)

Omitting the influence of capacitances Cp, Cps1, Cpsz, and parallel loss resistance Rjp, the
effect of the impedance Zs in the secondary winding circuit on the primary impedance Z,"
can be expressed as [135]

@M ? @’k?L, L,

Z' =R, +joL +—————=R_+ joL_ + = (5.13)
P s+ 10k joL, +Z, » t 0L, joL,+Z,

where Lp and Ls are the inductances of the primary and secondary windings, respectively,
Rsp is the resistance of primary winding, and Zs is the impedance connected to the
secondary winding. Here the transformed part of the impedance is in series presentation.

When the influence of parallel components, the capacitance C,and loss resistance R are
involved too, Z, expresses

~ 1

7 = (5.14)
P 1 1 .

s+t——+]oC,

p Ip

The effect of stray capacitances Cps: and Cps2 has not been considered here. However,
these capacitances may significantly influence the Z, as discussed in the following
subsection. In a simplified approach, their effect expresses as a capacitance added to Cp.

The capacitance between the windings determines the Cp unless a capacitor is added
to produce the parallel resonance in the employed frequency range. The capacitance
between the windings can be affected by the dielectric constant of the ferrite core, which
can be high in manganese-zinc ferrites such as PC200. Measurement of the capacitance
with Keysight E4990A between copper films bonded to a 2 mm thick PC200 ferrite plate
showed a capacitance increase of 90 times at 1 MHz, i.e., &r = 90. One way to reduce the
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impact of high permittivity is to have an insulating layer between the coil and the core.
The 0.5 mm thick insulation reduced the effect of the core almost 16 times. Another
solution is using nickel-zinc ferrites as K1 from TDK Corporation, which gave &r = 10.
However, the permeability of K1-type ferrite is around ten times lower than that of PC200.

5.2.2 Finding mutual inductance and coupling factor

Expressing Z, would first require knowing the value of mutual inductance M or k.

The so-called self and leakage inductance test can be used to find it. Here inductance

measured at a winding when another winding is shorted is called the leakage inductance.
Describing the coupled windings according to Fig. 5.11a, the primary and secondary

voltages Vp and Vs are expressed:

V,=jo (ILL+ML); V,=jo(LL+M1) (5.15)

In the case of a shorted secondary circuit (Vs = 0), the current and voltage on the
primary side can be calculated by the relationships:

T
Ip:_ L ! Vp:JwIp(Lp_

S S

M2

) (5.16)

Then, in the case of a shorted secondary circuit, the inductance of the primary side equals:

M 2
L, =L, - 5 (5.17)

S

From here, the mutual inductance M and the coupling factor k based on equation (5.12)
are expressed:

M= /L(L, -L) (5.18)

L,
k= 1—L—Sh (5.19)

The following describes the test results with different sensor configurations.
Inductances were measured with a Keysight E4990A; the distance of the sensors from the
short turn was changed with a 0.05 mm resolution 3D coordinate table (except for the
sensor with toroidal core, where the positions of the short turn were determined with
holes in the foam).

Experiment 1. The results with a coil employing a toroidal core (Fig. 5.12a) and a long
short-circuit loop shown in Fig. 5.12b are presented in Fig 5.14a.
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Fig. 5.12 Sensor with toroidal flexible ferrite IRLO2, dmax = 64 mm, width 32 mm, L, =5.91 uH, N = 10
(a) and coupling loops (b). The diameter of the longer loop is 65mm. Smaller loop dimensions are
10 x 20 mm and 18 x 18 mm. 0.1 % precision resistors may also be added into loops.

Experiment 2. The results with a coil employing a toroidal U-shape core (Fig. 5.13a) and
a smaller shorting loop shown in Fig. 5.12b are presented in Fig 5.14. The measurement

results presented for U-shaped and rod-sensors are obtained with a shorting loop placed
in parallel with the end part of cores.

Short-circuit loop
(10 x 20 mm)

(a) (b)

Fig. 5.13 Sensor with U-shaped PC200 ferrite, length 36 mm, width 10 mm, L, = 5.60 uH (a) and test

setup for measurement of the coupling capacitance using a copper foil. The number of windings
N =10.

The measurement illustrated in Fig. 5.13b gives stray capacitance Cps 10.5 pF for the

U-shaped core, 17.1 pF for the planar coil and 3.0 pF for the rods with a coil placed 1 mm
from the edge.
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Fig. 5.14 Dependence of the coupling factor k on a distance for the sensor with the toroidal core
employing IRLO2 ferrite and U-shaped sensors employing PC200 ferrite with N =10 and N = 3 (a) and
for the different sensors with N =10 (b). All sensors in (b), except the first spiral coil, employ PC200
ferrite. Rods have lengths of 54, 33 and 18 mm, windings placed near the edge at a distance of
1 mm or in the middle.

CONCLUSIONS from the results presented in Fig. 5.14:

1) Coupling factor k of the sensor with toroidal core decays similarly to U-shaped
sensor, indicating that it differs significantly from the idealized toroidal
transformer. Both a low pr and uneven distribution of windings on the core lead to
magnetic field scattering. As a result, the magnetic flux density concentrates near
the coil and does not depend much on distal parts of the core, i.e., the closing of
the core has a marginal effect. The experiment showed that shortening the core
by half decreases the sensor's inductance by only 1%.

2) Thedifference in coupling factors of U-shaped coils with 10 and 3 windings is below
11%.

3) The highest coupling factors are obtained with the spiral coil backed with a ferrite
and longer rods when the coil is placed near the edge. Placing the same long rod
coil in the middle part drops k over two times.

Since the obtained coupling factors depend on dimensions and angles of primary and
secondary loops, they are indicative and only suitable for a relative comparison of sensors.
In addition, the accuracy of the self and leakage inductance test in a situation with one
secondary turn is limited.

5.2.3 Impedance transformation and sensitivity

In an ideal transformer, the impedance is transformed by the square of the winding ratio.
Considering that the number of secondary windings is one, the transformed ideal primary
impedance Zy = N? Zs. In the case when coupling factor k < 1, loss resistances and
capacitive elements are involved, the impedance transformation depends on the more
complex relationships (5.12)—(5.14).

Moreover, when a relative change of the primary impedance dZ,/dZs is of interest, the
influence of N is not straightforward, especially when considering the impact of separate
components of the secondary impedance (Rint, Rex;, Q, ). Increasing N increases both the
transformed secondary impedance and impedance of the primary winding in (5.13), thus
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compensating for relative changes. Furthermore, the impact of Cyis higher since it affects
the primary side directly, but the low coupling factor k weakens the influence of secondary
impedance significantly.

The relative transferred impedance changes analysis is based on (5.14). A 1% change
is given to the different secondary impedance Zs components, and the corresponding
change in primary side impedance Z, in ppm is calculated as a normalized sensitivity
Sn=dZp/dZs. In addition, the influence of the change of the capacitance C, may be
involved, and the simultaneous changes in values of two chosen components are possible.

The base values of Zs components are optional. However, the following examples use
the average values of the previously found forearm tissue’s three-element model
(see Table 4.1): Rint = 84 Q, Rext = 49.4 Q, Q=38.4 S5, o = 0.72. The loss resistances Rsp
and Ry are found with measurements and relationships (5.9)—(5.11). The inductance L, and
the sensor’s self-capacitance are measured with Keysight E4990A Impedance Analyzer.

Fig. 5.15 illustrates the relative change of the primary impedance magnitude and
phase when Rint decreases by 1% from its base value for U-shaped sensor with N = 10,
Lp=5.74 pH, Cp = 2.2 pF in the frequency range 1 to 10 MHz. The relative change of | Z|
and phase increases with frequency and k up to 100 ppm and 6 E-3°. However, at k= 0.3,
only 8.6 ppm and 6 E-4° remain.

When Rext decreases by 1 % in similar conditions and k = 0.3, the relative change of
|Zp|=13.6 ppm and -0.003° at 10 MHz.

Fig. 5.16 illustrates the relative change of the primary impedance magnitude and
phase when Q decreases by 1 %. In this case, the maximum relative change of | Z,|varies
in the range of 10 ppm to - 40 ppm and is zero at a frequency around 5.7 MHz. The phase
change reaches 6 E-3° at 10 MHz. At k = 0.3, the phase change decreases to 5.3 E-4°.

ENESERNN
AP, deg. x 10 A0

Fig. 5.15 Normalized relative change of the primary impedance d|Z,| (a) and phase dPh, of the
U-shaped sensor with N = 10 in the case of 1% change of the secondary impedance element R, with
a base value of 84 Q. 2D projections of 3D plots provide additional information.
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Fig. 5.16 Normalized relative change of the primary impedance d|Z,| (a) and phase dPh, of the
U-shaped sensor with N = 10 in the case of 1% change of the secondary impedance element Q with a
base value of 38.4S s and a =0.72. 2D projections of 3D plots provide additional information.

Magnitude, Re and Im changes are in ppm and phase changes in degrees multiplied by
1 E4. In Table 5.1, normalized sensitivity S»= dZ,/dZs is shown at the highest frequency of
10 MHz for some typical situations. Maximum sensitivity typically corresponds to the
highest frequency, except for Re for Rext and Q, where it is located at frequencies between
2.7 MHz to 3.6 MHz for the sensors with ten windings and between 4.5 MHz to 5.2 MHz
for the sensors with three windings.

Table 5.1. Normalized sensitivity S, in ppm, and degrees multiplied by 10000 at 10 MHz against
changes of secondary impedance components Rin, Rext and Q values for the U-shaped sensors with
10 and 3 windings.

Rint Rext Q

Conditions Sizi |Sph [Sre |Sim |Siz| |Seh |Sre |Sim [Sizi [Sph [Sre |Sim
U-10w,k=0.3 | 8.6| 59| 87| 7.2| 14| 29| 380| 20| 4.3| 53| 65| 5.5
U-3w, k=0.3 9.1| 5.2|221| 8.7| 8.7| 29|1150| 11| 3.3| 5.3| 211| 3.7
U-10w, k=0.5 | 24.0|16.1| 221|20.0| 36.1| 81(2110| 56|11.6|14.7| 365|15.3
U-3w, k=0.5 | 25.4|14.3| 482|24.1|22.4| 79|2510| 30| 8.9|14.6| 460|10.3

Analysis of the results indicates that the real part of the impedance’s sensitivity is
significantly higher compared to other presentations. However, since the result depends
on the confluence of several components in practice, no definitive conclusions can be
drawn from these results. Fig. 5.17 shows examples of the interaction of two and three
elements of the model with k=0.3.

The impact of the 0.5 pF Cp change isillustrated in Fig. 5.18. It almost completely masks
the effect of Rinrand significantly affects the effect of Rex, with zero sensitivity at some
frequency.
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Fig. 5.17 The dependence of normalized sensitivity based on impedance real component change of
U-shaped sensor with N = 3 in the case of changes of two model elements, Ri,: and Q (a) and three
elements, Rint, Rext, and Q (b). All model elements changed by 1% from their base values in the same
decaying direction.
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Fig. 5.18 The dependence of normalized sensitivity based on impedance real component change of
U-shaped sensor with N = 3 in the case of changes of elements, C, and Ry (a) and Cp, Rex: (b). Cp
changed by 0.5 pF and Rint, Rext by 1% from their base values in the same decaying direction.

The sensitivity also depends on the base value of the secondary side impedance.
Fig. 5.19 illustrates that dependence for the 1% change of the secondary resistance Rs.
Since the sensitivity decreases almost linearly with the increase of base value, it is evident
that the model elements with lower impedance magnitude dominate in the total result.
There are no other model components involved in this case for clarity.

Considering that the resolution of the 16-bit A/D converter corresponds to 15.26 ppm
of the full scale and at least 20 points are required for the waveform presentation,
300 ppm is the limit of sensor sensitivity. Because of the lower effective resolution of the
A/D converter and additional noises in the measurement circuitry, the sensitivity limit
rises around four times, i.e., to 1200 ppm. Only a few values in the Table 5.1 meet this
requirement. The given estimate assumes that the base value of the response signal is
close to the % of the full scale of the A / D converter and its peak values are near it.
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Fig. 5.19 The dependence of normalized impedance magnitude (a) and phase (b) sensitivity on the
base value of secondary resistance Rs employing a U-shaped sensor with N = 3, in the case of Rs 1%
changes at frequencies 1 MHz, 5 MHz and 10 Mhz.

CONCLUSIONS from the sensitivity analysis using the base values of model elements

given at the beginning of the section:

1) The changes in the model elements have the highest impact on the real part of
the input impedance. However, it is unsuitable for directly detecting changes
since only the waveform’s amplitude and phase are directly observable.

2) The lower number of turns of the sensor gives the higher sensitivity in the real
part. However, the trackable differences in amplitude and phase are slight and
sometimes with opposite signs.

3) The effect of Rex: is significantly higher than other elements of the model (mainly
caused by its lower base value).

4) Arelatively small change in the input capacitance C, significantly affects the overall
result.

5) As a rule, the sensitivity increases with frequency, but the model components’
combined effect can also be maximal and zero at intermediate frequencies.

There are several possibilities for increasing sensitivity. First, using resonance. In this
case, the reactive resistances are equal and compensating, leaving a real component
with increased detection sensitivity. Second, by difference measurement as discussed
in chapter 3. However, it is much more complicated here because of the need for
high-frequency base value compensation in real-time. The gradiometer method provides
a similar effect by suppressing the excitation signal on the sensing input. However,
although the dynamic range increases when amplifying lesser residual signals, it does not
increase the SNR of the transformed impedance change.

Other possibilities are using the amplitude modulation detector circuitry or processing
a modulation after down-conversion. However, these are quite different approaches that
have not been investigated in the present work.

5.2.4 Detection of the impedance change with a resonance circuit
In resonance, the reactive resistances are equal and compensating, leaving a real
component with increased detection sensitivity, as discussed in the previous section.

In resonance, the real component also equals the magnitude of the impedance that
depends on a quality factor Qr
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Q =Z—; Z,= . (5.20)
0

p

where L is the coil's inductance, G, is the capacitance, and Ry is the resistance in parallel.
In an initial condition (without the secondary side's influence), a Cy’s capacitanceis a sum
of the self-capacitance of the coil Cp., the capacitance of the added capacitor C, and Ry is
atotal parallel loss resistance representing the losses of the coil, core and added capacitor.
Fig. 5.20 and Fig. 5.21 show the magnitude curves and Qrvalues of the resonant circuits
obtained experimentally with two U-shaped sensors used in previous non-resonance
experiments. The sources of losses and their conversion method to equivalent parallel loss
resistance are the same as discussed in the previous section, except for the added
capacitor losses that are relevant above several MHz.
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Fig. 5.20 Impedances, Q; factors (in greyed boxes) with corresponding capacitances of six resonant
circuits. The coil has 10 windings with a PC200 ferrite core.
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Fig. 5.21 Impedances, Q; factors (in greyed boxes) with corresponding capacitances of three resonant
circuits. The coil has 3 windings with a PC200 ferrite core.
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The 0.8 mm copper wire and capacitors with the highest available Q factor (Murata
GCM, GRM, GRT series) are used, except 240 pF in Fig. 5.20. PC200 ferrite provides low
losses up to 10 MHz.

Itis evident that the largest impedances of the resonance do not coincide with the most
significant Qr factors. This is because the equivalent parallel loss resistance determines the
magnitude of the impedance, but the Qr factor also depends on the ratio of L and C.
In addition, the transformation of a serial loss resistance into an equivalent parallel loss
resistance according to (5.10) and (5.11) depends on the inductance and frequency.

The transformed impedance reduces the initial impedance when the sensor is placed
near the body. Firstly, because of transformed impedance, which reduces the parallel
resistance of the resonant circuit and changes the reactive part that also slightly shifts
resonance frequency. Intuitively, a higher initial impedance of the resonant circuit can be
expected to provide higher sensitivity, but in practice, the situation is more complex.
An important factor is the effect of stray capacitance between the body and the coil, which
significantly affects the frequency of resonance.

Fig. 5.22aillustrates the dependence of the normalized sensitivity on Rint, Rext and Q
for the resonance sensors with 10 and 3 windings. Fig. 5.22b shows the dependence of
the normalized sensitivity on the change of the Cp by 0.1 pF and its summary change with
Rext for the resonance sensors with 3 and 1 windings. Base values of components are the
same as in previous examples without resonance; Cp values are 605 pF, 2.2 nF and 10 nF
for sensors with 10, 3, and 1 windings, respectively.
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Fig. 5.22 The dependence of the normalized sensitivity on Rint, Rext, and Q for the resonance sensors
with 10 and 3 windings (a) and the change of the C, by 0.1 pF and its summary change with Rex: for
the resonance sensors with 3 and 1 windings (b).

CONCLUSIONS from the sensitivity analysis with resonance sensors:

1) The normalized sensitivity based on the impedance magnitude changes is similar
to real part changes of non-resonance sensors.

2) Arelatively small change in the input capacitance C, affects the overall result more
than in the case of non-resonance sensors. The sensitivity dependence may also
have zero sensitivity at a frequency close to maximal sensitivity. Moreover, the
frequency of zero phases may not match the frequency of maximal sensitivity.
As a result, minimizing the impact of stray capacitance below 0.2 pF is crucial.
Otherwise, the obtained impedance changes may depend mainly on stray
capacitance, and following the frequency of maximum sensitivity is complicated.
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5.3 Experimental Results with U-shaped and Rod Sensors

5.3.1 Detection of the impedance change with a U-shaped sensor

Experiment 3. The sensitivity test results employing a U-shaped ferrite core (Fig. 5.8a) and
18 x 18 mm coupling loops shown in Fig. 5.12b are presented in Table 5.2. The coupling
loop in the plane of one end of the U-shaped sensor with the exchange of 50 Q and 10 Q
resistors provides an 80% change in the secondary resistance Rs. Such a more significant
change was necessary because otherwise, unwanted factors would have exceeded the
accuracy of measuring changes in primary side impedance. The main factors influencing
the measurement accuracy here are the accuracy of the dimensions and arrangement of
the coupling loops, the accuracy of the measuring instrument (E4990A) in the given range,
as well as the temperature drift of the sensor impedance. The temperature drift of the
PC200 ferrite permeability is around 0.1% per degree. The inductivities of sensors are
5.19 uH, 527 nH and 83 nH for N =10, N =3 and N =1, respectively.

Table 5.2 Measured and calculated primary impedance magnitude and phase changes at 3MHz and
10 MHz on secondary resistance Rs change from 50 Q to 10 Q (80 %).

d|Zs|, % d|Phy|,degree k
3 MHz 10 MHz | 3 MHz 10 MHz
Measured, N = 10 -0.081 -0.56 -0.40 -1.40 0.274

Calculated, N=10 -0.043 -0.58 -0.27 -0.90
Measured, N =3 -0.060 -0.67 -0.31 -0.94 0.267
Calculated, N=3 -0.040 -0.45 -0.25 -0.77
Measured, N =1 0.001 -0.61 -0.26 -0.74 0.242
Calculated, N=1 -0.035 -0.35 -0.20 -0.63

Despite the 80% change of the secondary resistance, its transferred impedance change
is reliably detectable only at 10 MHz. However, the change in impedance magnitude
normalized to 1% remains small: 44—84 ppm, which is below the analyzer’s sensitivity
limit.

Experiment 4. A parallel resonant circuit with a coil employing a toroidal U-shape core
(Fig. 5.8a) and 18 x 18 mm coupling loops shown in Fig. 5.12b are presented in Table 5.3.
The capacitor Cp is added for resonance at frequency f.. The coupling loop in the plane of
one end of the U-shaped sensor with the exchange of resistors 50 Q to 10 Q or 100 Q to
50 Q provides an 80 % or 50 % change in the secondary resistance Rs.

In the resonance situation, the impedance change transformed to the primary side is
around 60 times larger for the Rs change from 50 Q to 10 Q, resulting in 5600 ppm
normalized sensitivity for the sensor with N = 3. Rs change from 100 Q to 50 Q provides
normalized sensitivity of 1500 ppm.

The differences in measured and calculated sensitivities are caused by inaccuracies in
determinations of parameters Ly, Ls, k, Rsp, Rip Cp (see Fig. 5.11) and measurement errors.
The slightly lower sensitivity of a single-coil sensor is due to higher core losses at 5.5 MHz
and the lower coupling factor because it did not form a complete turn. However,
significantly lower sensitivity to parasitic capacities remains a positive feature, as the fixed
capacitance is almost five times higher than with three winding sensors. Increasing the
capacitance with a coil of just over one turn would probably give the best result.
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Table 5.3 Measured and calculated primary impedance magnitude changes at resonance frequency
on secondary resistance Rs change from 50 Q to 10 Q (80 %) and from 100 Q to 50 Q (50%).

d| 2z, % Cp, NF | fr, MHz k

dRs s0-10) | dRs (100-50)

Measured, N = 10 -39.2 -6.17 0.60 2.855 0.274
Calculated, N=10 -39.2 -8.08

Measured, N =3 -45.2 -12.2 2.20 4.624 0.267
Calculated, N=3 -45.5 -10.5

Measured, N =1 -34.9 -7.76 | 10.00 5.507 0.242
Calculated, N=1 -34.4 -6.67

As all differences are minor, the agreement between the calculations and the
measurements can be considered good.

5.3.2 Experimental pulse sensing results with a rod-shaped sensor

Given the factors discussed in the previous subsection, the changes in the signal amplitude
caused by cardiac activity were detected employing developed CIA with a PC200 ferrite
core sensor with a coil of 1.8 (not full 2) turns. The 54 mm long rod core was chosen for
the high coupling factor (see Fig. 5.14b) and the convenience of locating the artery on the
left wrist. Windings were placed 2 mm from the sensor’s edge to minimize the stray
capacitance’s impact, slightly decreasing the coupling factor (k = 0.37). The coil with
Lp = 197 nH and the capacitor with C, = 10 nF forms a parallel resonant circuit with Q =110
and the magnitude of the impedance |Z|=488 Q at the resonant frequency of 3.5058 MHz
in the initial condition. Fig. 5.23 illustrates the measured magnitude and phase curves at
different secondary resistance Rsin an 18 x 18 mm test loop.
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Fig. 5.23 Magnitude (a) and phase (b) changes of the rod-shaped sensor impedance with two
windings for the open secondary loop and 50 Q, 10 Q secondary resistance Rs. Phase curves are
zoomed out near zero phase crossing, where the circles denote the phases at frequencies
corresponding to the maximum impedance magnitude.

The measured d|Z,| is 50.4%, which is higher in comparison with other cases provided
in Table 5.3. However, the coupling factor k of the sensor with a long rod is also higher.
The measurement results also indicate that the impedance magnitudes maxima do not
coincide with a zero phase and the differences depend on the value of the secondary
resistance. The phase difference described arises from the asymmetry of the loss
resistance in the capacitance and inductance parts of the resonant circuit. Due to this
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situation, it becomes difficult to monitor the impedance maxima (because it cannot be
decided based on phase zero). Another related fact is that a change in the secondary
circuit impedance produces a change in phase that depends on which side of the phase
zero it is. In practice, the situation is even more complex since the secondary impedance
is not purely resistive.

Fig. 5.24 to Fig. 5.26 illustrate the results obtained with a rod-shaped sensor.
The sensor coil was excited with a 0.4 V signal at the expected resonance frequency, and
the change of the response current was monitored. The current (minimal at resonance)
was amplified and converted to voltage with a TIA (as shown in Fig. 4.16) and digitized
with a 16-bit A/D converter of the CIA. The shape of the current waveform is mirrored in
comparison with the impedance change. It can be converted to impedance, but as the
relationship between the excitation voltage and the response current depends
significantly on the actual coupling factor of the inductive sensor, it is still applicable only
for the presentation of relative changes. As explained in the previous sections, the real
coupling factor depends on many hard-to-determine variables. However, it is not
necessary when only relative changes and the shape of the curve are of interest.

Fig. 5.24 illustrates unfiltered response current magnitude and phase changes caused
by the cardiac activity of the artery on the left wrist. The steps in Fig. 5.24a correspond
LSB of the 16-bit A/D converter. Around 50% of the full-scale is in use in the current case.
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Fig. 5.24 Raw magnitude (a) and phase (b) changes of the response current caused by the cardiac
activity of the artery on the left wrist obtained with the rod-shaped sensor.
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Fig. 5.25 Filtered and normalized magnitude (a) of the response current shown in Fig. 5.24a and its
magnitude spectrum (b).
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Fig. 5.25a shows the normalized and filtered by 8-point half-width moving-average FIR
filter curve of the same signal and Fig. 5.25b shows its magnitude spectrum. The peak
value in the spectrum corresponds to the pulse rate of 66.7 beats per minute (BPM).
Fig. 5.26a shows the normalized and filtered curve of changes caused by the cardiac
activity of the artery on the left wrist, and Fig. 5.26b shows its magnitude spectrum
obtained in the second experiment.
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Fig. 5.26 Filtered and normalized magnitude (a) of the response current and its magnitude spectrum
(b) caused by the cardiac activity of the artery on the left wrist.

In the second experiment, the mean value of the response current was 1.02 mA, which
corresponds to 70 % of the full scale; also, its relative change is around three times higher.
The peak value in the spectrum corresponds to the pulse rate of 67.1 BPM.

CONCLUSIONS. Experiments have proved that cardiac activity-related signals are
detectable with an induction sensor near the artery on the left wrist. However, the signals
were obtained only at one of the carefully searched locations of the sensor when finding
the appropriate measurement frequency with an accuracy of near 1 kHz at the same time.
As the signals found were also noisy and close to the sensitivity limit, the possibility of
practical use of such a solution remains highly questionable.

Even when using resonance, the significant baseline value of the measured signal,
which was around 1 mA in the described experiment, remains a problem because the
amplitude of the change was only 8-30 LSB of the A/D converter. Increasing the initial
impedance of the resonant circuit reduces the baseline value, which allows an increase in
the sensitivity and improves the SNR related to A/D conversion. For example, choosing a
3-winding sensor with a C, capacitance of 2.2 nF (see Fig. 5.21) would give a nearly
four-fold lower current value and a possibility to increase the signal’s absolute change by
increasing the TIA gain four times. However, such a solution for increasing sensitivity has
several drawbacks. The overall SNR remains almost the same but most likely decreases
due to higher signal source (resonant circuit) resistance and TIA gain. Secondly, a higher
Q factor of the resonant circuit complicates following the impedance maximum. However,
the most significant disadvantage is the almost 5-fold lower C, value, which makes the
sensor too sensitive to changes in stray capacitances. Thus, it remains unclear whether
the signal’s changes are related to inductive coupling or changes in capacitances.
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5.4 Toroidal Sensor with a Closing Loop of the Induced Current

5.4.1 Measurement strategy
Fig 5.27 illustrates the measurement strategy with a toroidal sensor introduced in sections
5.1.2 and 5.1.3. Two additional electrodes close the induced current loop and are also
used for current measurement.

@\Connecﬁon

between electrodes

Electrodes

Dielectric layer

2

(a) (b)

Radial artery
Bone
Muscle

Coil
Magnetic core

Fig. 5.27 The induced current i; closed by a wire connecting the additionally introduced electrodes
(a) and a model used for computer simulation (b).

It is assumed that in this situation, the induced current flows mainly through the radial
artery, as illustrated with FEM modeling results in Fig. 5.28.

freq(1)=10 MHz Slice: Current density norm (A/m2)
freq(1)=10 MHz
Slice: Magnetic flux density norm (T) 300

(a) (b)
Fig. 5.28 Simulation results: (a) - distribution of the magnetic flux density and (b) — distribution of

the induced current density; the highest current density is inside the blood vessel (radial artery).

Fig 5.29 shows an experimental measurement setup.
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Fig. 5.29 A photograph of the experimental measurement setup containing the following
components: 6 — toroidal magnetic system, 13 and 15 — electrodes for closing the induced current
loop, 15 — the closing wire, 16 — CIA containing measurement, signal processing and data
communication components.

5.4.2 Experimental results obtained with the local closing loop method

The following are the results obtained by measuring the induced current with electrodes,
as illustrated in Fig. 5.27 and Fig. 5.29. In Fig. 5.30, the normalized waveform of the
response current corresponding to cardiac activity is shown for the closed toroidal core
with a cross-section of 2 x 30 mm. The coil is excited differentially, providing double
maximum amplitude at the same supply voltage and reducing stray capacitance influence
between the body and CIA.

Current change, A
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Fig. 5.30 Response current change corresponding to cardiac activity. Core: toroidal flexible TDK Flex
IRLO2, 2 mm thick and 30 mm wide, closed ring. The number of coil windings N = 10, the diameter of
wire d = 0.5 mm, winding width 12 mm, inductance 5.68 uH. Differential excitation voltage Vex. 4=2V,
lexc = 23.1 mA at frequency 4 MHz. Mean value of measured response current in the forearm: 927 LA.
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The shape of the current waveform is mirrored in comparison with the impedance
change. However, its conversion to the impedance is not necessary when only relative
changes and the shape of the curve are of interest (see explanation in section 5.1.9).
Fig. 5.32 shows the waveform of the response current with a modified core cross-section
of the sensor’s core; it is two times narrower and two times thicker. The mean value of
the response current increased, but its change remained almost the same, i.e., the relative
sensitivity of the sensor decreased.

Fig. 5.33 shows the waveform of the response current detected with a shortened to
1/3 of the full-length core depicted in Fig. 5.31. The cross-section dimensions are the same
as in the previous case. The relative sensitivity of the sensor is the lowest.
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Fig. 5.31 Shortened to 1/3 of the full-length ferrite core with a coil.
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Fig. 5.32 Response current change corresponding to cardiac activity. Core: toroidal flexible TDK Flex
IRLO2, 4 mm thick and 15 mm wide, closed ring. The number of coil windings 10, the diameter of wire
d = 0.5 mm, winding width 12 mm, inductance 4.46 uH. Differential excitation voltage Vex. 4= 2V,
frequency 4 MHz. Mean value of measured response current in the wrist: 1.74 mA.
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Fig. 5.33 Response current change corresponding to cardiac activity Core: toroidal flexible TDK Flex
IRLO2, 4 mm thick and 15 mm wide, shortened to 7 cm (see Fig. 5.31). The number of coil windings
10, the diameter of wire d = 0.5 mm, winding width 12 mm, inductance 4.33 uH. Differential
excitation voltage Vexc a= 2 V, frequency 4 MHz. Mean value of measured response current in the
wrist: 1.5 mA.

CONCLUSIONS. Experiments have proved that an induction sensor with an additional
current closing loop detects cardiac activity-related signals on a forearm. The advantage
in comparison with the reflected impedance change detection is lesser dependence on
the positioning of the sensor and no need for searching for a sensitivity maximum.
Experiments also proved that closing the ferrite core is not required since the magnetic
flux density concentrates near and does not depend considerably on distal parts of the
core. However, the signals were still close to the sensitivity limit, and the sensor had large
dimensions. Moreover, there is a relatively large capacitance of around 16 pF between
the coil and forearm (measured against the copper foil of 40 x 70 mm with E4990A).
The differential excitation of the coil reduces the influence of capacitive coupling.
However, the asymmetry of the design (CIA location on one side of the sensor) decreases
its efficiency. Thus, the influence of capacitive coupling remains unclear and needs further
investigation.

5.5 Summary of Chapter

The chapter focuses on magnetic induction-based measurement of electrical
bioimpedance variations.

The first part of the chapter describes different methods and types of inductive
sensors, including sensors with solenoidal, planar and toroidal coils and the fundamental
relationships determining the parameters of inductive coupling in the case of interaction
with a body. The dependences of the coupling factor on the distance and surface area of
the secondary eddy current loop are illustrated. The magnetic flux concentration to the
space of interest could increase the excitation current and simplify the measurement of
its response. The impact of magnetic cores and their parameters, such as effective
permeability and permittivity, are discussed and illustrated.

The second part of the chapter focuses on analyzing impedance transformation via
inductive coupling. Experimentally measured coupling factors and their dependence on a
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distance are compared for different sensor designs. It is found that the coupling factor of
the sensor with toroidal core decays similarly to the U-shaped sensor, indicating that it
differs significantly from the idealized toroidal transformer. It is also shown that in the
case of a similar sensor design, the inductive coupling factor does not depend considerably
on the number of windings. Next, the comprehensive analysis of the normalized sensitivity
of different sensors in the non-resonant and resonant operating modes is given, and the
following conclusions are drawn:

1) The impedance magnitude and phase changes detection sensitivity are
significantly higher in resonant mode (over 60 times in given conditions) than in
the non-resonant mode of operation.

2) The sensitivity of impedance change detection does not depend considerably on
the number of windings N of the sensor coil.

3) A relatively small change (below one pF) in the input capacitance C, significantly
affects the overall result since it affects the primary side directly, but the low
inductive coupling factor weakens the influence of secondary impedance by the
squared rule.

4) As the sensitivity does not depend considerably on N, setting it to 1 or 2 reduces
the influence of G, change since its base value increases. However, this also causes
a lower initial maximum magnitude of the impedance, increasing the base value
of the detected signal (current in the case of voltage excitation) and limiting the
measurement sensitivity.

5) The initial value of the sensitivity depends on serial and parallel loss resistances
and the initial magnitude of the secondary impedance. It increases almost
proportionally when this initial value decreases, thus, suppressing the influence
of changes in model elements with higher impedance.

The third part of the chapter provides the results of the experimental measurements
with different U-shaped and rod sensors and their comparison with calculated values
showing their good matching. Experiments with the rod sensor having two windings have
proved that cardiac activity-related signals are detectable with such an induction sensor
near the artery on the left wrist. However, the signals were obtained only at one of the
carefully searched locations of the sensor when finding the appropriate measurement
frequency with an accuracy of near 1 kHz at the same time. As the signals found were also
noisy and close to the sensitivity limit, the possibility of practical use of such a solution
remains highly questionable. The sensitivity can be increased to some extent with more
windings; however, minimization of the capacitive coupling becomes crucial in this case,
and no good solution has been found for that during current research work.

The fourth part of the chapter presents a novel solution of the induction sensor with
the flexible ferrite toroidal core employing additional electrodes closing the loop of
induced current. Experiments proved that such a sensor detects cardiac activity-related
signals on a forearm. An advantage in comparison with the reflected impedance change
detection is lesser dependence on the positioning of the sensor and no need for searching
for a sensitivity maximum. However, the signals were still close to the sensitivity limit, and
the sensor had large dimensions. Moreover, there is a relatively large capacitance (around
16 pF) between the coil and forearm. The differential excitation of the coil reduces the
influence of capacitive coupling. However, the asymmetry of the design (CIA location on
one side of the sensor) decreases its efficiency. Thus, the influence of capacitive coupling
remains unclear and needs further investigation.
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6 Conclusions

The current thesis focused on the methods and solutions for detecting the changes in
body tissue state using electromagnetic interaction. The highest interest and practical
application was the observation of activities of the cardiovascular system. The changes in
tissue properties caused by cardio-pulmonary activity are tiny. Therefore, reliable results
may be obtained only with proper methods, a carefully designed measurement setup and
a good relationship between the tissue and its electrical equivalent circuit model.
Methods covered are based on electromagnetic waves, resistive, capacitive, and
inductive coupling. Based on the results of the work, the following conclusions were

drawn:
1.

UWB radar is proved to be helpful for contactless long-term cardio-pulmonary
activity monitoring with good results in well-prepared rooms for that purpose,
e.g., in the hospital ward. Examples of the use of UWB radar are long-term
monitoring of obstructive sleep apnoea, cardiac monitoring (including severe
burns when contact electrodes cannot be used), respiratory monitoring and
sudden infant death syndrome monitoring. Experiments on the determination of
boundary layers in tissue to detect hematomas were unsuccessful because of the
high attenuation of ultra-short impulses required for high spatial resolution.
The study of the background of electrical bioimpedance (EBI) measurement on
the human body reveals that considering the dependence of measurement
results on selecting an adequate electrical model, the surrounding environment
and selected measurement solution are insufficient in many previous works.
A compact battery-powered wireless analyzer capable of the highest possible
resolution and accuracy impedance measurement in the 10 MHz range is
required to determine EBI model parameters in the B-dispersion area. Moreover,
a two-electrode measurement scheme with a voltage excitation has essential
advantages compared to a four-electrode method employing current-source
excitation. However, in the cases where only the EBI changes at lower
frequencies (below 100 kHz) mainly related to the resistive part of the impedance
are of interest, a four-electrode circuit with a current excitation allows for
building simpler and low-power devices.

Developed enhanced patent-pending measurement solution for monitoring EBI
changes on a wrist with Ag/AgCl electrodes at 120 kHz demonstrates a wearable
low-energy device with minimized hardware requirements and computational
power to the lowest level. The method uses the running differences of the
response signal in that the output signal is the derivative as the measure of EBI
change. Integration of the derivative also provides the original EBI signal change
waveform.

Tests and practical experiments prove that the developed compact impedance
analyzer (CIA) shows exceptional performance comparable with high-end
commercial ones with significantly larger dimensions, complexity and price and
allows minimization of the influence of the stray capacitance.

The experiments with large capacitive electrodes employing the CIA allowed
determining the forearm model parameters and evaluating their weight at
different frequencies. Analysis of the measurement results shows that the effect
of the cell membrane capacitances of the forearm tissue is considerable only at
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frequencies above 100 kHz, and extracellular and intracellular conductivities
mask it; thus, the possibility of monitoring its changes remains questionable.
Experiments also show that the impedance changes related to cardiovascular
activity measured between large capacitive electrodes on a wrist remain below
0.1%. Although the pulse rate is obtainable, the signal is near the sensitivity limit
of the 16-bit analyzer and still influenced by motion artifacts mostly related to
changes in stray capacitances above 1 MHz, while below 1 MHz, the sensitivity
of such sensors is insufficient due to the increased impedance of capacitive
electrodes. Increased sensitivity will not improve the situation, as it does not
reduce the impact of artifacts.

5. The analysis of properties of different designs of inductive sensors and
experiments employing the developed CIA allowed determining the feasibility of
using magnetic coupling for monitoring cardio-vascular activity on the forearm.
Sensors with magnetic cores were mainly considered assuming minimization of
dimensions of sensors and the possibility of concentration of the magnetic flux
in the desired location. The analysis that matches well with experimental data
allows finding optimal parameters of sensors for better sensitivity and
determining the influence of model elements on the total results.

Only the sensors working in the resonant mode provided sufficient sensitivity for
detecting transformed to primary side impedance magnitude and phase changes.
However, the signals were obtained only at one of the carefully searched
locations of the sensor when finding the appropriate measurement frequency
with an accuracy of near 1 kHz at the same time. The sensitivity can be increased
to some extent with more windings; however, minimization of the capacitive
coupling becomes crucial in this case.

Also, a novel solution of the induction sensor with the flexible ferrite toroidal
core employing additional electrodes closing the loop of induced current was
designed. However, the signals were also close to the sensitivity limit, and the
sensor had large dimensions. Moreover, there is a relatively large capacitance
(around 16 pF) between the coil and forearm. While partly compensated by
differential excitation, its influence is still unclear.

6.1 General Conclusions and Directions for Further Research

Impedance changes are reasonable to measure where they occur — for example,
heart-related changes in a circuit loop passing the heart area rather than on a forearm or
wrist.

Too tiny relative changes in the impedance of body parts away from the chest and
factors disturbing the measurements, mainly the influence of stray capacitances and
movement of the body and its inner parts, make it questionable to monitor the
cardiovascular activity by changes of EBI waveform reliably. Respiratory-related EBI
changes are probably undetectable in the forearm, as not observed in the case of the
minimized influence of stray capacitances.

Two main factors limiting the efficiency of sensors with inductive coupling are: 1) a low
coupling factor with inner tissue layers and blood vessels and 2) the influence of stray
capacitances. Addressing these bottlenecks, for example, by efficient sensor shielding,
could be the subject of further research.
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Abstract

Detection of Changes in Tissue State with the Aid of
Electromagnetic Interaction

The thesis focused on the methods and solutions for detecting the changes in body tissue
state using electromagnetic interaction. The highest interest and practical application was
the observation of activities of the cardiovascular and respiratory systems. The changes in
tissue electrical properties caused by cardio-pulmonary activity are tiny. The presence of
external disturbances, movement of body parts and the influence of parasitic circuit
elements make measurements even more complicated. Therefore, reliable results may be
obtained only with proper methods, a carefully designed measurement setup, and a good
relationship between the tissue and its electrical equivalent circuit model. Methods
covered are based on electromagnetic waves, resistive, capacitive, and inductive coupling.
The thesis introduces analysis, simulation, and experimental results obtained with
developed devices and sensors in five chapters.

First, the feasibility of contactless monitoring with radio waves using UWB radar is
investigated. A contactless method allows continuous monitoring without disturbing the
subject and avoids potential injuries by long-term contacts with electrodes. Additionally,
benefiting from good spatial resolution and radio wave partial penetration into the tissue
was expected to allow the detection of tumors and hematomas. UWB radar is proved
helpful for contactless long-term cardio-pulmonary activity monitoring with good results
in stationary conditions, e.g., in the hospital ward. However, experiments on the
determination of boundary layers in tissue to detect hematomas were unsuccessful
because of the high attenuation of ultra-short impulses required for high spatial resolution.

Second, the study of the background of electrical bioimpedance (EBI) measurement
on the human body revealed that the dependence of measurement results on an
adequate electrical model, the influence of the surrounding environment, and the
selected measurement solution is not sufficiently taken into account in many cases.
Analysis of named factors shows that a compact battery-powered wireless analyzer
capable of the high-resolution and accurate impedance measurement in the 10 MHz
range is required to determine EBI model parameters in the B dispersion area. Moreover,
a two-electrode measurement scheme with a voltage excitation has essential advantages
compared to a four-electrode method employing current-source excitation. However, in
the cases where only the EBI changes at lower frequencies (below 100 kHz) mainly related
to the resistive part of the impedance are of interest, a four-electrode circuit with a
current excitation has its own benefits.

Third, the enhanced patent-pending measurement solution is introduced for
monitoring EBI changes on a wrist with Ag/AgCl electrodes at 120 kHz, demonstrating a
wearable low-energy device with minimized hardware requirements and computational
power to the lowest level. The method uses the running differences of the response signal
in that the output signal is the derivative as the measure of EBI change. Integration of the
derivative also provides the original EBI signal change waveform.

Fourth, the design of a developed novel compact FPGA-based impedance analyzer
(CIA) is introduced, including issues of the calibration and correction of the influence of
the connection cables. Battery-powered 16-bit CIA with up to 200 MSPS A/D and D/A
sampling rate and WiFi communication provides the magnitude measurement error
below *0.5% and phase error below +0.2 degrees in the 10 MHz range at 80 MSPS.
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The small dimensions (70 x 45 x 20 mm) reduced the effect of parasitic capacitance and
increased the accuracy of EBI spectral measurements on the body. The analysis of EBI
spectra measured with two capacitive electrodes allowed separating the spectra of the
model elements and analyzing the weight of these elements in the impedance spectrum
to determine the sensitivity to changes in the parameters of the model element at
different frequencies. Finally, an example of the change in EBI amplitude and phase due
to cardiac output from the left arm is provided.

Fifth, the feasibility of using inductively coupled sensors to detect heart-related signals
in the forearm is investigated, including a sensitivity analysis of the different inductive
sensor designs to determine their optimal parameters and limiting factors. The analysis
results are confirmed by experiments showing good agreement between the results. In
addition, a novel sensor solution is introduced with a flexible toroidal ferrite core that uses
additional electrodes to close the induced current loop.

The overall conclusion is that too small relative changes in impedance in the body away
from the chest and interfering factors, mainly parasitic capacitances, the movement of
the body and its internal parts, call into question the reliable monitoring of activities of
the cardiovascular system through EBI changes. Respiratory-related EBI changes are
probably undetectable in the forearm, as not observed in the case of the minimized
influence of stray capacitances.

The main factors limiting the efficiency of inductively coupled sensors are the low
coupling factor with internal tissue layers and blood vessels and the substantial effect of
parasitic capacitances. Addressing these bottlenecks, for example, by efficient shielding
that does not violate inductive coupling, could be the subject of further research.
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Lithikokkuvote

Koe seisundi muutuste detekteerimine elektromagnetilise
vastastikmaoju abil

Doktoritod keskendub meetoditele ja lahendustele, mis kasutavad kudede seisundi
muutuste tuvastamiseks elektromagnetilist vastastikmdju. Suurimat tdhelepanu palvis
praktilisi rakendusi arvestades stidame-veresoonkonna ja hingamiselundite tegevuse
jalgimine. Kardiopulmonaarsest protsessidest pohjustatud muutused kudede elektrilistes
omadustes on vdikesed ning valised hdiresignaalid, kehaosade liikumine ja parasiitahelate
elementide m&ju muudavad mddtmise veelgi keerulisemaks. Seetdttu on usaldusvaarseid
tulemusi voimalik saada ainult sobivate meetodite, hoolikalt kavandatud méoteseadme
ning koe omaduste ja selle elektrilise mudeli voimalikult tdpse vastavuse korral.
Kasitletavad meetodid pdOhinevad elektromagnetlainete vastastikmdjul ning sensori
takistuslikul, mahtuvuslikul ja induktiivsel sidestamisel kudedega. Doktoritod kasitleb
vadljatootatud seadmete ja andurite omaduste ning nendega saadud katsetulemuste
anallisi ja simulatsioone viies peatukis.

Esiteks uuritakse stidametdd ja hingamise kontaktivaba seire teostatavust
tli-laiaribalise (UWB) radari abil. Kontaktivaba meetod vdimaldab pidevat jalgimist ilma
objekti hadirimata ja valdib vGimalikke vigastusi pikaajalisel kokkupuutel elektroodidega.
Lisaks eeldati, et hea ruumiline eraldusvdoime ja raadiolainete osaline labitungimine
kudedesse voimaldavad kasvajate ja hematoomide tuvastamist. UWB radar on osutunud
kasulikuks kontaktivabal pikaajalisel kardiopulmonaarse aktiivsuse jalgimisel, mis annab
haid tulemusi statsionaarses kasutuses, nt. haigla palatis. Koe Uleminekukihtide
madramise katsed hematoomide tuvastamiseks ebadnnestusid suure ruumilise
eraldusvdime jaoks vajalike Uli-lihikeste impulsside suure sumbumise tottu.

Teiseks, inimkeha elektrilise bioimpedantsi (EBI) mdotmise tuntud lahenduste
uurimisel selgus, et modtmistulemuste séltuvust kasutatud elektrilisest mudelist,
modteskeemist ja imbritseva keskkonna mdjust ei ole paljudel juhtudel piisavalt arvesse
vOetud. Nimetatud tegurite analliUsi pohjal jareldatakse, et EBI mudeli parameetrite
maaramiseks B dispersiooni piirkonnas on vaja 10 MHz sagedusribas tootavat kompaktset
juhtmevaba andmesidelihendusega akutoitel anallisaatorit, mis on vdimeline mddtma
impedantsi suure eraldusvdime ja tdpsusega. Pingeallikaga ergutussignaali ja kahe
elektroodiga mooteskeemil on 10 MHz sagedusribas olulised eelised vorreldes nelja
elektroodi meetodiga, mis kasutab vooluallikaga ergutussignaali. Kuid juhul kui huvi pakub
vaid EBlI muutus madalamatel sagedustel (alla 100 kHz), mis on seotud peamiselt
impedantsi takistusosaga, voib nelja elektroodiga ja vooluallika ergutusega lahendus olla
sobivam.

Kolmandaks esitletakse patenteeritud mddtelahendust EBI muutuste jalgimiseks
sagedusel 120 kHz, kasutades randmele kinnitatud Ag/AgCl elektroode. M&dtelahenduse
tulemuseks on kantav vahese energiatarbega seade, millel on madalaimad nduded
riistvarale ja arvutusvdimsusele. Meetod kasutab vastussignaali jooksvaid erinevusi,
kusjuures valjundsignaaliks on EBI muutuse tuletis. Tuletise integreerimine annab ka algse
EBI signaali muutumise lainekuju.

Neljandaks esitletakse uudse kompaktse FPGA-pOhise impedantsi anallsaatori (CIA)
llesehitust, sealhulgas kalibreerimise ja Ghenduskaablite m&ju korrigeerimise lahendusi.
Akutoitega, 16-bitise resolutsiooniga ja WiFi andmesidega CIA, A/D ja D/A
voendamissagedusega kuni 200 MHz tagab impedantsi amplituudi médtmise vea
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alla £0,5% ja faasi vea alla +0,2 kraadi kuni 10 MHz sagedusribas ja 80 MHz
vGendamissageduse juures. Vdikesed modtmed (70x45x20 mm) vahendasid
parasiitmahtuvuse moju ja suurendasid EBI spektrite mddtmise tdpsust kehal. Kahe
mahtuvusliku elektroodiga m&ddetud EBI spektrite anallilis vGimaldas eraldada mudeli
elementide spektrid ning nende elementide kaalu impedantsi spektris ja maarata
tundlikkuse mudeli elemendi parameetrite muutustele erinevatel sagedustel. Lpuks on
esitatud vasakult kdsivarrelt mdddetud siidametddst pohjustatud EBI amplituudi ja faasi
muutuse naide.

Viiendaks uuritakse induktiivse sidestusega andurite rakendamise teostatavust
sidametegevusega seotud signaalide tuvastamiseks kdsivarrel, sealhulgas esitatakse
erinevate induktiivsete andurite konstruktsioonide tundlikkuse anallils, mis véimaldab
madrata nende optimaalsed parameetrid ja piiravad tegurid. Anallilsi tulemused
kinnitatakse katsetega, mis nditavad tulemuste head kokkulangevust. Lisaks esitletakse
uudset andurilahendust painduva toroidaalse ferriitsidamikuga, mis kasutab tdiendavaid
elektroode indutseeritud vooluahela sulgemiseks.

Uldine jareldus on, et liiga vdikesed suhtelised muutused rindkerest eemal asuvate
kehaosade impedantsis ja modtmist segavad tegurid, peamiselt keha ning selle siseosade
liikumise ja parasiitmahtuvuse moju, muudavad sidame-veresoonkonna siisteemi
usaldusvaarse jalgimise EBI muutuste abil kisitavaks. Hingamisega seotud impedantsi
muutused ei ole tGendoliselt kasivarrel tuvastatavad, sest neid ei olnud parasiit-
mahtuvuste mdju minimeerimisel enam naha.

Induktiivse sidestusega andurite efektiivsust piiravateks teguriteks on vaike
sidestustegur sisemiste koekihtide ja veresoontega ning parasiitmahtuvuste suur moju.
Nende kitsaskohtade korvaldamine, nditeks t6husa ekraniseerimise abil, mis ei riku
induktiivset sidestust, vdiks olla edasiste uuringute objektiks.
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Abstract—Ultra wideband (UWB) signals for medical
diagnostics have been in research focus for decades. UWB
medical radar is promising technology for breast cancer
detection, brain hematoma diagnosis and vital sign monitoring.
It is contactless and emits only low-power non-ionizing
radiation. One of the promising applications is cardiac
monitoring. While the cardiac cycles can be clearly seen in the
UWB radar response, the propagation path of the vital
biological information into the radar signal is still debatable.
Commonly three major physiological effects are considered as a
source of the signal — blood perfusion of the skin, skin
movement and echoes from heart wall. Multisensory approach
is introduced to assess the impact of the different contributors.
ballistocardiographic,  phonocardiographyc and  optical
reflection signals are recorded from the surface of the skin on
chest, together with reference electrocardiography signal
between two hands. Custom built UWB cardiograph was used.
Recorded signals were analysed, and the results suggest that
the proposed approach is viable for making assessments for the
origin of the cardiac component in the UWB radar signal.
Results are in agreement with findings in recent publications on
the topic, where different approach was utilized.

Index Terms—Ultra wideband radar, medical
cardiography, ballistocardiography, bioimpedance.

radar,

I. INTRODUCTION

UWB (Ultra Wide Band) technology is an emerging
technology which has been gaining more and more
popularity in recent years. Because of some unique and
attractive features UWB signals can be used for medical
diagnostics, measuring properties of various materials, high
speed communication and radars. UWB technology was
used exclusively in military applications before 2001 when
commercial usage was allowed in USA and 2007 in EU
followed by intensive research activities. UWB signals have
some unique properties compared to continuous wave
signals — ability to share frequency spectrum, ability to work
in low SNR conditions, high performance in multipath
channels, superior material penetration properties, high
spatial resolution, very low electromagnetic radiation, simple
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transceiver architecture and low energy consumption [1].
Main applications in medicine are as follows: cardiac
biomechanics assessment, chest movements assessment,
OSA (obstructive sleep apnea) monitors, soft-tissue
biomechanics research, heart imaging (‘Holter type’
echocardiography), chest imaging, cardiac monitoring,
respiratory monitoring, SIDS (sudden infant death
syndrome) monitors, breast cancer and brain hematoma
diagnosis and 3D imaging [2]-[4]. As UWB signals are non-
ionizing they can be used for long term non-invasive
monitoring without adverse effects. UWB radar working
principle is to generate ultrashort impulses and send into the
body in which electromagnetic impulse propagates and
reflects back due to different dielectric permittivity of body
tissues. Reflected signal is analysed in the framework of the
Time Domain Reflectometry theory [5]. However Staderini
states in his research that deep echo reflections from the
tissues does not seem to be a realistic explanation of the
phenomenon and at the moment no hypothesis can be
eventually accepted for explaining UWB medical radar
operation [6]. Recent studies suggest that main source of the
signal is movement of the chest in range of few hundred
micrometers [7], 0.1 mm up to 0.5 mm in [8] and 0.1 mm in
[9]. According to the [9], transmitted radar energy will
probably not reach to the heart and no reflected signal from
the heart and lungs can be detected. But in contrary,
experiments in [10] are showing reflections from inner
organs and reflected signal from lung boundaries was
measured. Furthermore, reflected signal from heart wall was
received and used for time-laps imaging of heartbeats [11].
Basic UWB radar working principle is that electromagnetic
energy propagating towards and through the body is
reflecting back from the tissue interfaces due to the different
relative dielectric constant of the organs. Attenuated and
reflected energy from the organ boundaries is received by
the antenna and boundary location is calculated based on
time difference of transmitted and received signal [12].

Only few studies are available where multisensory signals
are measured together with UWB radar and analysis of
possible signal sources conducted [13]. By author’s
knowledge blood perfusion, ballistocardiography (BCG) -
mechanical ~ skin ~ movement  measurements  and
phonocardiography (PCG) — sound and murmurs made by
the heart are not conducted together with UWB radar.
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Relations  between  impedance  cardiography  and
seismocardiography (SCG) are assessed in [14]. In
impedance cardiography (ICG) initial understanding was
that source of the signal is the heart and the aorta but turned
out to be very unlikely [15]. Bioimpedance measurement
channel will be included to the data acquisition in the next
phase to analyse also relations between UWB radar output
and bioimpedance signal.

One method to analyse reasons for the radar output and
the physical source of it is to measure timing between the
different physiological cardiac processes and radar output
signal to find correlations with radar response. Input to the
analysis have to be simultaneously time-synchronized
measurements of the different sensors outputs. In the current
experiment chest skin displacement, blood perfusion, hearth
sound, electrocardiography and UWB radar response were
measured.

II. DEVICES AND PROPERTIES

Three main se nsory units — electrocardiography amplifier
(3-lead type), multisensory device and UWB radar — were
used in the experiment. Radar sensor is custom made UWB
radar with SRD pulse former and time-gating receiver which
is the most common type in case of discrete component
design. Alternative solution is an integrated circuit based
radar as was used in heartbeat and breathing studies in [9]
and [10]. Multisensory device is designed to measure heart
sounds, skin reflectivity in two wavelengths and acceleration
forces in 3D space. Acceleration sensor output is analog type
and is digitized by microcontroller in sensory board. Skin
reflectivity measurement results together with acceleration
information is transferred to the PC in digital form. UWB
radar and ECG output signals together with audio channel
output are in analog form. All measurement data is received
and processed by computer with Intel® Core™ i7 processor,
running Windows 10. Measurement results in digital form
are received through the RS-232 interface and analog signals
through the National Instrument’s DAQ device NI USB-
6363. Power sources for all sensor devices were Agilent
power supply type E3631A. National Instruments LabVIEW
software was used for data acquisition and processing.

III. OVERVIEW OF THE SENSORY DEVICE AND THE RADAR

Multisensory device is based on Microchip 8-bit
microcontroller PIC 16LF1769 which is configuring sensor
chips, processing pulse density modulation (PDM)
microphone output signal and controlling measurement
timing. Sensor used for skin reflectivity measurement is
Maxim MAX30100 SpO2 pulse oximetry sensor. Sensor is
using 660nm red and 880nm infrared light for reflectivity
measurement. Analog to digital conversion is built in to the
chip with ADC resolution of 14 bit. Device is accessed
through the 12C bus and has measurement time of 30 ms.
Oximetry channel update rate is 33 Hz which is sufficient for
perfusion measurement.

Heart sound is picked up by digital microphone from
Knowles SPH1668LM4H-1. Microphone working in
performance mode with sensitivity of -29 dBFS and SNR of
65.5 dB(A). Microphone output is PDM modulated discrete

signal with a bit rate of 3 Mbit/s. Digital signal is filtered
with CIC and FIR filters, downsampled and converted to the
analog form with microcontroller DAC converter. Final
sampling rate for audio channel is 8 kHz. Audio signal is
finally measured by National Instruments DAQ card.

Skin movement is measured with STMicroelectronics
LIS-344 3-axis accelerometer. All three axes are measured
separately by microcontroller ADC converter with a
resolution of 10 bit. Accelerometer chip measurement range
is +/- 2g and sensitivity 0.66 V/g. This gives theoretical
resolution with 10 bit ADC converter 0.00064g/LSB. Sensor
cut-off frequency is adjusted to 500 Hz. Measurement results
are transferred to the PC in digital form through the RS-232
interface. Skin displacement is calculated from acceleration
data by double integration method taking in account the
sensor offset.

Multisensory device is designed in 4-layer FR4 PCB
round shape board with the size of 15 mm in diameter.
Board can be fitted to the standard ECG electrode sticker
and attached to the chest in a standard way. Outlook of the
multisensory board is shown in Fig. 1.

s - IR
Fig. 1. Multisensory device top and bottom side. Bottom side SpO2 sensor
is in contact with the skin.

Radar prototype used in experiment is based on impulse
former with step recovery diode (SRD). SRD based impulse
formers are fast, less than 100 ps, and can output relatively
high voltage, up to 20 V, impulses [16]. Radar receiver is
time gating type which frontend is based on Schottky diode
sampling unit. Experiments with the prototype showed
spatial resolution of 30 mm and minimal measurement
distance of 400 mm. The spatial resolution is in expected
range in relation to the output impulse length. SRD diode
based impulse generator was capable of generating 400 ps
length pulse with the amplitude of 7 V. Rise time in current
design is approximately 200 ps as discrete components
parasitic properties do not allow to decrease the impulse
length much further. Output signal spectrum peak was in the
range of 3 GHz to 4 GHz. Pulse repetition rate can be
configured from 30 ns up to 100 us.

Radar control hardware is based on Texas Instruments
ARM Cortex M4 microprocessor and Altera Cyclone III
FPGA device. Radar raw data can be transferred to the PC
through the Ethernet network interface and radar operational
parameters can be adjusted through the web based user
interface. Radar software is based on Free-RTOS operating
system. Raw data can be processed locally with the FPGA
and ARM microprocessor and output the result in analog
form for easy monitoring.

Radar antenna configuration is

bi-static. Antenna
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properties which are not relevant in case of narrowband
radar antennas have big impact on signal quality in UWB
radars. Antenna dispersion, group delay, impulse response,
bandwidth, impedance matching in wide frequency range
and antenna ringing are the parameters what have to be
optimized and tradeoff between them considered. Antenna
ringing properties are also limiting factor in close range
operations as transmitter antenna overloads receiver because
of crosstalk.

A wideband antenna with unidirectional radiation pattern
is usually required for medical radar applications. Antenna
used in experiment was “Bow-Tie” type, this antenna
exhibits unidirectional radiation pattern with enhanced
bandwidth, reduced back radiation, and low cross

polarization in the operational band [17]. Outlook of the
“Bow-Tie” antennas is shown in Fig. 2.

Fig. 2. UWB radar setup with two “Bow-Tie” type antennas shown.

Radar output signal is expressing reflected signal power
from the set distance from the radar antenna. Distance can be
set by adjusting radar time gating delay. Consequently, radar
sensitivity point can be tuned to the needed distance from
the antenna. Typical biomedical radar output signal is in
good correlation with heartbeat and respiration activities.
Sample output signal from vital sign monitoring is shown in
Fig. 3 which is in good match with output signal measured
from radar output in [7].
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Fig. 3. Medical radar output waveform. Measured with 12-bit ADC from
the distance of 90 cm. Breath is hold in the beginning followed by one
deep respiratory cycle.

IV. METHODS AND THE MEASUREMENT SETUP

The experiment was conducted in indoor laboratory
environment. Anechoic chamber was not used.

Electrocardiography reference signal was measured with
custom built 3 Lead ECG System (Einthoven's Triangle)
amplifier. Design is based on INA121 differential amplifier
from Texas Instruments. Output signal was fed into the NI

DAQ card together with audio channel from multisensory
device and radar output. ECG signal is used as reference and
as indication of the beginning of the cardiac cycle. Subject
was sitting in the chair in normal sitting position. Radar was
installed to the wooden table in front of the subject at the
height of the heart. Measurement distance was 50 cm from
the chest. Multisensory device was attached by ECG
electrode sticker to the chest approximately on the location
of the heart. Measurement setup is shown in Fig. 4.
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Fig. 4. Graphical presentation of measurement setup.

Measurement cycle was made when subject was holding
the breath after brief inhaling. Timing accuracy and
measurement channels synchronization were verified
separately before the experiment.

V. MEASUREMENT RESULTS

The aim of the experiment was to measure different
physiological processes which are considered as possible
sources of UWB radar output signal. Measurements are
synchronized with ECG and recorded together with UWB
radar output. Putting all the measurements to the same
timeline makes it possible to analyse time differences
between radar output and physical processes to find or reject
possible radar signal sources.

ECG signal was recorded as reference synchronization
signal for rest of the channels. Recorded signal is typical
ECG with slight 50 Hz noise as seen in Fig. 5.

ECG

[

0 0.5 1 1.5 2 2.5 3 3.5 4
Fig. 5. Normalized ECG reference signal. Time in seconds in x-axis.

Heart sound and murmurs recorded by microphone were
clearly audible. As seen from the Fig. 6 artioventricular
valves closing at the beginning of systole and aortic valve
closing at the beginning of the diastole are -clearly
detectable. Phonocardiography signals provide additional
information about the time of minimal and maximal
ventricular volume which is important criteria in interpreting
radar signal. Ventricular volume is related to the amount of
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blood in the heart and can be a source for radar output
signal.
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Fig. 6. Normalized PCG signal from digital microphone. Filtered and
sampled with the rate of 8 kS. Time in seconds in x-axis. ECG signal in
bottom is shown as a reference.

Strong radar signal with very little motion artefacts was
picked up during measurement. Signal is in good correlation
with ECG as seen in Fig. 7, indicating that radar response is
originated from the physiological cardiac processes. As
stated earlier origin of the signal is not well understood and
it can be signal reflection from body internal tissue layers,
skin reflection changes due to perfusion, skin displacement
or secondary effects like changes in radar antenna coupling
or matching.
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Fig. 7. Normalized UWB radar output signal. Time in seconds in x-axis.
ECG signal in bottom is shown as a reference.

Acceleration sensor output signal is measured by 3-axis
accelerometer and acceleration into the direction of the radar
antenna is extracted. Measured output is shown in Fig. 8.
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Fig. 8. Normalized acceleration sensor output. Time in seconds in x-axis.

ECG signal in bottom is shown as a reference.

As one of the probable cause of the radar output is skin
displacement, velocity and displacement values are
calculated based on acceleration measurement. First
integration of acceleration signal representing the speed of
movement of the skin is shown in Fig. 9.
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Fig. 9. Normalized velocity of the skin movement. Time in seconds in x-
axis. ECG signal in bottom is shown as a reference.

Second integration of the acceleration sensor representing
displacement of the skin is shown in Fig. 10.
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Fig. 10. Calculated displacement of the skin. Time in seconds in x-axis.
ECG signal in bottom is shown as a reference.

Radar output signal is in correlation with skin
displacement signal and in slightly different phase. Reasons
behind this are not analysed yet. One possible reason can be
that displacement of the skin is not the source of the
reflected signal or there are other processes with significant
impact to the radar signal — in current measurements radar
output reaches its maximum at the same time with the aortic
valve closing.

Radar antenna matching was one suspected reason for
radar output signal. Matching depends on skin dielectrical
properties which are related to the amount of blood in skin
capillaries. To measure blood perfusion of the skin SpO2
sensor was used which gives output of the reflectivity of the
skin in wavelengths 660 nm red and 880 nm. Signal
amplitude measured on chest is very small and can be
considered as noise. Further studies need to be done to
verify unexpectedly weak signal. As seen in Fig. 11
amplitude of the IR channel signal is approximately 10 LSB-
s which is 0.12 % change in reflectivity.
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Fig. 11. Reflectivity signal in IR channel measured by 14-bit ADC. ADC
output in LSB-s on y axis and time in seconds on x axis.
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Reflectivity change measured by the same sensor from the
fingertip is in the range of 400LSB-s which is 4.5 % change
in reflectivity. Possible reasons behind very weak response
can be that amount of blood does not change as much as in
fingertip or coupling between skin and sensor is not
sufficient. Based on current measurement results it is
unlikely that radar output signal is generated because of
coupling changes between chest skin and antennas.

VI. CONCLUSIONS

UWB radars can be used for heartbeat and breathing
activity as radar output signal correlates well with ECG and
respiratory cycle. Still there is dispute about the origins of
the radar output signal. Several studies have been conducted
to investigate feasibility of using UWB radars in
cardiorespiratory monitoring of the patients but only few
studies are focused to understand UWB radar working
principles [10]. Latest studies indicate that skin displacement
is considered to be the main contributor of the signal [13] in
contrary to the earlier explanation where signal reflection
from the body’s inner layer boundaries was the main source.
However, few recent investigations are claiming successful
reception of the reflected signals from inner organ layer
boundaries [10], [11]. Different hypothesis are considered to
explain the source of the signal and these hypotheses are still
under dispute. In current study few physiological processes
were measured together with UWB radar output to provide
data to understand possible signal origins. Measurements in
current work are supporting also the hypothesis that signal
origin is from air/skin interface, but there is slight mismatch
in signal phase compared to the skin movement. Better
match in phase was achieved with heart ventricular volume
but signal power is not in match with inner layer reflections.
This anomaly needs further study to be explained.
Experiment also shows that radar with better spatial
resolution is needed to distinguish reflections from inner
layers as these reflections tend to be superimposed with
radar transmitter and skin reflected signals which makes
their detection more complicated. Current study does not
support hypothesis that radar output signal is originated from
changes in antenna matching. Changes in antenna matching
are suspected to originate from blood perfusions in skin [6]
but measurements in current work are showing extremely
small changes in blood amount in skin layer. Those
surprisingly small changes have to be verified to eliminate
possible measurement or methodology errors like SpO2
sensor coupling, while measurement with different
wavelength is also considered.

VII. CONCLUSIONS

Multisensor vital signs measurement hardware and
software was developed and built. Experiment was
conducted to evaluate functionality of the measurement
setup and quality of the data. ECG, PCG, BCG, blood
perfusion and UWB radar signals were recorded
simultaneously. Measurement of skin movement through the
double integration of acceleration sensor data is feasible -

preliminary analysis shows that UWB radar output signal is
in good correlation with chest skin movement although
slightly off the phase. Measurement results from blood
perfusion are indicating that it does not affect antenna
coupling and therefore is not the source of radar output.
Results are in agreement with findings in recent publications
on the topic, where different approach was utilized [13].
Further analysis is needed to explain slight phase shift
between the radar output and skin displacement.
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Abstract—Solutions for practical implementation of the elec-
trical bioimpedance acquisition typically need to be optimized
and adapted for the task at hand. One of the most challenging
measurement tasks is impedance plethysmography, the test that
measures tiny changes in electrical conductivity, related to
changes in biological volumes. These changes depend on the un-
derlying biological processes, measurement locations, and
added random artefacts. Changes in the acquired impedance
due to the cardiac activity can easily be 0.1% and lower. In mod-
ern devices, the digitalization of the data acquisition results is
almost mandatory, and it places heavy demand on the used an-
alog-to-digital converters. Only few levels are left from 16-bit
converter for the direct digitalization of the impedance plethys-
mography signal, given that the useful signal is only around
thousandth of the full impedance scale, and that some margin
must be left. Several solutions have been proposed, such as a
direct compensation of the carrier of the response signal in or-
der to emphasize tiny variations of it, or in the case of analog
preprocessing capacitive coupling helps to separate static com-
ponent of the impedance. A novel solution for the direct digital-
ization of the response signal is proposed. Differences between
adjacent analog samples taken synchronously to the carrier are
quantized instead of the full value. Essentially derivative of the
response signal is digitized in this case. Number of the required
quantizing levels is reduced significantly. Solution is easily em-
beddable and customizable.

Keywords— Bioimpedance, biomodulation, quantization,
digitizing, demodulation.

1. INTRODUCTION

Noninvasive acquisition of the medically relevant data of
biological origin is crucial in everyday medical praxis for re-
ducing risks and costs, and it is unavoidable if the pervasive
monitoring outside of the medical institution is required. Ob-
servation of the electromagnetic phenomena emanating from
the functioning of living tissues, or related to their properties,
is one of the most used noninvasive monitoring methods to-
day [1]. Non-invasive electrical bioimpedance (EBI) meas-
urement aids to gather information of the biological origin as
well, among the multitude of other modalities [2]. From char-
acterization of the body composition up to the real-time ad-
justment of the pacing algorithms. The needed information
may be contained in the slowly varying impedance between
the electrodes, as it is in the first case, or in relatively fast
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changes of it as in the second case. Information contained in
bioimpedance is typically twofold: long term slow variations
and spectral content of the so called base impedance, which
characterizes steady state of different larger cell groups, and
short term fluctuations on top of it, which can be related to
certain faster biological processes of interest, such as breath-
ing, heart beating, digestion etc. EBI based plethysmography
aims to determine the change of tissue volumes in the body.
Two volumes of general interest for the long term pervasive
monitoring are the cardiac stroke volume and the respiratory
minute volume. Non-invasive estimation of those is generally
considered highly valuable for medical purposes, for evalua-
tion of the recreational activities, and during active training.
EBI is probably the most promising carrier of the desired in-
formation. First publications date back to the 1930s, and the
method has been successfully exploited in different areas [1].
Some improvements are required for EBI measurements to
be used pervasively. A lean, efficient, and easily embeddable
solution is proposed in the current paper.

I. STATE OF THE ART

Typical impedance plethysmography device consists of an
excitation current source, generating the signal in the fre-
quency range of few Hz to several hundred kHz, an electrode
system for the injection of the strictly controlled and limited
current (1 to 4 mA due to safety constraints) into the body,
and a unit for measurement of the response voltage. Last but
not least, analog or digital, often mixed, signal processing so-
lution (Figure 1) is required. If injected sinusoidal current is
considered as being with unity magnitude and zero phase
shift, then the response voltage’s magnitude is directly pro-
portional to the measured impedance magnitude, and phase
angle between the voltage and current gives the phase of im-

pedance vector.
k. SIGNAL
7| Processing [

CONDITIONING INDICATOR

EXCITATION  OBJECT

Fig. 1 Simplified EBI measurement system with optional direct carrier
compensation circuitry in dashed grey
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Both the cardiac stroke and the respiratory movement of
the lung cause changes in the measured EBI values over the
thorax area. Said EBI values are comprised of relatively large
but static, and less informative base impedance Z, and of the
tiny deviations AZ(7) on top of it (Figure 2).

A
AZ

7b0se

Phase angle ¢ ReZ

-
>

Fig. 2 Simplified illustration of the biomodulation of the body impedance

Most of the desired information is typically considered as
being in the change of the magnitude of Z, and phase modu-
lation is often disregarded, as the angle ¢ is small. Respira-
tory signal is certainly easier to measure, as being considera-
bly larger, cardiac component, on the other hand, can be as
low as 0.1% or lower compared to the base value. This rough
estimation is based on the acquired data during number of in
house experiments, and depend heavily on measurement con-
ditions, such as placement of the electrodes. Practical place-
ment of electrodes is often dictated by requirements not re-
lated directly to optimal measurement.

After initial conditioning of the response signal it is often
directly multiplied with the carrier, and then low pass filtered.
A result of this synchronous demodulation operation, corre-
lation between excitation and response waveforms, is then
digitized and further processing is carried on digitally. Rela-
tively slow multibit analog-to-digital converters (ADC) can
be used. The sampling rate varies typically between few hun-
dred to thousand samples per second. Required number of
bits is however quite high, ideally over 20, due to a very small
depth of the modulation. Alternatively, the preconditioned
response can be synchronously sampled and digitized di-
rectly. This requires, however, much faster converters. Even
though certain amount of under sampling can be used, it re-
sults in decreased signal-to-noise ratio and is not desirable,
therefore. Requirements to the ADC can be relaxed when so
called direct carrier compensation is used [3] (Figure 1). In
Fig. 1, the excitation oscillator generates differential sinusoi-
dal voltage. The excitation voltage is thereafter converted
into current and injected into the biological object Z. The re-
sponse voltage has variable amplitude and phase due to the
biomodulation. The measurement system includes another
greyed-out oscillator to generate the compensating voltage
opposite in sign and equal in average magnitude to the re-
sponse from the object. The compensator then effectively
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suppresses the carrier using amplitude and phase estimates.
Practical in house experiments suggest that the carrier can be
suppressed roughly by 100 times. Over that limit, both higher
harmonics of the response signal and added noise make fur-
ther improvement impractical. Improved dynamics has added
cost of more complicated circuitry, and cumbersome adjust-
ment of the magnitude and phase of the compensating signal.
As soon as the artefacts step in, the results deteriorate
quickly. Unfortunately, large, compared to the cardiac signal,
disturbances caused by movement artifacts are often present.

An alternative method has been presented for multifre-
quency impedance measurement systems [4]. When sam-
pling synchronously with the excitation signal, it is possible
both, to minimize the complexity of the calculations and to
introduce a digital-to-analog feedback for the enhancement
of the resolution by digitizing only the small variations be-
tween the current sample and the previously converted one
(Figure 3).

Sunmi
ST

b ADC2

DAC ¢:

=@Uum

ADC1

Fig. 3 Fragment of the feedback compensation principle [4]

Similar logic is in use behind the well-known pipelined
or subranging ADC [5]. First introduction of the concept may
be disputable, but [6] bears many of the important aspects,
and is generally recognized as the first patent on differential
pulse code modulation (DPCM) or delta modulation (Figure
4).

July 29, 1952 C. C. CUTLER 2,605,361
DIFFERERTIAL QUANTIZATION OF COMMUNICATION SIGNALS
Filed June 29, 1950 3 Shests-Sheot 1
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-

Fig. 4 Picture from the DPCM patent by Cutler [6]
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Common to many implementations of it, is integration of
the quantization result, which is then fed back to the input of
the conversion circuitry and subtracted from the current sam-
ple to be acquired, therefore the circuit tries to minimize the
difference between the integral and the actual signal. Resto-
ration of the original signal is therefore quite straight forward
requiring essentially another integrator. Pipeline structure
uses feed forward techniques instead, and the calculated dif-
ference (delta) between the first conversion result and the ac-
tual input signal is amplified and further converted. Proposed
approach bears marks from many of these concepts, but also
differs in some important aspects.

1. PROPOSED SOLUTION

Proposed solution builds on several assumptions. First of
all, it relies on the ease of synchronous sampling of the sinus-
oidal excitation in the lock-in impedance measurement sys-
tem described in several previous papers, such as [4].

1_‘
0,51
¢, rad
21 4 61 81
-0,5
-H

Fig. 5 Synchronous sampling of a sinusoidal response. Placement of sam-

ples in time (dark circles) coincides with maximums of the excitation sig-

nal. They are shifted to the left by phase angle of the impedance under the

test (compared to the locations of the response signal maximums). Vertical

axis shows normalized magnitude of the response voltage, and horizontal
axis the phase of the response signal.

All of the samples (Figure 5) can be directly converted
with suitably high speed ADC, with or without the following
feedback compensation. Since the high speed ADC’s have
typically only limited number of bits, it can result in high
quantization errors for the modest magnitude modulation
(Figure 6). It is obvious that the results should be improved
considerably.

Second assumption is that the sampling can be imple-
mented outside of the ordinary ADC. In fact, two samplers
will be employed, and two time adjacent samples will be
taken synchronously to the excitation. Then the difference
between said samples will be calculated in analog domain,
and digitized later by the aid of ADC (Figure 7).
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Fig. 6 A carrier of 1 V amplitude is modulated by 0.1 mV and 1 Hz triangle
wave. Normalized results after synchronous conversion are depicted as fol-
lows: a narrow dashed black line is of ideal converter with infinite number

of bits, and the bold red line corresponds to an ordinary ADC with 16-bit
resolution
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Fig. 7 The same signal as in previous figure (Fig. 6) sampled sequentially

in time. A narrow black line square wave (normalized to unity magnitude)

represents the calculated differences between adjacent samples, a bold red

is normalized result of the 12-bit conversion of the differences integrated
digitally afterwards

It is quite clear from the picture in Fig. 7 that, essentially,
we are differentiating the signals during the proposed sam-
pling, i.e. we are calculating a magnitude difference per one
sampling interval, and therefore the follow up integration re-
stores the original modulation part. In real life situations, ob-
viously certain amount of noise is present as well. It improves
somewhat the direct sampling result due to dithering (Figure
8), but the proposed sampling handles large additive noise as
well (Figure 9).
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Fig. 8 The same signals and processing procedures as in Fig. 6, but with
0.1 mV noise added; all of the curves are normalized for better readability
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Fig. 9 The same signals and processing as in Fig. 7, but with 0.1 mV noise
added; all of the curves are normalized for better readability
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Obviously, the differential sampling solution performs
still better, even if only 12-bit converter is used instead of 16
bit one. Thel2-bit resolution was chosen for comparison, as
typical microcontrollers and digital signal processors (DSP)
usually have such ADCs incorporated. In reality, if carefully
adapted to the measurement task, even single-bit conversion
can be considered in certain cases.

Logic behind these results is pretty straight forward: two
adjacent similar samples can be considered as having essen-
tially the same value since the excitation signal frequency
(from kHz to MHz range) is very high compared to the speed
of the change of the signal caused by the biomodulation with
less than 100 Hz frequency spectrum, and also of the typical
motion caused artefacts (up to 1kHz range, maximally). From
the nature of the derivative follows also that the actual differ-
ence between samples does not depend on the magnitude of
the signal itself, but only on the speed of its changing. There-
fore, large but slow artefacts have roughly the same level im-
pact as tiny but fast variations caused by omnipresent noise.
It is believed that replacing the integrating feedback loop,
typical to DPCM, with feed forward circuitry (in proposed
solution), enhances the stability of the solution. Later signal
processing can be as simple as in described cases, where sim-
ple numerical integration and follow up moving average fil-
tering was used.

Different sampling circuits can be considered, from ordi-
nary analog switches to purpose-made silicon. As an exam-
ple, the fast Sample-and-Hold (SH) circuit DS1843 from
Maxim Integrated was tested with good results. If the excita-
tion frequency is too high compared to the ADC speed, or the
speed of the sampling circuits, or the power resources are
limited, then it is reasonable to use undersampling.

It is worth noting that synchronous sampling described in
[4], together with proposed additions performs also synchro-
nous demodulation function in analog domain, and therefore
simplifies later signal processing tasks, and saves power. It is
essential for the intended usage area of the proposed solution,
i.e., in the wearable pervasive diagnostic devices.

IV. CONCLUSIONS

Novel approach is proposed, whereas sampling is de-
tached from the analog-to-digital conversion, and the differ-
ence of two consecutive samples in time, synchronously to
the excitation signal, is sent to be converted instead of direct
sampling of the response. The developed new method for the
sampling of the EBI response signal enables to minimize the
impact of the large base value of the bioimpedance together
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with large but bandlimited artefacts to the resolution and ac-
curacy of the digitalization process. It is achieved by placing
simple sample-and-hold circuits in front of the ADC. More
bits are left for direct digitalization of the biological modula-
tion on top of the bioimpedance signal, and still the required
ADC may have overall less bits than previous solutions re-
quired. It enables savings both in cost and in energy. Intro-
duced principle can easily be adapted for construction of the
task oriented application specific integrated circuits (ASIC).
The concept has been positively evaluated with computer ex-
periments in the LabVIEW environment.
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Abstract—TIt is often desirable to detect tiny variations on top
of larger static base value. Synchronous or lock-in measurement
related problems are discussed in the current paper, and new
solution is proposed for detection of bioimpedance variations.
Proposed method is believed to be simpler, and more robust
compared to known solutions. In the heart of the method is lock-
in integrator, used as differentiating peak detector. The base
component of the signal is rejected, giving better dynamic range
for the information carrying variable component of the
bioimpedance due to the apparent differentiation. Reduction of
the additive off band signals and noise is considered as well.

Keywords—Dbioimpedance,
measurement, lock-in detection

dynamic  range, synchronous

I.  INTRODUCTION

European Society of Cardiology, the ESC, states that
Cardiovascular disease (CVD) has accounted for over 3.8
million deaths each year, or 45% of all deaths across ESC
member countries. Most common CVD the ischemic heart
disease (IHD) was the leading cause, responsible for 1.7
million deaths (20% of all deaths) with stroke responsible for
970 391 deaths (11% of all deaths) [1]. The numbers are
frightening. Even more so, if the fact that 90% of heart attacks
are preventable is considered [2]. Hypertension remains an
important public health challenge because it increases the risk
for cardiovascular disease. Clearly the prevention and
diagnosis of the hypertension is of utmost importance.
Unfortunately, the early detection of the hypertension is
complicated even today, and it is estimated, that around 30% of
the hypertensive population is unaware of their disease [3]. The
American Heart Association webpage [4] states that the high
blood pressure (HBP) or hypertension is a “silent killer”,
because it has no obvious signs or symptoms to indicate that
something’s wrong. The best ways to protect yourself are being
aware of the risks and making changes that matter.

Classical, widely used, HBP detection method is the upper
arm (brachial) peripheral blood pressure measurement. It is not
flawless though. The biggest criticism is that it is considered
less informative than required, and the central pressure in the
aorta (CAP) near the output of the left ventricle of the heart is
the only true source of the information [5]. Today’s ,,gold

978-1-5386-7312-6/18/$31.00 ©2018 IEEE

standard* measurement device is still invasive pressure sensor
inserted into the aortic arch [6]. Procedure is complicated,
requires hospital surroundings, is costly, and carries added risk
to the health. Noninvasive preemptive assessment of the CAP,
and associated indices is vital. Brachial cuff based
sphygmomanometer is not a reliable tool, but there is known
tonometry device SphygmoCor [7], which has been in use for
the diagnostic practice in Mayo Clinic (Rochester, MN, USA)
and in many other hospitals around the world for several years
already [8]. Credible measurements with SphygmoCor require
supine rest conditions with the hand laid in the fixed position.

It has been shown however that electrical bioimpedance
(EBI) sensing over radial artery can be very promising
competitive solution [9]. It is less operator dependent method,
and has been validated against the “golden standard” invasive
procedure in the East-Tallinn Central Hospital (ITK), Estonia,
in the frames of ongoing research project. It has also been
validated against the SphygmoCor device in the clinical
experiments carried out in the ITK. The earliest papers that
suggested the viability of the EBI based central aortic pressure
assessment were circulated already in 1980's [10]. Herscovici
and Roller proposed attachment of four conductive Velcro
electrodes to the regular blood pressure cuff, and use
impedance plethysmography for determination of the mean
arterial pressure. The algorithm showed a good correlation
between direct and indirect measurements. In 1994, Rudolf A.
Hatschek patented a blood pressure measuring device and
method, which allows to make measurements in a non-invasive
manner [11]. He explains that the blood pressure can be
determined relatively accurately by obtaining two different
values: volume, as a variable that changes periodically over
time in the rhythm of the pulse beat, and a pulse wave velocity.
Among other proposed possibilities as light waves, ultrasonic
waves and magnetic/electrical induction, the author suggests
also configuring the device so that it determines changing
blood volume in the measuring region of a body part with EBI.
J. Sola et al. presented in 2011 a pilot study, where they
provided first experimental evidence that electrical impedance
tomography (EIT) is capable of measuring pressure pulses
directly within the descending aorta. Their research measures
impedance on thorax, not on arm or wrist, but the study
supports, nevertheless, the idea of central aortic pressure
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assessment with bioimpedance [12]. Numerous researchers
have had promising preliminary results, and many scholars
have showed practical improvements on the EBI based
assessment of the aortic pressure curve. Notably however
number of corresponding devices for the clinical practice is still
not significant, which suggests that probably both the method
and device need further research and development. Current
paper discusses device improvement by using novel peak
detection method for EBI acquisition.

Main problem in the EBI measurement is that small
changes are often lost in large basal quantities. It may pose a
serious challenge for the examiner, if those changes are of
interest, and they often are. It requires wide dynamic diapason
from the measurement apparatus in case of the direct
measurement. Secondly abrupt changes in contact impedance,
motion caused artifacts etc. may saturate the measurement
channel for long periods, and cause slow wandering afterwards.

Several methods have been proposed to overcome these
difficulties. The clinical device Circmon, used during the ITK
experiments, employs one of them - the direct carrier
compensation (DCC) [13]. Creation of simpler, more robust
devices has been attempted. Sample by sample compensation
method [14] is also one of the viable alternatives. In contrast to
the previous methods the feed forward compensation is less
prone to long lasting transients due to its finite impulse
response (FIR) nature. Quantization of the response signal
differences was proposed for the bioimpedance measurement
[15], as method of choice. Essentially differences between
adjacent analog samples were processed, and then digitized
(Fig. 1). Such samples were taken synchronously to the
excitation signal thereby accomplishing synchronous
demodulation together with basal value elimination from the
demodulated signal. Solution proposed here can be viewed as
an evolution of the later method.

II. BIOMODULATION OF THE RADIAL EBI

In its simpler form the impedance is calculated as complex
ratio between the voltage on the object and the current through
that object under investigation [16]. This general description
allows excitation with voltage and measurement of the
resulting current or current excitation together with voltage
measurement. In fact, excitation with arbitrary source with
simultaneous measurement of the voltage and current is

possible. However current excitation is usually preferred in
case of the bioimpedance measurement for several reasons. It
allows minimization of the impact of the electrode impedances,
sometimes much larger than the impedance of the actual object.
Most importantly however it ensures the safety of the object
under investigation. It is due to the hard limitation of the
current through the biological tissue. In case of single
frequency sinusoidal excitation signals the calculations can also
be simplified. If we take the magnitude of the applied known
sinusoidal current as unity and consider it having zero
beginning phase then the complex division can be omitted.
Therefore the impedance of the system under investigation will
essentially directly determine the magnitude and the phase of
the response voltage (Fig. 2). Impedance of the biological
object shows typically capacitive behavior within measurement
range from some kilohertz to some hundred kilohertz. Same
applies also for the EBI measurement on the radial artery (Fig.
3). The result shows slightly capacitive behavior of the
impedance vector and tiny variation on top of it due to the bio-
modulation of the impedance signal. The varying part of the
EBI has slightly different phase, than the basal, since the
impedance of the changing or pulsating quantity (such as blood
for example) can be different from the average impedance of
all of the tissues in the measurement path. Signal on Fig. 3 was
acquired with Zurich Instruments AG HF2LI 50 MHz Lock-in
Amplifier together with HF2TA Current Amplifier.
Measurement was conducted on single frequency 120 kHz.
Electrodes used on the wrist are depicted on Fig. 4. It is
ordinary FR4 printed circuit board with gold plated electrodes.
Phase angle of the base impedance is around -4 degrees. Phase
angle of the modulating signal caused by blood pulsation is
slightly higher ca -16 degrees, and the magnitude is roughly
200 times smaller than the, much less informative, value of the
base impedance. The ratio is clearly unfavorable, and requires
good dynamic diapason from the measurement system. It is
challenging when designing truly wearable data acquisition
solutions. Few conclusions can be drawn from this (and
numerous other) measurement results. First of all, the phase
angle is small, and secondly the modulation is mostly in the
change of the magnitude of the vector, which would suggest
that phase detector could be omitted in wearable indicator
without large errors. Main idea of the improved, compared to
the solution on Fig. 1, envelope detector is discussed in the
following part.

+ig| O 5
J_H;@rt@ O gOI—h | 3x10
Excitation current 1 3]
generator Sampling 2 t

+
PWM <« timing ADCpu/se>——JT> —» 12 bit ADC
; )
uC/DSP + Communication AZ(t)) {3 of 1ms samp.K

Fig. 2. Block diagram of the EBI measurement unit using digitalization of the differences between adjacent analog samples.
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Fig. 3. Measured EBI vector on the complex plain. Bio-modulation is shown
with gray smeared line. Black dashed line shows the vector of the base
impedance.

Fig. 4. Electrodes used during data acquisition on the wrist.

III. PROPOSED MEASUREMENT SOLUTION

Novel synchronously integrating envelope detector is
proposed. Sampling in the previous solution is ideally with
infinitely short pulses. Real samplers do obviously require
some time to take the sample, and do have aperture errors.
From the other side short samples do ignore large part of the
incoming signal and limit the achievable signal to noise ratio
(SNR). That in turn brought up the idea to investigate the
performance of the system, when infinitely short samples are
replaced with half period integrals instead. The basic principle
can be seen on Fig. 5. Modulation with linear ramp is
considered for simplicity of the discussion. That simplification
seems to be valid, if we consider slow biomodulation (few Hz),

and compare it with relatively fast excitation (120 kHz
excitation) signal.
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Fig. 5. Synchronously integrating AM detection, when the carrier is square
wave a), and when the carrier is sinusoidal b). Carrier is modulated in
both cases with linearly growing ramp. Unmodulated carrier is wider
blue line, modulated carrier is narrow black line, and modulating signal
wide red.

The idea is clearly visible in case of the square wave
carrier. Without modulation the net integral over the full carrier
period is zero, with modulation however one of the half periods
is larger than other. Change in the area is depicted as dark
rectangle on the Fig. 5 a), and therefore the resulting integral
(area) is not zero anymore. Clearly the area depends on two
things: period of the carrier (known and can be considered
constant), and on the slope of the modulating signal. Slope of
the linear function is equal to its derivative, and therefore the
integral taken synchronously over the full period (or number of
them in a row) of the excitation signal is linearly related to the
derivative of the modulating signal. With some simple
mathematics it can be shown that the statement is also valid for
the sinusoidal excitation. It is also clear that the original
modulating signal can be restored later with integrator. Clear
benefit of the proposed synchronous integration method is that
the base value of the impedance is automatically excluded from
the detection result, and therefore the dynamic requirements for
the following ADC circuit can be considerably relaxed. There
is however also unfortunate side effect, as with ordinary peak
detection as well: detector is sensitive to all signals. Therefore
unwanted additive components or noise can destroy the
measurement entirely. Pre-filtering of the acquired signal
becomes mandatory. In addition to that the filter should be
tuned exactly to the excitation signal. Even tiny phase
variations will be unacceptable, not to mention frequency
errors. While typical RLC filter cannot handle that there is a
solution — synchronous lock-in filtering. In its different forms it
has been around for many decades [17]. Essentially it is a lock-
in demodulator (multiplier) with low pass filter followed by an
additional lock-in multiplication.
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integrated signal c), signal after final integration d).

Besides serving as the narrow band pass filter it enables
also detection of the base impedance value, which could serve
as indicator for the quality of the electrode attachment.
Realization can have many different forms, such as solutions
proposed by O. Mirtens [18] for example. Proposed system has
been successfully simulated in LabView environment (Fig. 6).
Sinusoidal carrier is modulated with triangular waveform, and
small noise is added. As a result, the carrier is roughly 200
times bigger than the modulation on top of it. Square wave
signal is used for lock-in filtering and synchronous integration.
It enables usage of ordinary switches instead of multipliers.
Due to simple first order RC filter used, the lock-in
demodulator output still has small residue from carrier. Lock-in
integration gives the derivative of the original modulating
signal together with some noise, and 180 degrees shifted result
is shown after the final integration.

IV. CONCLUSION

Novel lock-in integration for detection of tiny
bioimpedance variations has been proposed and simulated.
When applied together with lock-in filtering it enables design
of simple analog front ends for bioimpedance acquisition with
enhanced protection against artefacts. Requirements for the
ADC used after detection can be substantially relaxed. Actual
prototype is currently being built and tested.
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Abstract. Measurement of a voltage response caused by a current excitation
signal sent to a biological system under study, i.e. measurement of electrical
bioimpedance, is typically using analog or digital lock-in detection. Such a
detector consists multiplying unit together with following low pass filter. Result
of such a multiplication is typically acquired in-phase with excitation signal, and
in quadrature with it. Later the actual bioimpedance vector can be calculated
with its magnitude and phase. It can be viewed as performing correlation
between excitation and response signals in two positions: with zero shift and 90°
shift. It requires two identical channels, the exact identity of which is hard to
achieve. Method for automatic single-channel detection is proposed, analyzed
and tested in the lab for the acquisition of the electrical bioimpedance signal at
the radial artery. The proposed method is useful when wearable low power
acquisition of the electrical bioimpedance is required. It simplifies circuitry
significantly, by thereby increasing reliability and lowering power consumption.

Keywords: Lock-in detection - Electrical bioimpedance - Correlation in analog
domain

1 Introduction

Electrical impedance or simply impedance is defined by Oliver Heaviside as an
opposition of a matter to a sinusoidal excitation current [1]. At first glance it may seem
to be rather restrictive to the waveform of the excitation signal, since the sinusoidal
current is explicitly mentioned. The ideas of Gauss, Fourier and many others do
however expand the indefinitely, as signals can be composed of a number of sinusoidal
components. The second thing that may not be immediately obvious is, that impedance
is defined in the frequency domain. Indeed: the sinusoidal signal is fully characterized
by its frequency and magnitude. The starting phase is a rather relative concept but can
be mentioned here as well. After important work by Arthur Edwin Kennelly, and
Charles Proteus Steinmetz the impedance is mathematically defined as the complex
ratio of the complex voltage to the complex current:
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T. Jarm et al. (Eds.): EMBEC 2020, IFMBE Proceedings 80, pp. 151-157, 2021.
https://doi.org/10.1007/978-3-030-64610-3_18



152 P. Annus et al.

Z = VI or more precisely Z(w) = V() /(o) (1)

Since the times of the Heaviside and Kennelly the concept of the impedance has
been extensively studied by many others, applied in scientific research and even more
importantly used to advance measurement technology and industry. Due to its fre-
quency dependence it is customary to refer to impedance spectroscopy in many cases
[2]. Many applications lie in electrochemistry, physical chemistry, and physics, but it
can be applied also to study and characterize a living tissue, and ultimately human
beings. In the latter case it is called an electrical bioimpedance (EBI) [3]. While the
applications are slow to emerge, there are already several areas where EBI measure-
ment is a must, such as a body composition analysis that characterizes relationships
between fat, bone, water and muscle content in the human body. The EBI, in this case,
is changing very slowly, and there is ample of time to calculate the average value of it.
It is entirely a different story when fast modulations caused by the biological processes,
such as breathing, heart beating, or digestion are studied in real-time. In this case the
EBI can be viewed as comprising of two parts:

Zip1(©) = Zpasernr(©) + AZpg () (2)

Whereas Zpase £p1(w) is so-called base or basal value and AZEBI(a)) is changing part
or modulation of the base value caused by the biological processes. Two problems are
introduced here. First is that the impact of the processes under inspection can be very
small, such as in the case of the acquisition of the cardiac signal. Second and equally
severe problem is that there are many other signals acting simultaneously, and
potentially corrupting the readout entirely, such as it is the case of motion artefacts. It is
unfortunately complemented with one of the biggest issues of the EBI acquisition,
namely the quality of the electrodes and their attachment. It is estimated that up to
around 85% of the problems in EBI measurement can be associated with the electrodes
[3]. Issues are caused both by the actual coupling of the electrodes and by parasitic
coupling of the body to outside targets. Perhaps it is not surprising then that it did lead
to the statement that “impedance surprises” [4]. Also, safety issues must be considered,
generally leading to excitation with the current source with very strict limits. Added on
top of that the EBI acquisition device should be small to be easily attached to the body
and conservative when energy consumption is considered.

Some devices exist, which satisfy discussed requirements, such as medically cer-
tified CircMon BT101 (impedance cardiograph), provided by JR Medical Ltd (Tallinn,
Estonia) for the experiments conducted by authors, together with medical personnel of
East Tallinn Central Hospital, and its modernized version CircMon BT101A. But there
is both need and possibility to improve the instrumentation further. The method used
by the CircMon device is called direct carrier compensation DCC [5]. The so-called
feedback compensation principle can be used alternatively [6]. There is also a family of
novel derivative solutions enabling separation of the basal value of the impedance from
the changing part, before the digitalization with differential sampling which can be
easily integrated into wearable solution [7] and with synchronous integration [8]. Both
are tested with good results. Nevertheless, they rely on the underlying impedance
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acquisition and should ideally work in two parallel channels for simultaneous acqui-
sition of the real and imaginary values of the complex EBI. The number of required
channels can be even larger if the simultaneous acquisition of voltage and current
values is considered. It brings a new set of problems with the similarity of these
channels, and obviously adds to energy consumption. In reality the imaginary part is
often neglected, as the phase angle of the impedance vector at the frequencies of
interest is low — around 4° and does not vary much in time. The resulting error between
the estimation of the true impedance vector length and the value of the real part of the
said vector is therefore below one percent and is sometimes considered acceptable.
Alternatively, a small adjustment can be applied to the phase of the multiplying signal
of the synchronous demodulator, slowly correcting it if necessary. Could it be possible
to recover the full complex value of the EBI without said simplifications, and without
added the complexity of multiple parallel demodulation channels? It turns out to be
possible, and even relatively simple.

2 Proposed Method

The basic formula of the complex EBI will be considered, with slight adjustments.
First, the complex division will be replaced with complex multiplication by the com-
plex conjugate:

Z(w) = V(o) /I(0) = V(o) - 1(0)"/I(0) - 1(o)’ 3)

In the resulting (mathematically exactly equal equation) the complex voltage V()
is multiplied with the complex conjugate of the current /(w)", and it is all divided with
the multiplication of the complex current and its conjugate. It is known that the mul-
tiplication of some function in the frequency domain with its conjugate is equivalent to
autocorrelation in the time domain, and that multiplication of one complex frequency-
domain variable with conjugate of the other frequency domain complex variable is
equal to the cross-correlation in the time domain. Given that current source based
solutions are preferred for safety reasons in case of EBI acquisition the time domain
voltage response signal has to be cross-correlated with the excitation current signal, and
it has to be divided with the autocorrelated current signal. The later can be easily
precalculated, since the excitation signal is given, and so is the autocorrelation value of
it. Synchronous measurement solution using cross-correlation (Wiener-Khinchin the-
orem) is well known, and such a full shift correlation can be easily calculated in the
digital domain, together with a follow-up Fourier transform for spectroscopy. It would
be desirable to acquire it already in the analog domain before the analog to digital
conversion. It would simplify requirements for the conversion, reduce required com-
puting power, and ultimately enhance the embeddability of the method. So far, the
simplicity of the solution may not yet be visible, since the cross-correlation of two
different signals is at best hard to achieve with analog circuitry. By definition two
signals have to be sliding in relation to each other, then they have to be multiplied and
integrated:
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(% g)(z /f g(t+1)dt )

The resulting correlation function will depict correlation results at arbitrary sliding
time instances between two functions. It will have its positive maximum where two
functions are best coinciding, i.e. have the highest measure of similarity, and zeros
where they are orthogonal to each other.

In the case of the EBI measurement with the sinusoidal signal it means that the
generated sinusoidal current signal will cause measurable voltage response, which will
typically have a certain phase shift, because the EBI under investigation is complex by
nature, and in fact slightly capacitive. Calculation of the correlation function maximum
between sinusoidal current and sinusoidal voltage signals would give both the mag-
nitude and displacement (phase) needed.

The classical solution to determine the length and phase angle of the resulting
impedance vector is using two synchronous demodulation channels. The incoming
voltage signal is multiplied with an in-phase reference signal (relative to the phase of
the excitation current signal) and with quadrature, i.e. 90° shifted, reference signal. It
will give real and imaginary components of the complex response voltage, and
therefore completely determine its length and phase angle. The result should be divided
with complex current value, but since the phase of the current signal coincides with one
of the references, i.e. it is in phase with it, i.e. it is deliberately chosen to be in phase
with it, the imaginary component of the complex current vector is zero and the complex
division is reduced to the ordinary one with a rational number denominator. Therefore,
the response voltage signal is directly proportional to the impedance signal of interest,
since the current value can be considered constant, i.e. it is kept constant by the design
of the current source circuitry. Such a quadrature synchronous demodulation can be
considered also as getting cross-correlation values at two sliding angels, namely 0° and
90°.

Such a result can be accomplished in principle also with one single measurement
channel, whereas the reference signal phase is suitably time multiplexed, and varies
between 0° and 90°. Here the reduction in channel count is achieved with added
complexity in reference generation, and care must be taken not to corrupt the result by
transients at phase change moments.

The third possibility is to use single channel and introduce arbitrary sliding time
interval 7, as it has been shown in several papers, including already referred [5], where
it is denoted by changing phase difference A¢g. Patent US7970461 is known in which a
periodic excitation signal is applied to an object under study and the response received
from the object is multiplied by a reference signal identical to the excitation signal but
delayed by a fixed phase shift, the phase shift magnitude being selected according to
the expected properties of the object. Such a t should be then changed to get to the
correlation function maximum.

Still, the circuitry needed to achieve a variable phase difference could be rather
complex, it consumes excess energy, increases size and cost, and adds potential points
of failure. Ideally, a certain amount of inherent automation should be built into the
circuitry. In [5] the solution involved two similar AD9834 numerically controlled direct
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digital synthesizers (DDS) from Analog Devices — one with frequency f and zero
starting phase, and the other with the same frequency f and variable starting phase,
which was then consequently changed to achieve the correlation function maximum.
Effectively one synthesizer would generate excitation current signal:

Iexe = Ay COS(CL)Excl—i- (po), where Py = 0 (5)

And the other synthesizer would generate a reference signal with varying starting
phase:

Vief = Arer cO8(wpxct + @), where ¢, can change in full circle (6)

Important consideration to be noted here is trivial fact that the argument of cosine
function (and also sine function) is phase, so that it could be written as:

cos(@11 + o) = cos(¢ (1)) (7)

If the typically constant starting phase is also changing in time the equation may
take the following form:

cos(py (1)) = cos(ei1+ (1)) (8)

And if a said phase change is a linear function of the time it could be rewritten in
the following form:

cos(wit+ (1)) = cos(w 1+ Awt) = cos((w + Aw)t) = cos(w,t) )

So, the final conclusion here is that if slight change in the frequency is introduced
between two oscillators, it is equal to automatically changing the phase difference
between said oscillators in time, or in fact it is known phenomena called beating. From
another angle it could be viewed as two oscillators having a slight difference in the
period of signal repetition, i.e. one of them is slightly squeezed or expanded in time
(see Fig. 1).

I Signal with period T+-x
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source with signal (T+-x)asT, where
Doty aand b are integers pC’ Comm, Ul
Vexe
¥

SYNC.
DEMOD.

=
Z| |Voltage
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Fig. 1. A block diagram for EBI measurement unit using single synchronous demodulation
channel.
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If such a signals are used in single synchronous measurement channel, i.e. exci-
tation signal having slightly different frequency than the reference signal at the mul-
tiplier, then the demodulator output will periodically cover full circle of phase
differences between said two signals, and it can be viewed as having automatic phase
shift, or automatically varying delay t between these signals.

There are several considerations for the speed of this delay variation. First of them
is related to the nature of the EBI, and to the sources of its variation. It should be
considerably faster than the maximum speed of the EBI change, so that the EBI can be
considered time-invariant in the window of the delay period. This sets a lower limit.
The higher limit is related to the EBI acquisition frequency itself. In between there is an
interesting time interval of 1 ms. In many cases the instruments for the acquisition of
the biologically relevant varying data can be synchronized to sample simultaneously at
1 kHz. It is believed to be reasonable repetition frequency also for EBI measurement. It
means that the excitation signal source frequency has to be exactly 1 kHz apart from
the multiplier reference signal. As a result, the correlation maximum appears in exactly
1 ms intervals, it can be digitized, and used for consequent signal processing or ana-
lyzing task. Said maximum in the 1 ms window has to be found also in the current
case, but it is a relatively straightforward and easy task, and can be left for the digital
circuitry.

3 Conclusion

A novel method for wearable acquisition of EBI has been proposed. It reduces the
complexity of the acquisition channel and reduces energy consumption. By using only
a single synchronous demodulation channel for the acquisition of the full complex
impedance vector it also eliminates errors caused by channel mismatch. Fully auto-
matic operation reduces complexity and speed required for operation. In follow up
embodiments it is also possible to compensate the correlation waveform before analog
to digital conversion (ADC). It would enhance the available dynamic range of the
circuitry, much like in the case for DCC, but at considerably lower (compared to the
carrier) frequency. The method can be used for wearable acquisition of the EBI on the
radial artery, and for the other system identification tasks outside of the EBI scope.
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Abstract: Changes in a certain parameter are often a few magnitudes smaller than the base value
of the parameter, specifying significant requirements for the dynamic range and noise levels of the
measurement system. In case of electrical bioimpedance acquisition, the variations can be 1000 times
smaller than the entire measured value. Synchronous or lock-in measurement of these variations is
discussed in the current paper, and novel measurement solutions are presented. Proposed methods
are simple and robust when compared to other applicable solutions. A common feature shared by
all members of the group of the proposed solutions is differentiation. It is achieved by calculating
the differences between synchronously acquired consecutive samples, with lock-in integration and
analog differentiation. All these methods enable inherent separation of variations from the static
component of the signal. The variable component of the bioimpedance can, thus, be acquired using
the full available dynamic range of the apparatus for its detection. Additive disturbing signals and
omnipresent wideband noise are considered and the method for their reduction is proposed.

Keywords: bioimpedance; dynamic range; synchronous measurement; lock-in detection;
differentiation; cardiovascular system; non-invasive measurements; wearable devices

1. Introduction

Assessments of the working of human cardiovascular system has been one of the key tasks
of medicine. It requires sensing as any other data acquisition task. The first truly non-invasive
pulse recorder was introduced and patented by German physiologist Karl von Vierordt in 1855 - a
sphygmograph. A “modern” mercury sphygmomanometer was not developed until 1896 and works
of Scipione Riva-Rocci [1]. The first truly automatic measurement and recording devices showed up
only in the late 20th century. Yet, the mercury sphygmomanometer has not disappeared from the
scene. One of the key wishes has been formulated by the Research Professor and Director of Sleep
Apnea Center of Kyushu University Hospital, Shin-ichi Ando: “I would like to have a blood pressure
(BP) meter that is worn like a light wristwatch without any sensible pressure. ... If such data can
be transferred directly and easily to an electronic medical chart and be combined with other data, it
would be very useful for the treatment of the patient and any kind of clinical research” [2]. Better
diagnostic means and methods are clearly needed for ubiquitous early detection of the BP and its
variation. There are a number of devices for acquisition of the static value of the BP, including some
wearables. Variations are typically neglected in these devices. Probably, the best known tonometry
device, which analyses the actual pressure curve is SphygmoCor [3], extensively evaluated in Mayo
Clinic (Rochester, MN, USA) and other places [4]. Unfortunately, the method is rather complicated
and operator-dependent, and can be used only by well-trained personnel, making it unsuitable for
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unobtrusive wearable acquisition. There is also a verifiable link between the actual pressure variations
and ballistocardiographic (BCG), and photoplethysmographic (PPG) signals presented in [5].

Authors of the present paper consider the electrical bioimpedance (EBI) sensing over the radial
artery to be very promising competitive solution, and can back it up with years of research and
development. Introduction to the complex topic of the EBI and its acquisition can be found in [6],
and discussions on how the acquired EBI values can be related to the state of the cardiovascular
system are comprehensively introduced in [7]. One of the earliest devices envisioned by the authors,
which reached eventually medical certification for noninvasive acquisition of the EBI, is presented
in [8]. It was used during the clinical research phase in the East-Tallinn Central Hospital (ITK) for over
100 human experiments. It has been validated against the invasive “golden standard” procedure. It has
also been validated against the SphygmoCor device in the clinical experiments carried out in the ITK.
The conclusion is that it is less operator-dependent than the SphygmoCor of AtCor Medical and does
produce valid results reliably. EBI based assessment of central aortic pressure is not new, Herscovici
and Roller published their groundbreaking research in 1980’s [9]. Measurement was accomplished with
four conductive Velcro electrodes, which were used together with inflatable standard pressurized cuff.
Impedance plethysmography was promising for the assessment of the mean arterial pressure, and the
used calculations resulted in acceptable correlation between direct and indirect measurements. Rudolf
A. Hatschek has patented a non-invasive blood pressure measuring device and method in 1994 [10].
According the claims, blood pressure can be determined by acquiring the varying pulsatile volume and
a speed of the pulse wave. For volume measurement, the EBI is suggested in addition to other possible
means. J. Sola et al. provided experimental proof of usefulness of the electrical impedance tomography
(EIT) on descending aorta on thorax in 2011 [11]. Many researchers have experimented with the EBI
for central pressure in the aorta (CAP) assessment since then. Unfortunately, it has not yet resulted in
widespread use of the method or development of relevant instrumentation. One of the reasons lies in
the complexity of the task, including the need for advanced electronics. Current paper will not discuss
relationships between EBI and cardiovascular parameters. Instead it will focus on the instrumentation
for the ubiquitous acquisition of the EBI. This will be discussed in the following sections of paper.

2. EBI Acquisition

The topic is complex, and this explains the short list of success stories and modest number of
developed devices, unless novel cardiac pacemakers are concerned where the sheer power of the
EBI measurement method is used extensively. Two large problem areas are inherent, first, to the EBI
acquisition electrode system, and second, to the electronics of the EBI measurement device itself. The
device must operate reliably in rather harsh conditions, whereas minute variations of the EBI, which
carry valuable information regarding the state of the cardiovascular system, can be masked by large
motion caused artifacts, and the dynamic diapason required from the tiny wearable is huge. Electrodes
play here crucial role. As stated in [6]: “around 85% of the problems in EBI measurement can be
associated with the electrodes.” To acquire the EBI, one must let the current flow through the tissue
and gather the voltage difference caused by the said current flow. The electrode system is used for
coupling with the body. Four options could be considered in general [12]: Two electrode systems, both
monopolar and bipolar, three electrode monopolar configuration and the tetrapolar four electrode or
Kelvin connection. The names of the systems may be somewhat confusing. In case of the two and three
electrode systems, the distinction between monopolar and bipolar refers to sensitivity distribution.
Monopolar system should have only one significant region of high sensitivity and bipolar consequently
two ideally equally sensitive regions. Situation is much more complex in case of the four-electrode
connection to the object. The current flows through two of them and the voltage is monitored with
the aid of two remaining electrodes. Sensitivity distribution, due to reciprocity [13], is cumbersome
as it has negative sensitivity areas, and depends on the matter under electrodes. Having said that,
the Kelvin method, essentially measuring transfer impedance between pairs of electrodes, drastically
reduces the impact of the electrode-skin interface impedance to the results.



Sensors 2020, 20, 1363 3of16

In the following only four electrode measurement is discussed, and only the instrumentation
aspects, not the electrodes and electrode systems themselves, which are discussed elsewhere. All of the
instrumentation solutions are presented in this manner, even though they could be easily adapted for
other configurations as well. The impedance is a complex ratio between the voltage on the object and
the current through that object. Excitation with the voltage output source and current measurement
can be used, or current excitation and voltage measurement applied. A generally arbitrary source
is acceptable, if both the voltage and current are acquired during the measurement. For medical
applications, current excitation prevails mostly for safety reasons, but it also minimizes the impact
of the electrode impedances. Also, a sinusoidal excitation signal allows the simplification of the
calculations, and the impedance is determined by the response voltage magnitude and phase (Figure 1),
by taking advantage that sin(0°) = 0, cos(0°) = 1 and sin(90°) = 1 and cos(90°) = 0. Quadrature signal
can be expressed in complex plane as vector with the length of M and angle ¢ where real and imaginary
components can be expressed as I = M-sin(¢) and Q = M- cos(¢). As the modulus of the signal is

M = /2 + Q* we can see that on excitation signal phase angles 0° and 180° modulus equals to the
imaginary part of the complex signal and on phase angles 90° and 270° modulus equals to the real part
of the complex signal. The sampling, which is exactly on 0°, 90°, 180° and 270° phase angles, as seen in
Figure 1, eliminates the need to calculate trigonometric functions in software resulting in lower CPU
clock frequency and power consumption [14].
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Figure 1. The unity-magnitude excitation current i (t) with a zero-value initial phase, and the voltage
response V; (t) with its magnitude, and phase shift. The normalized magnitudes of current and voltage
in relative units given on vertical axis, and the phase on the horizontal axis. The samples related to the
real part of the complex response of the i-th period s (i,1) and s (i,3) are designated by orange, and
green circles, respectively, and samples corresponding to the imaginary part of the complex response of
the i-th period s (i,2) and s (i,4) are designated by orange and green squares respectively.

Capacitively behaving bioimpedance is typically acquired in the range from kilohertz to hundreds
of kilohertz. Therefore, EBI measurement on the radial artery (Figures 2 and 3) is performed accordingly.

As it can be seen slightly capacitive impedance has very modest variation. The biomodulation is
caused mostly by pulsating blood flow.

current voltage
excitationg |respo;

Figure 2. Electrodes (b) and their placement (a) during acquisition of the EBI.
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Figure 3. Normalized Nyquist plot of the impedance on the radial artery during several cardiac cycles.
Real and imaginary parts of the base vector (dashed line, see (a)) together with modulation (blue dot at
the end of the vector), and a zoomed-out modulation around the top of the base vector with average
blue line (b).

Very small changes have to be acquired and this requires a wide dynamic range from the
measurement apparatus. Abrupt changes in impedance of the contacts between the skin and the
electrodes require close attention as well, otherwise the motion caused artifacts may saturate the
measurement channel for a longer time and cause some slow signal wanderings afterwards.

3. Closer Inspection of the Measurement Situation

A set of measurements is conducted on the radial artery to illustrate the problem. Actual
measurements were conducted multiple times with several different electrodes including gold plated
printed circuit board (PCB) electrodes and standard electrocardiography (ECG) electrodes. The setup
with the ECG electrodes is shown on Figure 2a. Placement of the electrodes in relation with the wrist
and radial artery is further depicted on Figure 2b. Size, distance, location and the construction of the
electrodes has been experimented with and refined during longer research period and described in
different papers, such as [8] and [15]. In brief summary it can be said that the optimal setup for repeatable
results consists of four equally spaced electrodes of 2-4 mm diameter roughly. The measurement
results are normalized for two reasons. First, the results vary depending on the exact position and
coupling of the electrodes. Secondly, the relationship between the base value and the periodic blood
pulsation caused change is of interest here. The measurement results acquired from the radial artery are
presented in Figure 3. Impedance values on real and imaginary axis are divided with average value of
the real component as it is visible on the figure. Signal is taken from single measurement during several
cardiac cycles on the radialis of volunteer. Normalization is done by dividing measurement results by
center value of the samples. As seen from Figure 3 phase of the response signal is in the range of 4.27 to
4.33 degrees and Re(AZ) variation is 0.52%. Base level of the bioimpedance is normally in the range of
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100 Q) to 1 kQ) depending on electrode material, distance and location. Impedance base level and phase
is similar between subjects — large scale study of over 220,000 persons in Germany [16] defines average
impedance of the human body, which shows very similar phase angles to Figure 3, even though it is
measured at different location and only at 50 kHz. The reference study of dielectrical properties of
tissues [17] marks the magnitude of the variability of readings between different subjects. Impedance
variation on the radialis caused by cardiac activity can be considered small, around 0.5%, compared to
base impedance and is in the range of some hundreds of milliohms. Impedance measurements on the
hand of the author on Figure 3 and comparison with measurement results from other works are shown
in the Table 1. Variability of bioimpedance measures in normal adults discussed in detail in [18] shows
also remarkably similar phase angles as in [16], but now at 100 kHz. Also, the changing part of the
bioimpedance measured in [19] on the wrist falls very close to the results acquired when conducting
measurement depicted on Figure 3.

Table 1. Impedance measurement base values, variations due to cardiac activity and phase angle.

Z[0] AZ [O] AZ [%] @ [deg]
Meas. Figure 3 70.39 0.35 0.5 4.3
Reference [18] 264.57 5.6
Reference [15] 102.8 0.12 0.11
Reference [19] 0.326

A signal was acquired with a well-known Zurich Instrument, AG HF2LI 50 MHz Lock-in
Amplifier, together with HF2TA Current Amplifier, to ensure the results are repeatable elsewhere. The
gathered information was analyzed and presented in the custom made LabView-based environment.
The measurements were conducted in a wider scale at frequencies 10 kHz, 25 kHz, 50 kHz and 120
kHz in different conditions. The measurements with frequency of 120 kHz had the best signal quality
and showed less motion artefacts compared to lower frequency measurements. The results presented
here are from the single measurement frequency of 120 kHz, as it was determined to be the most viable
for future experiments, and with the author sitting in quiet resting position in the chair with armrests.
Actual impedance values and their dependence from the electrodes and their placement is not the
subject of the investigation here. Instead relationship between the base value of Z; and magnitude of
the change AZ(t) on top of it is emphasized:

Z(t) = Zo + AZ(t), 1)

Question may rise regarding representativeness of Figure 3, since it is measured on a single
person. It has been shown however by Camelia Gabriel in her reference work (together with colleagues
from the Brooks Air Force Base (USA)) [17] that: “Biological tissues are inhomogeneous and show
considerable variability in structure or composition and hence in dielectric properties. Such variations
are natural and may be due to physiological processes or other functional requirements. The spread
of values ranges from about +5% above 100 MHz to +15% at the lower end of the frequency scale.”
Therefore, it is reasonable to assume that the variation is not larger than presented by C. Gabriel,
and Figure 3, can be considered sufficient as it is only showing the scale of the problem and not exact
values. Moreover, minimal change of the bioimpedance of 0.1% is assumed, which is very conservative
compared to 0.5% in Figure 3 and is considered to have sufficient margin of five times compared to the
worst-case deviation of +15%, i.e., max 30%. In the following sections it is often called “small change”
instead of actual number.

4. Two Devices for Comparison

Several methods have been proposed to overcome these graphically presented difficulties. Simplest
is capacitive AC decoupling in analogue domain. To minimize the distortion of the waveform of
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roughly 1 Hz signal (which is typical heart beat frequency) the corner frequency of the high pass filter
(HPF) must be substantially lower, which results in large time constant. Even though the described
approach works rather well, it has a serious drawback very slow reaction to the possible large changes
of the input signal. Such changes can easily appear due to the movement of the system. Ideally the
final solution should be free of that kind of lag. The second method is used for the acquisition of the
EBI signal during the ITK experiments in the clinical device CircMon BT101 (JR Medical OY, Tallinn,
Estonia) (Figure 4)—the direct carrier compensation (DCC) [20] (Figure 5), where DDS is Direct Digital
Synthesizer, uC is microcontroller, Comm denotes communication interface, in current case Universal
Serial Bus (USB) together with Bluetooth low energy (BLE), LPF is Low Pass Filter, ADC is Analog
to Digital Converter, Veyc is excitation voltage, lexc is excitation current, Vs is response voltage, Ryef
is current determining reference resistor, and Ul is User Interface. DCC, while working very well,
requires usage of several synchronized oscillators, which complicates the schematic, requires rather
complex adjustment software and ultimately results in larger, more expensive device with higher
energy consumption than optimal. DCC is acceptable for the medical device used in the clinical
surroundings, but unobtrusive and pervasive monitoring of the cardiovascular system would certainly
benefit from more streamlined solution. Another example of the complex multifunctional device for
laboratory use is given in [21]. Multi-frequency instrument for simultaneous multisite EBI acquisition
is described. Essentially high-speed sample by sample compensation is used. Again, method is good
but not suitable for wearable electronics.

Figure 4. Noninvasive cardiovascular circulation monitor CircMon.

Quadrature pulses

uC, Comm, Ul
'VRES average Re l
Iexc Current into the object SYNC. ADC
————— DETECT. LPE 1 et [
Im
SYNC. ADC
DETECT. A7 1ebit |

Figure 5. Block diagram of the EBI measurement device using direct carrier compensation method.

The second contender stepping up in current comparison between different methods was the “brute
force device” with the best possible modern analog to digital converters (ADC) on board (Figure 6).
Atmel AVR microcontroller XMEGA256, one of the latest 32-Bit Linear Technology Over-Sampling
ADC’s the LTC2508-32 (Norwood, MA, USA), and the BLE Version 4.0 + radio module were used.
Energy supply is from an on-board lithium-ion battery to minimize parasitic coupling issues. The
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ADC has reasonably low noise and low power (for more information please refer to the datasheet of
the used ADC), as well as integrated configurable digital filter, which enables immediate suppression
of the unwanted disturbances. Digital synchronous demodulation is problematic due to the slow
output data rate (3.9 kSa/s) of the converter, and limited computing power of the used microcontroller,
and therefore analogue synchronous demodulators were used instead, as in the previous case of DCC.
Therefore, the detection occurred in the analogue domain without the compensation. When compared
to the DCC method, the multiplication in the analogue domain with following direct conversion does
not have roughly 6-8 effective bits added to the nominal resolution of the digitizer (ADC). It was amply
compensated with the double-up bit count of the following ADC. Both, real and imaginary quadrature
channels were used in the previously described devices. Careful examination of the Figure 3a would
suggest that the imaginary channel might be omitted, either by compensating the tiny phase error of
roughly four degrees, or even ignoring it altogether, because the error introduced is not significant
in the current application. That is exactly the path taken in design of following three competing
novel solutions.

DAC Quadrature pulses }

Re ]
SYNC. ADC
DETECT. AP bt
Im

SYNC. ADC
DETECT. LR abt

Figure 6. Main components of the “brute force device” using high resolution ADCs for detection of
the EBL
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5. Three Novel Solutions, Materials, Methods, Preliminary Results and Discussion

Three different methods for the separation of the base value of the impedance from the time
varying biomodulation were proposed, examined, simulated, and to a various extent prototyped.
A common feature shared by all members of the group of the proposed solutions is differentiation. First,
realization [22] is based on the calculation of differences between synchronously acquired consecutive
samples. It has been shown that it is possible to demodulate the signal with simple additions and
subtractions when using quadrature samples shown also on Figure 1. It has been described in several
papers, but the most comprehensive overview is given in [21]. It was stated that the direct current
(DC) component can be calculated as:

~os(i,1) +s(1,3)  s(i,2) +s(i,4)

DC(i) 5 = : . (2)

The real and imaginary parts of the complex response signal (V) expresses impedance here could
be computed according to:

s(i,1) —s(i,3) s(i,2) —s(i,4)'

Re(V(i)) = 3 and In,(V(i)) = _ 3
And finally, the modulus and phase of the complex response signal V are found as:
I V(i
IV 1= ‘/(Rev(i))z + (ImV(i))* and ®(i) = arctan—" (@) 4)

ReV (i)
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It is possible to decrease processing load and acquired samples even further by measuring only
either positive or negative half period of I,V and using calculated DC component in I,V calculations:

ImV(i) = (s(i,2)) - DC or ImV(i) = (s(i,4)) — DC. ®)

In that case, only three measurements for the whole period are required in order to calculate the
real and imaginary parts of the complex response signal.

In [21], the calculations were done in digital domain after conversion of the analog samples to
their digital counterparts. These calculations can be done in analog domain when consecutive samples
are held in separate sample and hold (SH) units, before they are finally quantized. The resulting R.V,
ImV, and |V| contain the sum of the base value and the modulation on top both, in analog and digital
domain calculations. It becomes more interesting if we consider the actual DC shift to be equal to zero,
which is easily achievable by high pass filtering the high frequency response signal, then Equation (2)
will have entirely different meaning. Now, the calculated sums show the difference between the values
of the samples, corresponding to real and imaginary parts of different half periods, or in fact it is equal
to AV(i) for either, real part or imaginary part for that period. AX(t)/At when At is short enough can be
viewed as derivative of the original response signal, hence the word differentiation in the description
of the proposed three methods:

(i,1) +s(i,3)

Reav() = _s0,2) +s6id)

and I[,AV(i) 5

(6)

Removing DC shift simplifies sampling even further, in order to calculate response signal real and
imaginary parts, only two samples per whole period is required. The differences can be calculated by
using only samples belonging to either positive or negative half periods (Figure 7):

ReAV(i) = s(i,1) and [, AV (i) = s(i, 2). 7)

0.5
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Figure 7. Down-sampling of the response signal using only positive half periods. Solid line is unity
magnitude excitation current, dashed line is response voltage. Samples related to the R V(i) and I, V(i)
in blue color and red color respectively.

These differences can be calculated in many different ways leading to different realizations of
the circuit. For example, prolonging the distance between two samples for integer number of whole
periods can be considered, effectively resulting in slower sampling. Such an under-sampling may be
beneficial for reduction of the energy required for sampling, and also when the sampling process has
physical limitations due to cheaper components. The under-sampling rate is limited by the spectrum
properties of the response signal. In usual bioimpedance measurement applications, the signal
spectrum characteristics are related to the cardiovascular processes where signal spectral components
are in kilohertz range. The under-sampling rate should satisfy Nyquist criteria and sampling rates
over 2 kilo-samples per second are commonly sufficient. Compared to excitation signal frequency,
sampling rates can be tens of times slower, which optimizes energy consumption and reduces the
required computational power. Additionally excitation signal can be interrupted between sequential



Sensors 2020, 20, 1363 9of 16

sampling events that reduces power consumption even further. Obviously, transient processes must
be taken into account between re-enabling excitation signal and acquiring next sample.

Device corresponding to first half of the Equation (6) is shown on Figure 8, where Irxc (+i, and
—i,) is excitation current, Vg is response voltage, DAC is Analog to Digital converter for excitation
signal generation.

P uC, Comm, Ul
1] 3
——— DAC ‘ Sampling pulses ’—
2

ADC
% WA 12bit ‘

SEECEIES

Figure 8. Simplified representation of the EBI measurement device with derivative sampling.

When proposing this realization, it is assumed that the phase angle of the impedance vector
(shown on Figure 3a) is typically less than 4 degrees in case of excitation signal frequency of 120 kHz,
and R.V(i) can be taken approximately equal to[V(i)|, without introducing large errors, at the same
time considerably simplifying the physical realization of the device, (Figure 9).

Phase angle ¢ < 4°

Figure 9. Sampling | V(i) | in case of small phase angle of the impedance vector using only positive
half periods. Solid line is unity magnitude excitation current, dashed line is response voltage. Samples
related to the Re V(i) are in red color.

Maximum error introduced by discarding imaginary part of the response can be found as ratio of
the modulus of the complex response signal to the real part.
Modulus of the complex response signal V is:

|V]= P +Q. (8)

As real and imaginary components of the complex signal are:

I=R.V = |V|-sin(¢) and Q = I,V = [V]- cos(@). 9)
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It can be shown that:
\%

RV
Estimated measurement error introduced by sampling only RV in that case based on Equation (10)
is approximately 0.24% (Figure 10). Actual response can also be easily calculated as:

| V]= y/R.V2. (11)

1+ (tan(@)). (10)

Measurement error, %
=] [ N w
w - w N w w w »
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Figure 10. Measurement error compared to phase angle of the impedance vector.

Actual Re V(i) can be easily measured and calculated (3) and gives very good indications regarding
the quality of the electrode attachment to the body. Why is the calculation of the ReAV(i) more beneficial
than direct calculation of the ReV(i)? There is no real benefit, if the calculations are done entirely in
digital domain. If the difference between consecutive samples is calculated in analog domain, things
change considerably. Now, we need to digitize only tiny variations separately from large base vale.
Furthermore, these tiny variations are randomly around common mean, which is determined mainly
by the omnipresent noise. It means that relatively slow variations in measured impedance caused by
the biological processes, at least when compared to the fast-changing excitation signal, will not show
up. Even large artifacts will disappear due to tiny change in short time window. Method has been
extensively simulated in the LabView environment with convincingly good results [22] (Figure 11).
Derivative sampling circuits can be made from discreet components, but more importantly they are
easily integrated when purpose-made silicon is designed. As it is seen on the Figure 8 the differential
sampling solution performs well, with or without an additive noise, even if only 12-bit converter is
used. Thel2-bit resolution was chosen for comparison, because many microcontrollers and digital
signal processors (DSP) have similar ADC’s.

Time, s

(a) (b)

Figure 11. Normalized results of the differential sampling solution: without added noise (a), and the
same signals with 0.1 mV noise added (typical situation during EBI acquisition) (b); all the curves are
normalized for better readability.
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In Figure 11, a carrier of 1 V amplitude is modulated by 0.1 mV and 1 Hz triangle wave. Normalized
results are depicted as follows: A narrow green line square wave (normalized to unity magnitude)
represents the calculated differences between adjacent samples, a bold red is normalized result of the
12-bit conversion of the differences integrated afterwards digitally. Note that the actual impedance
modulation signal is fully restored, even while the derivative square wave has totally disappeared into
the noise on Figure 11b.

There is also related patent application in process [23], which considers also an extension to the
described method. The general sampling process acquires the value of the original signal plus some
additive noise at the sampling point. Mathematically, the sampling instance is considered infinitely
short in time. Immediately, it appears impossible to acquire samples in the described manner in real
life. Instead of finite length sampling instances are present, typically very short, compared to the
period of the maximum frequency component of the signal to be sampled, and at least twice faster than
mentioned period according to well-known Wittaker-Kotelnikov-Shannon (WKS) sampling theorem.
Naturally, the question may arise of what happens if we prolong the sampling instance? Real samplers
obviously require some time to take the sample and settle afterwards, and therefore, have so-called
aperture errors [24]. The sampler integrates the incoming signal to be sampled short while during,
and after, the sampling pulse, as the sampling switch cannot change its state instantly. Generally,
these aperture errors are considered harmful and should be minimized. From the other side, this
integration can be viewed as filtering operation, which could help to improve the achievable signal to
noise ratio (SNR).

That, in turn, brought up the idea of further investigating the performance of the system,
when infinitely short samples are replaced with half-period integrals instead. Here, the answer is
considered only in limited case of synchronous sampling, which is locked-in to the periodic excitation
signal [25].The basic principle can be seen on Figure 12. Modulation with linear ramp a-t, where a is
arbitrary constant and t is time, is considered for simplicity of the discussion.
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Figure 12. Synchronously integrating AM detection, when the carrier is square wave (a), and when the
carrier is sinusoidal (b). Carrier is modulated in both cases with linearly growing ramp. Unmodulated
carrier is wider blue line, modulated carrier is narrow black line, and modulating signal wide red.

That simplification seems to be valid, if we consider very slowly varying biomodulation (few
Hz, with relevant bandwidth of the signal up to some hundred Hz) and compare it with relatively
fast excitation (120 kHz excitation in current case of the EBI acquisition) signal. The case of the square
wave carrier is easier to comprehend visually. As it can be seen in the Figure, the net integral over the
full carrier period is zero, if the carrier is not changing during that time. Yet, one of the half periods
has higher magnitude than the other when modulation of the carrier is present. A dark rectangle in
Figure 12a) shows the difference in the area under the curve resulting in the integral being not zero
anymore. Two parameters contribute to the changing area: Known and constant period of the carrier
and the slope of the modulating signal. Slope of any linear function is equal to the derivative of this
function. Visible dark rectangle, or the integral taken synchronously over the full period (or multiple
periods) of the excitation signal is therefore linearly related to the derivative a of the modulating signal
a-t. More precisely, the negative value of the slope of the modulating signal (-a) must be considered.
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It can be shown mathematically that the result is also valid for the sinusoidal excitation, which is
modulated with linearly rising ramp a-t (12) (Figure 12b):

fa-x~sin(x)dx= a-sin(x) — a-x-cos (x) + C. (12)

When Equation (12) is evaluated over the full period from 0 to 27t the result will be the same -a. If
x is replaced with more typical w-t, where w = 27-f, and f = 1/T, where w is angular frequency in rad/s,
f is frequency in 1/s or Hz, and T is period in s, then there is additional constant scale factor T2/27
to be considered. As the result of the synchronous integration is linearly related to the derivative of
the biomodulation of the EBI it can be restored with integration if required. The main benefit of the
described method is in the automatic exclusion of the base value from the result due to differentiation.
Given that the signal to be digitized is now only the slow biomodulation the ADC can be slower and
with fewer bits than in the previous solution. Again, the method has been extensively studied in the
LabView environment with convincingly good results [26] (Figure 13).
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Figure 13. Modulating signal (a), signal after lock-in detector (b), synchronously integrated signal (c),
signal after final integration (d). All signals are normalized for the sake of clarity. Please note that (d) is
mirrored image of original (a), as predicted mathematically.

The “derivative peak-detectors” suffer from negative side effects. The peak detection is sensitive
to all components of the detectable signals, i.e., it is not selective in the frequency domain. The user of
the peak detection must be aware of the unwanted additive components or noise. The situation can be
improved when pre-filtering of the acquired signal is used, as it considerably reduces the impact of
possible additive disturbance. Since synchronous phase sensitive measurements are required the filter
should be tuned exactly without any phase variations. A typical RLC filter is not suitable here, due to
large variations. Instead synchronous lock-in filtering has to be used [25]. It serves the narrow band
pass filter with rock stable parameters, and as a side effect gives the base impedance value, which is
useful as an indicator for the quality of the electrode attachment. Many different realizations have
been proposed, such as by Martens [27]. Both presented solutions have something in common, the
need for fast synchronized polyphase switches. It is easily achievable, when using application specific
integrated circuit (ASIC) realizations of the principle, but harder to achieve with standard components.

The third derivative detector t is much simpler, yet performs very well (Figure 14):
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Figure 14. Simplified schematic of the EBI measurement device using filtering for derivation.

The block diagram is like the solution on Figure 6. It is also similar to the solution used in [19],
with one major difference. Analog derivation is used over the frequency range of interest instead
of having analog low pass filter at 0.1 Hz. While, the low pass filter has an inherently long settling
time, in seconds, as it has been described also in number of other publications describing similar
items, the derivative approach settles in milliseconds. It is crucial when wearable implementation is
used during normal everyday activity instead of static sitting or lying position. The major difference
is in the block of dZ/dt. The device uses same AVR ATXMEGA microcontroller, together with BLE
4.0 + module as on Figure 6, internal rather noisy low quality 10-bit ADC was used instead of high
quality external 32-bit ADC. The quality of the solution is visible on the Figure 15, representing actual
waveform acquired on top of the radial artery without any additional filtering or processing. It is
quite clear and a good quality signal. dZ/dt in this case is achieved with simple high pass filtering,
as discussed also earlier, but with much higher corner frequency, so that in the frequency range of
the bioimpedance modulation caused by the beating heart the frequency response is rising 20 dB/dec,
which is effectively equal to the mathematical derivative dZ/dt. Presented derivative detector was able
to resolve impedance changes as small as 4 mQ) (ADC resolution 1 mQ)/LSB), which is in the range of
1% of impedance change caused by cardiac activity. Blue curve of the Figure 15 represents derivative
signal caused by impedance change of approximately 300 m(). Picture of the demonstrator device is
visible on Figure 16.
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Figure 15. Bioimpedance signal, acquired with derivative technology, shown on Figure 11. All curves
are normalized. Blue curve in the middle is the actual signal from the device, i.e., first derivative of the
bioimpedance signal, upper red curve is second derivative of the bioimpedance signal shifted up by
1 unit, and lower green curve is integral of the incoming signal shifted down by 1 unit. It is also the
actual bioimpedance signal.
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Figure 16. Image of the actual 10-Bit derivative bioimpedance acquisition system prototype.

Proposed derivative detector has several advantages compared to “Brute Force” and “Carrier
Compensation” DCC method—it uses simpler hardware, has lower power consumption and requires
less computational power. A comparison of the three different solutions is shown in Table 2.

Table 2. Comparison of the three different acquisition methods described.

Method ADC Resolution Excitation Signal Generation Computational Power Power Consumption HW Complexity
DCC 16 bit DDSx2 Medium Hi Hi

Brute 32bit Multibit DAC for Hi Medium Medium
Force sinusoidal signal

Derivative 10 bit 2 bit DAC for ternary signal Low Low Low

6. Conclusions

Three derivative requiring methods for the EBI acquisition are presented. First two have been
simulated in LabView environment with good results. The prototypes are being built and the last
version is ready-made and tested. Differentiation implies improvement in the dynamic range of the
useful signal at the input of ADC, as the variations can be 1000 times smaller than the whole measured
value. Results show that the internal 10-bit analog-to-digital converter (ADC) of microcontroller is
enough to achieve the signal quality, which is comparable to the one of the more complicated brute
force device with 32-bit ADC’s. The difference is that the output signal is the derivative of the measured
EBI. While the original EBI signal can be restored relatively easily (Figure 15), it is not mandatory
as many calculations, based on the acquired signals, require derivation before further indices can
be calculated.

All three derivative solutions for acquisition of the EBI signal are believed to be novel and
patentable. Very good results are obtainable when used together with lock-in filtering. They are
key enablers for the design of simple analog front ends for pervasive EBI acquisition with enhanced
protection against artefacts. The requirements for the ADC used after detection circuitry can be
substantially relaxed. The current paper is focused only on the methods and basic technology research.
In terms of technology readiness levels (TRLs) it ends before TRL 3. The actual prototypes for
technology demonstration belonging to TRL 5 are currently being built and tested in the frames of
commercial agreement.
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Abstract—A novel FPGA based 16-bit 20 MHz real-time
electrical impedance measurement device has been developed.
While such device can have several applications, then one
of the purposes is to measure and monitor the human
cardio-respiratory activity signals by inductive magnetic
induction based coupling, where a fine resolution in relatively
high frequency range is needed. As such a small form-factor
device with affordable price and low power consumption is not
commercially available, for wearable personal healthcare, the
first prototype of such instrumentation device was developed.
The solution uses the Altera Max10 FPGA and the external fast
operating 16-bit analog-to-digital and digital-to-analog converters
(ADC and DAC) with complementary analog components for
signal generation, conditioning and handling. The WiFi data
communication is based on a separate ESP8285 chip. The overall
solution was tested in the frequency range of analog signals
up to 20 MHz, getting 4000 measurement results during every
second, what is certainly enough for the real-time presenting
of impedance waveforms of such physiological processes as
breathing and heart beating.

I. INTRODUCTION

Electrical impedance characterizes the properties of
different materials, structures and processes as composition
of metals, structures of materials, electro-chemical reactions
as corrosion etc. [1]. Electrical bio-impedance (EBI) is
the electrical impedance of biological matter, describing
living biological materials (cells, tissues, organs) and such
the physiological processes as breathing, heart beating,
flowing of blood and tissue oxygenation. In summary,
electrical bio-impedance allows to measure and analyze the
cardiopulmonary and vascular dynamics, which are the most
necessary physiological processes for medical diagnosing of
human health [2]. To avoid serious electrode problems and
reduce artefacts, the non-contact sensing methods are of
interest [3] by using both capacitive and inductive coupling.

An important application of the impedance is monitoring
of the hemodynamics of the person. One specific application
could be impedance -cardiography (ICG[4]), but more
generally, monitoring of cardiac and respiratory data [5].

Impedance of the chest and head can be measured not
only by electrically conductive electrodes placed on the body,

978-1-7281-9539-1/21/$31.00 ©2021 IEEE

but also by using inductive (magnetic induction) coupling
[6], enabling not only cardiovascular but also respiratory
monitoring [7]. Compared to the measurement of metals,
where the limited by the frequency - depth of penetration of
the electromagnetic field suits for investigation of corrosion
and the coating’s depth [8], higher frequencies are preferred.
E.g., 10 MHz instead of 100 kHz is used to obtain information
on the (3 dispersion part of the body impedance and reduce
the electrodes’ series capacitance impact.

High frequency measurements are similarly preferable in
many other cases and the developed instrumentation given
in Fig. 1 is required more widely than in the bio-impedance
measurement cases described above.

A. Existing solutions for impedance measurement

Well-known are the impedance measurement solutions
based on using the single-chip integrated circuit AD5933 of
Analog Devices Inc [9]. Such the solutions have both limited
bandwidth (100 kHz) and also limited resolution because of
only 12-bit analog-to-digital converter (ADC) in the input of
it digital processing part. Though some DSP-based solutions
for multifrequency impedance measurement devices have been
developed [10], [11] in participation of authors of the present
paper, these are not suitable for wearable devices by size,
resolution, frequency range and cost limitations. There exist
also high-resolution inductive impedance converter chips [12]
of Texas Instruments, which can be considered for some
applications, but the limited frequency range and required
adaptive adjustment of the measurement range make them use
almost impossible for higher precision measurements in the
current task. Several bulky desktop impedance analyzers are
available from Wayne Kerr [13] and Agilent and similar, for
example, which are not applicable due to their cost and size,
but mostly because of inability for real-time measurements.

II. PROPOSED SOLUTION

The block diagram in Fig. 1 depicts the proposed solution
based on using the digital signal processing and synthesis

Authorized licensed use limited to: Tallinn University of Technology. Downloaded on July 11,2022 at 06:39:42 UTC from IEEE Xplore. Restrictions apply.
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Fig. 1. Block diagram of the proposed solution

by the aid of field programmable gate array (FPGA) Altera
MAX10. Analog signals are digitized by the aid of the 16-bit
analog-to-digital converter (ADC) AD9265 from Analog
Devices, and generated (synthesized) by using the 16-bit
digital-to-analog converter MAX DAC. Input and output
analog interfaces contain amplifiers, filters and a multiplexer
at the input. A special integrated circuit ESP (8226) serves for
wireless data communication (WiFi) with a standard computer.

A. Key components

The device includes the following electronic components:

o FPGA - Altera MAX 10 (MAX10M16SAU169), featured
by the dual configuration flash memory, analog blocks
(not used in the current project), DSP-blocks (including
18x18 bit multipliers), complex control management,
single-core voltage support, user flash memory;

o Analog-to-digital converter (ADC) - AD 9265, featured
by 16-Bit resolution, up to 125 MSPS sample-rate
(utilized at 80 Ms/s in the current project);

« MUX: ADS8I184 (700 MHz, 5 mA 4-to-1 Video

Multiplexer),

« PGA: THS7001 (70-MHz High-Speed
Programmable-Gain  Amplifier, with max gain 20
dB);

o ADS8130, an ADC input driver buffer (Low Cost 270 MHz
Differential Receiver Amplifier);

« Digital-to-analog converter (DAC): MAXS5891, 16-Bit
resolution, up to 600 MSPS sample-rate (utilized at 80
Ms/s in the current project);

o THS3215, DAC output driver buffer (DC to 650-MHz,

Differential-to-Single-Ended, DAC Output Amplifier);

The ESP8285 is a low-cost Wi-Fi microchip, with a full

TCP/IP stack.

The ADC and DAC are connected to the FPGA by
separate synchronous parallel 16-bit buses, giving the
80Ms/s data rates. The ESP8285 chip connected to the
main FPGA by the I>S bus.

B. Algorithms used

Generation of sine/cosine waves (as excitation signal and
as reference waveforms) for the Discrete Fourier Transform
(DFT) is done by using of the CORDIC algorithm (COordinate

Fig. 2. Photo of the prototyped device

Rotation DIgital Computer), known also as Volder’s or
“shift-and-add” algorithm [14].

C. Overall algorithm description

The overall impedance measurement consists of the
following steps:

o The FPGA generates the excitation sinewave 2 V
peak-to-peak amplitude and frequency from 100 kHz to
20 MHz;

o The excitation signal passes the circuit of series
connected resistor R=1Kf{) and unknown complex
impedance Zx;

« Beside the sine wave, the chirp waveform signals can be
synthesized for both, excitation and reference waveforms
for performing Fourier analysis as proposed in the
patented solution [15]. As a result, the spectral analysis
of unknown impedances becomes possible.

III. APPLICATION EXAMPLE

In Fig. 3 it is given a schematic diagram for evaluation of
functioning of human cardiopulmonary through simultaneous
measurement of impedance variation of lungs, heart and
vascular system of hand. The magnetic method is used for
generating the induced measurement current ii in the wrist by
a generator G, incorporated in the prototyped measurement
device (see Fig. 1 and 2) as a DAC based synthesizer of a
magnetizing electrical current i,,. The induced current flow ii
passes through the hand and conductive belt and closes through
both heart and lungs.

Fig. 3 and 4 demonstrate the work of inductive sensor in
more detail. Magnetizing current i,, =10 mA flows through
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Fig. 3. Experimental evaluation of the cardiopulmonary system
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Fig. 5. Construction of the toroidal magnetic coil: a prototype (a) and
principles of the design (b)
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Fig. 4. Current density lines in case of the distal four-electrode placement
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the coil winding (N = 10 turns) of a toroidal magnetic ring 0.185- [ | | | [
(flexible material, 1 = 20) and creates a magnetic induction )
®m inside the magnetic ring. In turn, the magnetic induction  0.187-] i / m

®m induces an electromotive force emf, which generates the

inductive ii, the level of which depends inversely on the 0.186
impedance Z of the closed current circuit. 0.185 | | I | |
Construction of the toroidal magnetic coil is given in Fig. 1 o2 25 3 35 4 “‘Tslme 55
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Breathing and heart beating together with blood flow
modulate the impedance Z. Impedance modulation results in  Fig. 6. Impedance caused demodulated waveforms of breathing (a) and heart
the output voltage of the device as illustrated in Fig. 6. beating (b) acquired with the prototyped device

The acquired waveform of breathing satisfies the best
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Fig. 8. Geometric data of the sensor model given in the previous figure

expectations, but heart-beating response in composite
waveform remains too low and contains disturbances.

To overcome the problems, the following sensor schemes
were proposed in Fig. 7 and 8 for sensor solutions.

In Fig. 7, the sensor model is supplemented with two
capacitive electrodes connected with each other through a wire
connection directly, not via body. Fig. 8 gives us the geometric
data of the sensor. This enables us to measure the blood
pulsation in the wrist area without taking into account other
part of the body. Moreover, the capacitances of supplemented
electrodes and inductance of the coil were tuned to have a
serial resonance at the frequency of 10 MHz to measure the
loss resistance directly.

The results show the modulation due to heart-beating AZ(1)
up to 0.3% of basal value Z. Simulations using COMSOL
Multiphysics software were carried out. The results in the form
of magnet flux density and induced current density are given
in the Fig. 9 and 10. The effect of electromagnetic induction
penetrates about up to 5 mm into the wrist tissue (Fig. 9).
There it induces the electromotive force emf (Fig. 4), which
generates the induced current ii, inversely proportional to the
tissue impedance Z. Distribution of the density of induced
current ii shows clear concentration into the radial artery

freqil}=10 MKz Slice: Magnetic fiux density norm (T)

Fig. 9. Simulation results: distribution of the magnetic flux density

freqil)=10 Maz Siice: Current density norm (A/m’)

250

150

° 5

o

Fig. 10. Simulation results: distribution of the induced current density

because of a concentration of the electromotive force in this
area, but mostly due to the fact that the electrical conductivity
of blood is about three time higher than of surrounding tissues.

IV. RESULTS

The developed FPGA based impedance measurement
electronics works, as expected. The evaluation showed the
following results:

o resolution of the final impedance - better than 0.01%;

o full analog bandwidth of the system 60MHz;

« analog bandwidth for precise measurement to 30 MHz;

o signal-to-noise ratio: 80 dB (total measurement tract);

o noise level 40 1V in the whole bandwidth.

For evaluation, the purity of the output sinewave (generated
by CORDIC algorithm) was tested at 1MHz, where the
distortion and noise level is around 10 x4V -better than 0.01%
of the fullscale (Fig. 11). Also, the full (DAC - ADC)
channel was independently tested (Fig. 12), showing still
some nonlinearity on the 0.01% to 0.1% level, which is
very reasonable result, as the harmonics are not giving any
direct measurement error (except if multiple frequencies used
simultaneously and the measurement frequencies are badly
selected).
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Fig. 12. Spectra of the input sinewave (total channel, showing harmonics and
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V. CONCLUSION AND FUTURE WORK

The dedicated device for inductive measurements of the
conductivity and it’s changes and variation has been de-
veloped. Evaluation the prototyped device fulfills the expected
requirements in all aspects - by form factor, relatively
simple construction and reasonable price of components. The
future work involves further miniaturization of the present
solution, careful tuning of the analog design and layout
(to minimize noise and disturbances) and implementation of
the multifrequency approach to get the impedance spectra
simultaneously. While the simplest approach is to use a sum
of two or more sinewaves for the excitation (and similar
waveforms for the Discrete Fourier Analysis), interesting
solution could be the usage of the chirp signals in both roles,
as for excitation as well as for reference waveforms for Fourier
analysis, as proposed in the patent description [15].

The proposed solution can be beneficially used in the wide
range of bio-medical applications, like e.g. in bio-electrical
impedance analysis (BIA), electrical impedance cardiography
(ICG), electrical impedance tomography (EIT), electrical
impedance spectroscopy (EIS), and magnetic induction
tomography (MIT) [16].
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