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Chapter 1

Introduction

The doctoral thesis addresses today’s high-performance designs requirements in terms of
validation and reliability. The project aims at developing a comprehensive approach that
includes EDA modules and tools, design methodologies, and testing practices for mod-
eling and managing the quality of complex designs and systems. The objective of the
research is to significantly enhance and develop new statistical and probabilistic methods
and algorithms for commercially significant and industrial level internal tools such as TFIT
(cell-level SER analysis) and SoCFIT (circuit-level reliability analysis) from IROC Technolo-
gies. In addition to the software advancement for Electronic Design Automation (EDA)
based error-and-fault evaluation in complex designs: this project also tries to use failure
analysis from field data and also tries to improve hardware fault injection through radia-
tion and emulation. The proposed research themes contribute towards the development
of an industry-wide reliability framework and set of tools. The tool specifications are es-
tablished in collaboration with important companies from the networking and automotive
applications. IROC industry and academy collaborators both provide test cases.

The circumstance of the doctoral thesis formulation depends on the European Training
Network, known as RESCUE [13], which aims in scientifically advanced innovative training
for addressing interdependent and dependent challenges in different aspects like Relia-
bility, Security, and Quality regarding the Micro-and-Nanoelectronic System designs.
Nanoelectronic systems are at the core of all industry sectors and deployed in life-
critical application domains, such as healthcare, transportation, automotive, and
security, serving societal needs all over the world.

The core idea of the research is to represent and overcome the challenges in character-
ization and modeling of the propagation of radiation-induced errors such as Single Event
Upsets (SEUs) and Single Event Transients (SETs) as technology advents to the smallest
possible feature size. The Ph.D. thesis aims to develop algorithms to actualize relatively
complex modeling of radiation-induced error propagation. Alongside that, the research
incarnates the developed algorithms to evaluate the effects of the single stuck-at faults.
The established principles and methods are cross-validated with fault-injection campaign
results as well as the mathematical approaches from State-of-the-Art (SOTA). Moreover,
the project expands its research premises to understand the soft-error reliability under the
variabilities due to Bias Temperature Instability (BTI) in deep submicron technologies.

Fig. 1.1 provides a schematic visualization of the methods through which the thesis aims
to achieve its principal focuses, and the figure point out the principal focuses. The outline
in Fig. 1.1 delineates how the thesis research approaches emerge and how those methods
are validated.
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1.1 Motivation

Nano/micro-electronic systems are at the core of all industry sectors and deployed in crit-
ical application domains. Such versatile applications demand high-quality standards and
metrics for interdependent and dependent challenges in different aspects like Reliabil-
ity, Security, and Quality. The backbone of the thesis is the problem that is motivated
from the perspective of Soft Error Rate (SER) analysis in the functional response of Micro-
and-Nanoelectronics systems. As the technology scale-down continues in response to the
interest of electronic industries, corporate giants, and needs of high-performance applica-
tions, radiation-induced errors and chip-environmental effects are collectively enhancing
the critical failures in systems and circuits.

Soft errors in electronic systems are the problems for applications that either require
bulk amounts of memories or have very critical reliability requirements. A spectacular
example, known as the “Hera” problem of IBM [14]. During 1986, IBM observed an in-
crease in failures of their LSI memories manufactured in the USA. Another company that
encountered a major SER issue was Cisco systems in 2003 [15]. Router line cards of the
12000 series, with a selling price of about $200,000, showed failures caused by radiation-
induced soft errors. Characterization of single event effects in safe and reliable micro-



electronics for medical applications is challenging problem from the perspective of a high
reliability and quality requirements. P. D. Bradley and E. Normand, in [16], delineate the
effects of Single event upsets in implantable cardioverter defibrillators. In 2005, St. Jude
Medical had identified a particular vendor-supplied memory chip (Static Random Access
Memories (SRAMs)) that can be affected at a low-frequency rate by background levels of
atmospheric ionizing cosmic radiation ("background cosmic radiation") [17]. This problem
had been found in a limited number of St. Jude Medical Implantable Cardioverter Defib-
rillator (ICD) products. The anomaly can trigger a temporary loss of pacing function and
permanent loss of defibrillation support. An aerospace anomaly was reported during the
FOTON-2/BIOPAN-5 mission, a space exposure experiment [18]. FOTON M2 was launched
from Baikonor Cosmodrome in Kazakhstan on 31 May 2005. Unfortunately, the BIOPAN
was failed during the 5th orbit in a total of 253 orbits. The employed commercial micro-
controller in BIOPAN is Cygnal C8051F124. The post-flight analysis discovers a high current
consumption. Further evaluations confirm a nondestructive latch-up event that occurred
on one or more SRAM modules during the mission. A latch-up condition in SRAM was con-
cluded as the possible cause. A perfect example of the backlash due to the single event
effects at the earth’s surface is the unexpected results in the election on May 18, 2003, in
the city of Schaerbeek, marked the biggest day in the history of Brussels. The identified
reason is the unanticipated malfunction of voting machines when it interacts with cosmic
radiation.

Followed by the reports of real-time critical failure incidents, different authenticated
reliability-focused standards have been introduced and reviewed currently. 1S0-26262 for
the automotive industry and DO-254 for the avionics systems belong to such standards.
Based on the knowledge of current reliability-focused standards such as 15026262 (auto-
motive) or DO-254 (avionics), this thesis is focusing on lead development of the reliability
assessment tools and easing the preparation process of reliability reports and safety man-
uals for high-reliability designs and systems. The requirement of quality digital models is
necessary for interpreting current or new types of faults and defects: that are affecting
the microelectronic process, technology, standard cell libraries, and complex designs. The
scientific expertise that is acquiring through this thesis is relevant in proposing such mod-
els.

The problem of the thesis work is motivated from the perspective of soft-error anal-
ysis in circuits and systems. The principal aim is to research and develop comprehensive
solutions for analyzing and improving the overall quality of devices. To accomplish such a
complicated task, strong scientific research is planned to conduct through this thesis. That
competitive research aims at addressing: the independent reliability challenges, problems
regarding functional safety, and quality, aging, process variability in High-Performance
Computing (HPC).

Past literature works [19], [20] [21] [22], and their contributions for the probabilistic
modeling of the soft error analysis prove that several factors are prominent to consider in
determining the SER of a logic circuit. The first factor is the energy of radiation-induced
error (especially for the SET error) because it must have sufficient amplitude to change a
signal and propagate as an erroneous signal value through subsequent gates; if not, the
fault is electrically masked. The electrical derating factor for SEU error is negligible. The
second prominent factor is logical derating because it determines the erroneous value’s
propagation probability through the logic network and their chances to affect the primary
output. The fault must reach a flip-flop during the sensitive portion of a clock cycle, known
as the latching window; if not, the fault value is temporally masked. This factor is called
temporal derating. Now the thesis importance is to investigate how these derating factor



variations changes with circuit downscaling, temperature, and types of workloads/appli-
cations. The complexity of the research becomes more challenging when the probability
of a fault to be masked depends on the labyrinth datapath of the error as it encounters
on its way to the primary output, i.e., the case of considering path-dependency of faults.
Similarly, the propagation delay of the SEU, before reaching a latch or output pins, de-
pends on the gate and interconnect delays along the path in which it traverses. Because
different input vectors can sensitize the same sets of datapaths differently, the probability
for non-controlling values to present on any traversal path of SEU faults is high. These fac-
tors such as the probability of the fault occurring at the input of gates, the vulnerability of
error locations at the given logical networks, the error attenuation probability on a given
path, and finally, the signal probability at the input of the erroneous gates, are ultimate
challenges in the scope of the thesis.

1.2 Problem Formulation

The objective of the research is to significantly enhance and develop new statistical and
probabilistic methods and algorithms for gate-level reliability analysis and management.
The fundamental challenges are: how to address and tackle the emerging complexity and
challenges in estimating the propagation probability of soft-errors as the fabrication of
chips becomes more densely packed.

The principal research aims of the thesis and corresponding raised research ques-
tions/challenges in the thesis works are the following:

1. The main aim of the thesis is to investigate the radiation-induced uncertainties and
failures in logic circuits. The new circuit and chip technologies are more vulnerable
to soft-errors due to cosmic radiations, thermal energies, and voltage scaling. In
order to limit the exacerbation of the impact caused by soft-errors in the logic cir-
cuits, a dedicated software tool is unconditionally required. However, when dealing
with today’s large complex circuits, traditional approaches such as accelerated fault
simulation and radiation facilities require a huge investment of time and resources.
The followed challenges are solved by automation and scripting, mathematical
and statistical modelings, EDA simulations, and metrics verification.

e How to apply an algorithm or mathematical models to the components in the
gate-level circuit?

e What are the most significant factors in the propagation of soft-errors in gate-
level circuits, and how to overcome the process of modeling such factors?

e Which type of mathematical algorithms or models are suited to propose a
comprehensive probabilistic-based reliability analysis tool?

e What are the challenges in considering different metrics to verify the proposed
models with comprehensive and exhaustive fault-injection methods?

e How to provide a framework or tool that explains the relatively in-depth sci-
ence behind the propagation of SET/SEU errors in the circuit?

e How to assess the proposed framework is significant compared to the state-
of-the-art methods, and how the scalability of the framework be verified?

2. Astandardization of soft-error reliability is not the ultimate solution to characterize
the overall quality of a system. So the proposal of a multidimensional perspective
to integrate quality and reliability analysis and expanding the developed algorithms
to achieve this goal is the second aim of the thesis. Automation and scripting,
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mathematical and statistical modelings, EDA simulations, and metrics verification
are those methods that solve the following questions.

e How to incorporate a quality analysis part to the developed reliability analysis
framework?

e What are the main faults and factors that need to include for the quality anal-
ysis integration?

e What are the additional gains of this multi-dimensional verification tool?

3. Comprehensive research studies provide a description that the soft-error vulnera-
bility becomes more severe as the circuit performance degrades with aging. How-
ever, such increased soft-error generation does not necessarily contribute towards
circuits’ critical functional failures. The third aim of this doctoral thesis is the exper-
imental investigation of soft error propagation at the aged gate-level by considering
the different derating factors like Electrical Derating (EDR), Temporal Derating (TDR),
Logical Derating (LDR), and Functional Derating (FDR). The followed questions are
answered by automation and scripting, mathematical and statistical modelings,
EDA simulations, and metrics verification.

e What is the propagation behavior of radiation-induced errors in aged circuits?
e How to evaluate the propagation of SEU/SET events in an aged circuit?

o How effectively will derating factors and their influences change in an aged
circuit compared to non-aged circuit parameters?

e How to model the changes in the propagation behaviors SET and SEU sepa-
rately?

1.3 Contributions

As an affirmative to the statement that the exhaustive fault injection method is the ulti-
mate reliability assessment method in terms of accuracy, this thesis explores such compre-
hensive fault-injection campaigns as the first principle method for a realistic comparison
of the reliability analysis with the alternately developed frameworks. The comprehen-
sive fault-injection campaigns are very inconvenient in terms of time and EDA licenses.
Such drawbacks make this first principle approach infeasible on medium and large-scale
circuits. Therefore, new testing and evaluation methodologies based on computational
paradigms are inevitable. The contributions of the thesis emphasize the methods and
solutions that tackle the challenges in reaching the expected aim.

The expected aim or fundamental idea in providing an alternate solution is to avoid un-
reasonable test costs of the traditional way of reliability assessment by maintaining good
statistical significance in the results of the proposed scope. Research proposals based
on Graph Theory and Deep Learning (DL) techniques are more advanced and greatly fa-
vored by researchers to learn statistical dependencies of system function based on re-
lated parameters. This motivation develops into applying graph embedding methods like
node2vec, GCN, and GraphSAGE algorithms and aiming to find the best way to gener-
ate relevant feature databases from the gate-level netlist, and subsequently applying to a
downstream deep neural network for the functional failure reliability metric assessment.

Chapter 3 briefs this contributions in its own versatility. The published scientific articles
[17, (1], [, [1v] and [V] are the basics of this contributions. The primary steps of develop-
ing a reliability framework contribute towards an enhanced compiler and Verilog reader



for the design in the gate-level netlist. The thesis developed a gate-level to graph con-
version tool that enables researchers to implement a probabilistic algorithm to infer the
error/fault propagation probability. The major thesis turning point is the perception of the
gate-level netlist in a graph network. Such graph network is compatible with any latest and
highly complex mathematical algorithms (or) more enhanced artificial intelligence-based
functions. The first part of the thesis’s contributions can be summarized as:

e A scalable tool for converting the gate-level netlist to a graphical network for sim-
plifying the statistical reliability analysis, is generated.

e A very reliable methodology to visualize the netlist and to analyze the component’s
frequency distributions is integrated to the framework. This methodology enables
extraction of the graph nodes’ (circuit components’) fundamental structural prop-
erties.

e Applied highly sophisticated graph embedding algorithms (for e.g., node2vec, Graph
Convolutional Network (GCN) and graphSAGE) to the circuit-graph and documented
the quality of embedded database for the inference of fault propagation probability.

e The framework also tested a feed forward deep learning network as well as support
vector machine as the inference engine for the embedded graph database.

e Acomparison of the predicted reliability metrics (including Confidence Intervals, cor-
relation based metrics and error metrics) with that of the random fault-injection
campaigns and the exhaustive fault-injection campaigns, is verified and documented.

e The developed Al-Framework for the reliability analysis is able to predict functional
failure probabilities due to SEUs and SETs as given in (2.3) and (2.5) respectively.
More complex probability factors have to be considered here.

e The experiments provide more factual explanations for choosing the framework pa-
rameters for analysis of SEU and SET caused functional failures. The whole frame-
work potentially supports the white-box modeling (or) explained artificial intelli-
gence rather than black-box modeling.

e Validated and tested the framework for a CPU system model as well as a IP compo-
nent for different workloads.

Application of Artificial Intelligence (Al) to extract feature information from the prob-
abilistic network domain [23], has emerged as a prominent tool for graphical node em-
bedding. The process of leveraging a node’s features into a vector form is called node
embedding. The applications of graph-based neural network algorithms (GCN, DNN, and
graphSAGE) for circuit reliability estimation have been proposed in papers [I], [Il], and
[11], respectively. The papers [I] and [Il] proposed algorithms that evaluate the propaga-
tion probability of Single Event Upsets (SEUs) in a transductive way. On the other hand,
the paper [lll] implemented an inductive type framework. The transductive model is not
exactly building a predictive model. A completely new unseen data point (a component
in the circuit netlist) forces the transductive algorithm to re-run the training phase. But
inductive learning builds a predictive model that can also apply to the unseen data.

The thesis contribution is not limited to reliability analysis. In the scientific journal [VI],
I, the principal investigator of this thesis, have contributed to establishing a multidimen-
sional perspective to ensure standard quality for a system. This contribution includes de-
scribing metrics requirements for the reliability due to radiation-induced error that should



exist in harmony with other reliability aspects and considering various extra-functional
domains of the electronic systems’ design at the chip design level in nanoscale technol-
ogy. This motives to extend the developed Al framework to evaluate the effect of single
stuck-at faults at the functional level [VII]. The transformed gate-level graph is the source
for extracting the features of nets to model the effects of stuck-at faults at the functional
level. The proposed framework goes beyond the classical machine learning algorithms
(like support vector machine, logistic regression, and linear regression) by replacing the
black-box modeling with transparent modeling of the metrics (i.e., white-box modeling
[24]). The second part of the thesis’s contributions can be summarized as follows:

e Anadapted framework that introduces an edge-to-vertex graph transformation prin-
ciple to analyze the effects of permanent faults instead of soft-errors.

e An algorithm that illustrates: how to predict the propagation of induced stuck-at-1
and stuck-at-0 faults at each net (wire in a netlist).

e Better numerical superiority in the fault propagation probability predictions and in-
terestingly reduces the time complexity by 60%.

e The characterized failure vulnerabilities result in the reduced set of fault locations
for fault diagnosis.

The circuit variations and repercussions of aging are highly influencing factors in the
reliability of a circuit. As per the previous articles in this domain, mainly states that while
aging, the occurrence of radiation-induced errors will increase on behalf of the declined
critical charge Q.,; at the technology cells. The SER is not observed in diverse propa-
gational forms of Single Event Transient (SET) and Single Event Upset (SEU) separately.
Contrary to previous findings, the results in this thesis that comprised of research articles
[Vill] and [IX], concentrate on the soft-error generation and propagation by considering all
the derating factors like Electrical De-rating (EDR), Logical De-rating (LDR), Temporal De-
rating (TDR), and Functional De-rating (FDR) associated with an aged Standard Delay For-
mat (SDF) file. The soft-error reliability analysis of aged circuits at higher abstraction (e.g.,
RTL) is the future vision of this work. The third and final part of the relevant contributions
of the thesis to the soft-error reliability analysis under aging include the following:

e Characterization of threshold voltage degradation (AV;;,) for industrial 15 nm tech-
nology

e Cross-level Modeling of NBTI-induced delay degradation using Artificial Intelligence
(Al)

e Analysis of derating factors’ influence in soft-error propagation

e The validation of a signal-processing model to locate exact time-slots of propagating
SET generation that have high probability to propagate into the target flip-flop in a
critical path

1.4 Thesis Organizations

The full version of the doctoral thesis is subjectively perceived and arranged as follows:

e Chapter 1: Introduction
The chapter discusses the current and general idea of the researched topic. It states
the circumstances in identifying the scope of the research aims and the challenges
at that particular subject matter.



Chapter-2: History, Background and Tools

The introduction chapter paves very strong fundamentals to the reader to under-
stand basic legitimate phenomena and their passive scientific observations in its
versatility. This chapter introduces the radiation induced soft-error generation and
how the environmental factors accelerates and decelerates its effects on the micro-
electronic circuits and systems.

Chapter-3: An Al-Framework for Soft-Error Reliability

The principal objective of the thesis is to research and develop scientific methods
to accelerate the reliability estimation due to radiation-induced error propagation
in circuits systems and model the corresponding factors that derate the propaga-
tion effects. This chapter provides a deep insight into the tools and methods that
effectuate the accelerated soft-error reliability estimation.

Chapter-4: Integration of Safety, Quality and Reliability

System quality and its requirements up to a standard level compete with the sys-
tem reliability requirement challenges. The chapter intends to provide a multidi-
mensional perspective on required system quality, reliability, and their integration.
The core of this chapter relies on an Al-based algorithm that validates the effects of
single stuck-at faults at the functional level of system circuits.

Chapter-5: Soft-Error Reliability Under Time-Dependent Variability

Bias temperature instability (BTI) is one of the dominant reliability challenges in
nanoscale CMOS technology. Negative BTl is subject to PMOS devices under neg-
ative gate voltages at elevated temperatures. System engineering continuously fo-
cuses on aggressive technology scaling and increases the vulnerability of radiation-
induced soft errors simultaneously. A close observation of both effects and model-
ing their combined effects is the principal aim of this chapter.

Chapter-6: Conclusion and Perspective
This chapter provides a conclusion to the holistic approaches in the thesis.



Chapter 2

History, Background and Tools

This chapter briefly reviews different nomenclature and types of radiation-induced soft
errors and faults. The discussion expands to the soft error sensitivity of logic components
and its relation with technology scaling and the propagation characteristics of the induced
error and collectively prognostics effects of temperature/environmental variabilities in the
system. The chapter briefing continues to introduce various methodologies based on the
Al methods. To simplify the use case of the word "radiation-induced soft error", a compact
term called "soft-error" is used synonymically in the rest of the thesis.

2.1 Preamble of Chapter

The recent rapid expansion in the application of autonomous systems has triggered nu-
merous unprecedented novel businesses services with social benefits. However, the un-
leashed benefits accompany the unforeseen circumstances for computationally challeng-
ing mission- and safety-critical application scenarios. The use of avant-garde computing
architectures to employ high-performance nanoelectronic autonomy in the system de-
sign proliferate the prodigious complexity and heterogeneity of today’s advanced cyber-
physical systems and system-of-systems. In the latest centuries, technology advanced to
incorporate artificial intelligence in autonomous robotic vehicles/systems. Therefore, sys-
tem reliability is often an enabling factor for a new product or technology on the way to
market.

In the electronic product development phase of the autonomous systems, each in-
tegral component should comply with standard functional safety features ranging from
the specification to design implementation, integration, verification, validation, and pro-
duction release. The standard International Standardization of Organization (1SO) 26262 is
an adaptation of the Functional Safety standard of International Electrotechnical Commis-
sion (IEC) 61508 for Automotive Electric/Electronic Systems. 1S0-26262 defines functional
safety for automotive equipment applicable throughout the lifecycle of all automotive
electronic and electrical safety-related systems.

To ensure standard functional safety to the advanced commercial electronic compo-
nents and systems, more dedicated and commercially qualified tools are required for the
relibilty analysis. In [25] Robert C. Baumann states that the once-ephemeral radiation-
induced soft error has become a key threat to advanced commercial electronic compo-
nents and systems. If the radiation-induced soft error left unchallenged, they become
potential sources for inducing the highest failure rate of all other reliability mechanisms
combined depending on the applications.



2.2 Historical Perspective of Soft-Error Effects’ Analysis

The case of soft-error anomalies are firstly reported in a scientific paper written by Binder
in [26]. According to them, "anomalies" in communication satellite operations have been
caused by the unexpected triggering of flip-flop circuits, and the authors investigate inter-
actions with galactic cosmic rays as an alternate mechanism for the satellite anomalies.
The particular phenomenon that counts as the reason behind the cosmic ray interaction
caused electrical undulation, was the charging of the base-emitter capacitance of critical
transistors to upset the voltage. The charge is accumulating by the dense ionization track
of an energetic, high-Z cosmic ray.

Intel Researchers (May and Wood [27]) presented a new physical mechanism for soft
errors in DRAMs in 1978 at the International Reliability Physics Symposium (IRPS). The pa-
per clearly states that the new physical soft error mechanism in dynamic Random Access
Memories (RAMs) and Charge-coupled devices (CCDs) is the upset of stored data by the
passage of heavily ionizing radiation like alpha through the memory array space. Alpha
particles in the radioactive decay of uranium and thorium present in parts-per-million lev-
els in package materials penetrate the die surface and create enough electron-hole pairs
near a critical storage node to generate a random, single-bit error.

Ziegler (IBM) and Lanford (Yale) researched at the same time about the generation
of secondary particles due to nuclear interactions between cosmic rays and silicon ma-
terials that might trigger errors[28]. Also, extends their research to the sea-level flux of
cosmic-ray particles [29]. The interaction of each type of particle with silicon is estimated
on emphasis with processes that produce bursts of charge. In the work [30], an experi-
ment has been designed to prove the ability of iron-roup cosmic rays to generate such er-
rors by depositing soft-errors in solid-state static RAMs by iron nuclei from the Lawrence
Berkeley Laboratory (LBL) Bevalac. Subsequently, various de-lidded device types were ex-
perimented with the beams of argon and krypton ions using the LBL 88-inch Cyclotron
accelerator at energies near 2 MeV /nucleon. The deduced conclusion from such tests
reveals that some cells are essentially immune to bit error while others are quite vulner-
able. In the year 1979 [31], Guenzer irradiated dynamic RAMs with neutrons having mean
energies of 6.5, 9, and 14 MeV and with 32 MeV protons, and have been observed the
generation of single event upset.

In 1983, researchers at IBM also commenced publishing their articles regarding the
framework for modeling the diffusion and collection of charge induced by energetic parti-
cles [32]. By 1996, P. C. Murley [33] from IBM introduced Soft-error Monte Carlo Modeling
(SEMM) program. In [14], J. F. Ziegler covers the historical review of IBM experiments in
appraising radiation-induced soft fails in Large Scale Integration (LSI) electronics over fif-
teenyears (1978-1994), concentrating on major scientific and technical advances that have
not been published before 1994.

The principal author J. F. Dicello of the work [34] in 1983, reported that soft-error rates
in a 4K static RAM have been observed for 164 MeV/c pions and 109 MeV/c muons and con-
cludes that effects of pions in cosmic rays at sea level may not be negligible. IBM initiated
unaccelerated real-time SER tests in 1983, using a portable tester with several hundreds
of chips. Real-time SER testing is also known as field-testing or system SER (SSER) testing.
The IBM measurements provided evidence for the significant contributions of cosmic ra-
diation at sea level to the SER, and its impact increases exponentially with altitude and
detailed publication of relative change of SER with altitudes are provided in [35] [36].

In the early 1990s [37][38], International Business Machines (IBM) developed an ion
micro-beam radiation system that has been used to probe the relative effect of SEUs in
individual circuits and nodes of a CMOS Dynamic Random Access Memory (DRAM). With
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this system, it is possible to direct an ion beam of diameter as small as 1 um onto a circuit
or test structure with a placement accuracy of 1 um.

In 1993 C. Lage from Motorola also presents a quantitative model which attributes
most soft errors in dense SRAMs not to alpha particles as is commonly accepted, but to
cosmic ray events in his work [39].

In 1995, Baumann [25] from Texas Instruments (T1) investigated that boron compounds
are a non-negligible source of soft errors. The interaction of cosmic ray neutrons and
boron is demonstrated as the dominant source of alpha particles and other radiations in
electronic devices utilizing Borophosphosilicate Glass (BPSG).

In 2004, H. H. K. Tang re-emphasized the Monte Carlo program (SEMM tool) through
SEMM-2[40], a new simulation system for radiation-induced single event upsets. Christo-
pher Weaver from Intel in 2004, has proposed in his work [41] the various techniques to
Reduce the Soft Error Rate of a High-Performance Microprocessor.

In 2005, Sarah E. Michalak from Los Alamos National Laboratory presented a paper
[42] that proposing a statistical method for predicting the number of Fatal Soft Errors in
Los Alamos National Laboratory’s Advanced Simulation and Computing (ASC) Q Super-
computer.

The historical perspective and the SER trends are summarized by R. Baumann from TI
in [43] [44]. Those papers briefly review the types of failure modes for SEs that appear
in terrestrial applications and then addresses the sensitivity as a function of technology
scaling for various memory and logic devices.

2.3 SEE Production Mechanisms
2.3.1 System Reliability and Soft-Errors
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Figure 2.1 - Single Event Production Mechanisms (Courtesy: iROC’s Internal Document)

A soft-error in the thesis context is a default usage of an inadvertent error (or) uniden-
tified change in the electrical state of circuit components. The origin of such electrical
change unconditionally depends on the environment external to system design. Soft-error
is not directly causing permanent damages to the system components intact, but it leads
to an unintended variation to classified system behavior based on the dependability of
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applications. For real-time applications: automotive vehicular systems and navigation, bi-
ological assisting devices, and airborne systems (or) commercial data centers, soft errors
remain undetectable and unmitigated, and their damaging influence enhances dangerous
consequences of catastrophic failures.

Fig. 2.1is a classical visualization of the generation of a transient pulse as result of the
interaction of radiation particle with substrate elements in an electronic system environ-
ment. The transient pulse is explicitly known as Single Event Transient (SET) or implicitly
known as Single Event Effect (SEE). The case of this once-ephemeral radiation-induced
fault in a flip-flop or latched to flip-flop (or) to a memory element, is scientifically abbrevi-
ated as the Single Event Upset (SEU). Such ‘Faults’ will randomly cause observable ‘Errors’
and then leads to ‘Failures’ at the systems’ functional level. Reliability is defined accord-
ing to 1SO as the degree to which a system, product, or component performs specified
functions under constraints of specified conditions and time. In the holistic approach of
this thesis article, the term reliability is more concentrated towards the soft-error-based
reliability and issues in a system. Thesis approaches and dedicated analysis are modeling
the factors which contribute towards soft-error reliability.

2.3.2 Energetic Particle lonization

The ionization process and its characterization in semiconductor materials are subdivided
into two main categorical processes: the direct ionization by the incident energetic parti-
cle and the ionization caused by secondary particles of nuclear reactions.

¢ Direct lonization:

In Fig . 2.2 from [25], the creation of the ionization track by the alpha particle is
illustrated. In Fig. 2.2, part (a) shows on the onset of an ion passage through the
substrate material, a cylindrical track of electron-hole pairs with submicron radius
is created. This ionization track generates a high-carrier concentration. The resul-
tant ionization track traverses or forms close to the depletion region, then carriers
are rapidly collected by the electric field creating a large transient current/voltage
peak at that node. A notable feature of the event is the concurrent distortion of
the potential into a funnel shape [45]. The funnel in part (b) greatly enhances the
efficiency of the drift current /7, collection by extending the high field depletion
region deeper into the substrate. The size of the funnel is a function of substrate
doping. The funnel distortion increasing for decreased substrate doping. The drift
collection phase is completed within a nanosecond (ns) and followed by a phase
where diffusion (I;;7¢) begins to dominate the collection process and it is provided
in part (c).

¢ Indirect lonization:
When the high-energy proton or neutron penetrates through the semiconductor
lattice, a nuclear interaction with a target nucleus probably happens and each in-
teraction can cause the direct liberation of charged particles. Such nuclear reactions
include Elastic Interaction, Inelastic Interaction, Inelastic Collision, Nuclear Fission.

2.3.3 Source of Radiation: Natural Space Environment

The exposure of the microelectronics and the Integrated Chips (ICs) to the radiation en-
vironment is a fundamental reason for SEEs. The depth of hazards depends on the types
of energetic particles, particle energies (or) deposited charge by particles, their fluxes,
and fluences (Total lonising Dose (TID)). A taxonomy of radiation environment types is
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chronicled here. Altitude, angle of inclination, recent solar activity, and amount of space-
craft shielding have crucial influences on concentration and type of particles. According
to Shwank in [46], the earth’s natural space radiation environment include:

¢ Trapped Radiation Domains

A geomagnetic cavity called the magnetosphere [47] is forming due to the earth’s
magnetic field. The naturally formed earth’s magnetic field above the dense atmo-
spheric space is occupied with trapped electrons, protons, and small amounts of
low-energy heavy ions. The gyrated motion of energetic particles along the earth’s
magnetic field and the back and forth reflection between the pairs of conjugate
mirror points: regions of maximum magnetic field strength along their trajectories
in opposite hemispheres, cause the formation of highly populated space of elec-
trons and protons. A parallel phenomenon of drifting electrons eastward around
the earth, while protons and heavy ions drift westward, is also depicted in Fig.2.
Fig. 2 [47] illustrates the spiral, bounce, and drift motion of the trapped particles.

- Electrons: Electrons are subatomic negatively charged particles. The charac-
terization of Energetic Van Allen belt electrons into "inner zone" and "outer
zone" populations is provided in Fig. 2.3. The inner zone electrons are less
severe compared to the outer zone electrons.

- Protons: A proton is a subatomic particle that is symbolized by P+, with a
positive electric charge of +1e elementary charge and a mass slightly less than
that of a neutron. Protons holding energies greater than 10 MeV populate
regions 1 and 2 with an approximate trapping boundary placed at L = 3.8 as
shownin Fig. 2.4. In contrast to the electrons, the energetic trapped protons (E
> 1 MeV) occupy a volume of space which varies inversely and monotonically
with their energy [47]. Consequently, these particles cannot be assigned to
"inner" and "outer" zones.

e Galactic Cosmic Rays
Galactic cosmic rays always present in the cosmic space of earth that originate from
outside of our solar system. Cosmic radiation is entirely composed of galactic radi-
ation in the absence of solar activity. The spectrum of galactic cosmic rays outside
our solar system is estimated to be uniform. Its composition as a function of atomic
mass is given in [47] [48] [49].
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Current Pulse Caused by the Passage of a High-Energy lon [25]
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e Solar Cosmic Rays
The so-called solar particles which are commonly known as solar flares or appear-
ing due to the coronal mass ejections, are random but follow approximately an 11-
year cycle of solar activity. A solar flare is attributed to a process outcome of a
tremendous explosion on the sun when trapped energy in 'twisted’ magnetic fields
is subjected to a sudden release [50].

¢ Terrestrial Radiation Environment
The relative possibility of cosmic rays particles reaching the atmospheric region
of earth naturally depends on their penetration energy as demonstrated in Fig.
2.4. The arrival of cosmic radiation particles and collision with atomic nuclei in the
air create cascades of interactions and reaction outcomes like Leptons, Photons,
Hadrons, including neutrons, called air shower as depicted in Fig. 2.5.

- Thermal Neutrons:
A state at which neutrons are in thermal equilibrium with the atmospheric en-
vironment is the condition in which thermal neutrons release all their energy.
These thermal neutrons possess low energy and probable to initiate a fission
reaction, which becomes the source of charged particles [51] [52] and [53].

- Muons:

The high-energy interaction between the incoming protons and the atmo-
spheric particles produces pions (7). Positive and negative pions are very un-
stable and almost immediately decay into positive and negative muons, re-
spectively. The predominant particles at sea level is considered to be muons
[54] [55]. Muons are charged particles; both negative and positive muons can
deposit charges by the ionization process when they penetrates through mat-
ter [56]. Ziegler and Lanford in [28] point out the scientific machanism behind
the interactions of muons with the matter at relatively low incident primary
energies.

- Alpha Particle:
The main source of alpha particles is the packaging material. Alpha (o) par-
ticles are the aftereffect of the emission followed by the decay of unstable
isotopes. The unstable isotopes are similar to doubly ionized Helium (He) nu-
clei and consist of two protons and two neutrons. Three radioactive decay
chains that are primarily responsible for the & particles:
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2.3.4 Source of Radiation: An Artificial Radiation Environment

Figure 2.6 - Radiation Laboratories (Courtesy: IROC Testing Department)

A well-apprehended way of characterizing the response of electronic devices in space
and nuclear radiation environments is the laboratory sources. A wide range of laboratories
is available in Europe and USA for testing the circuit. The radiation sources in the lab
are irradiation cells based on radioactive isotopes, sources based on the generation of x-
rays, and particle accelerators. The Single Event Effects Particle Accelerators are available
for characterizing heavy-ion and proton-induced single-event effects. These sources are
versatile regarding ion species, energy, and flux. A sampling visualization of some of the
most often-used accelerator facilities is shown in Fig. 2.6.

2.4 Use Case of Faults and Time-Dependent Variability

o SET
The SET is an after-effect of a radioactive event that generates a transient electrical
pulse at the combinational cell through a cumulative accumulation of charges at
the critical points.

e SEU

SEUs are interpreted as the inversion of stored electrical value in sequential cells
such as the flip-flop, the latch, and the memory cells. Their vulnerability to SEUs
is due to the interaction of silicon material with the radiation environment. This
Ph.D. work explicitly emphasizes the use case of "SEU" only to refer an upset that
occurs at the sequential cells. But some authors (e.g., Shuler in [58]) also used the
SEU term to refer a latched Single Event Transient (SET) pulse to a down stream
sequential cell.

¢ Single Stuck-at Faults

The Stuck-at fault models are applying for a structural test approach. The test method
with single stuck-at models does not include all combinations of 1’s and O’s to a VLSI
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device, while a reduced set of test vectors executes such production test. Stuck-at-
fault Models operate at the logic model of digital circuits. In these fault models, an
input or an output can be stuck at logic level zero (S@0) or logic level one (S@1).

¢ Aging and Temperature Instability

Bias Temperature Instability (BTI) refers to instability that depends on time in tran-
sistors and, increasing bias and temperature accelerates such variabilities. As per
the BTI test, the absolute threshold voltage of Metal Oxide Semiconductor Field
Effect Transistor (MOSFET) increases, while the device is biased in inverse mode.
The threshold voltage shift AV causes a decrease in drain current in the on-state
of the transistor and speed up the reduction of CMOS circuits. Degradation due to
the BTI develops during normal transistor operations as time lapses. For p-channel
MOSFETS, the Negative Bias Temperature Instability (NBTI) represents BTI effect,
whereas, for n-channel MOSFETSs, the instability is known as Positive Temperature
Instability (PBTI) since the corresponding gate bias conditions are negative and pos-
itive, respectively [59].

2.5 Fault Injection Campaign: First Principle Data Gathering
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Figure 2.7 - Execution of an Fault-Injection Campaign

Researchers working on fault evaluation techniques in circuits and systems routinely
use test cases to prove/evaluate the quality of their fault simulation, evaluation, or accel-
eration techniques. The validation of the self-developed techniques and corresponding
matrices (e.g., fault-propagation probability or circuit reliability) are compared and re-
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evaluated through the first-principles methods. The first principle elucidates a standard
way to gather the data regarding the standard benchmark circuits by using the commercial
simulation tools (Questa/Affirma/VCS) and open-source tool (Varilattor/Icarus Verilog).

Fig. 2.7 is picturing very fundamental steps in the workflow of the fault injection cam-
paign. In Step-1, the principal radiation-induced faults (SEU and SET) at the gate-level fol-
lows a digital pulse model. Such a pulse model possesses some characteristics that depend
on the transistor level parameters like critical charge Q.,;;. Sometimes, the environment
characterizes the single event effect. For example, one can consider that: a typical neutron
environment caused SET pulse width is 50ps, alpha particles caused transient pulse width
is 10ps (or) Heavy lons caused pulse width is 100ps. While SET fault follows a digital pulse
of width (w) at the gate component, the SEU follows a model of keeping an erroneous
value at the flip-flop from the point of the occurrence until the next clock cycle arrives at
the flip-flop. This how step-2 is evolved from step-1 as provided in Fig. 2.7. The third type
of fault in the thesis works is the single stuck-at faults, where keeping a value of net in the
gate-level circuit as ‘1" or ‘O’ for the complete cycle of the processing time of the circuit
to produce an output. Single stuck-at faults are categorized as manufacturing defects (or)
faults that depend on an aging phenomenon in a circuit. In a so-called Fault Injection (FI)
campaign, a fault that belongs to a set of SET/SEU/stuck-at models will inject into a circuit
component at the given time (t). If it is a gate-level abstraction, then three types of faults
are exercised. If it is RTL abstraction, then only SEU fault is exercised. It is shown in Block-8
and Block-10 respectively in Fig. 2.7. Block-7 and Block-9 are responsible for the fault-free
simulations. Finally, faulty circuit function and fault-free function are compared and these
processes are visualized in blocks 11, 12, and 15.

These comparisons between faulty simulation results and golden simulation (fault-free
simulation) results statistically analyze and characterize the reliability of the circuit (or)
the Functional Fault Coverage (FFC) of the input patterns. The requirement for building a
high-quality design validation environment that injects faults in circuits and evaluates the
reliability and quality through standardized first principles (i.e., fault simulation) depends
on the following facts:

¢ The efficient database requirement for researchers
e Quality circuit simulations
e Requirement of standardizing the metrics

¢ Incorporating the reliability metrics and environmental parameters with the depen-
dencies of applications in simulation

2.6 State of the Art: A Review of the Previous Static Analysis

Probabilistic Transfer Matrices (PTM) [60] is a gate-level approach that accurately assesses
the reliability of a combinational circuit. A Conditional Probability Table (CPT) encodes
the probability of an output combination to happen for a given input vector, which is the
fundamental block in the proposed calculation. Reliability calculation based on PTM in-
volves matrices multiplications. The main drawbacks of PTM are the excessive amount of
memory and the required computational complexity in matrix manipulation. For large or
medium scaled circuits, the computational complexity grows exponentially with the num-
ber of inputs and outputs and turns PTM impractical for applied industrial circuits. Some
methods have been proposed to decrease time consumption and memory usage. Some
authors proposed an approach to compress the memory space usage based on Algebraic
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Decision Diagrams (ADD) [61]. But it is effective only for square matrices, then dealing
with non-square matrices requires zero paddings.

Another improvement method is effectively reducing memory usage and time con-
sumption by eliminating some useless but expensive inter-data. Compared with PTM,
Signal Probability Reliability Analysis (SPRA)[62] is not based on the conditional probabil-
ity of an output vector but a perticular signal probability at the output. That probabailty
is defined as the probability of the value of the output signal equals to 1. For a fault-prone
logic signal, four states exist: signal=correct 0, signal=correct1, signal=incorrect O and sig-
nal=incorrect 1. SPR calculates the reliability by computing the signal probability from the
input to the output. In this process, the accumulative probability of correct O and correct
1is the signal reliability. The advantage of SPR is that its complexity is linear, which can
reduce the time consumption and memory usage dramatically with comparison to PTM.
The main drawback of this model is the signal correlations, which invalidates the straight-
forward computation of joint probabilities.Thus, it just attains an approximate result when
deals with signal correlations or fanout re-convergence issues in the circuits. Such inap-
propriate fluctuations in the results are solved by introducing heuristic algorithms (e.g.,
the Dynamic Weighted AveragingAlgorithm (DWAA) and the multi-pass approach [63]).

Multi-Pass SPR (SPR-MP) [63] is an effective method to solve the signal correlations
difficulties by calculating the partial signal reliability at cells and accumulating them to
attain circuit reliability. An accurate estimate of the circuit reliability is claimed with the
SPR-MP algorithm in [63]. The main drawback of this method is that the time consump-
tion increases exponentially with the number of fanouts. Another analytical method to
overcome the impact of signal correlations is the Conditioned Probability Matrix (CPM)
[64]. It decorrelates the correlated signals with conditional probabilities and accelerates
the estimation process with the direct SPR approach. Its complexity depends not only on
the size of the circuit but also on the re-convergence sources, which are defined as the
point at which signals correlate. Thus, CPM can also deal with the scalability problem with
combinational circuits.

Han et al. presented a Probabilistic Gate Model (PGM) [65]. This model relates the
probability of the output node to that of input signals and the error probability of the
logic gate. Here, two distinct computational algorithms are proposed with different mer-
its. The approximate algorithm obtains an approximate evaluation of the circuit reliability
without considering the signal correlations, and vulnerability to complexity increases lin-
early with the number of gates. While the accurate algorithm that taking account the
signal correlations attains an accurate reliability evaluation methodologies. But the im-
proved techniques of reliability assessment of a circuit has exponential complexity in the
worst case.

Sellers et al. [66] introduced the concept of analyzing errors with boolean differences
which including the concept of how to use the Boolean Difference (BD) in error-detection
and error-correction in logic circuits design. Mohyuddin et al. [67] extended its application
to reliability analysis. The authors presented a gate-level probabilistic error propagation
model Boolean Difference-based Error Calculator (BDEC) which takes the boolean function
of the gate, the signal error probabilities of the gate inputs, and the gate error probability
as its input parameters and calculates the error probabilities of the outputs. It can achieve
reliability estimation with some accuracy and scalability with linear complexity increment
with the number of gates of the circuits.

A probabilistic-based methodology for nanoscale architecture design was proposed by
Bahar et al. [68]. The authors discussed a novel nanoscale architecture based on Markov
Random Fields (MRF). Later, Lu et al. [69] extended the concept of MRF-based design ar-
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chitecture and proposed a probabilistic logic to replace the Boolean logic for nanoscale
devices. According to MREF, the conditional probability can be expressed in terms of a
function contributed by its neighborhood. With statistical physics, the Probability Density
Function (PDF) of a node can be expressed by the energy level contributed by its neighbor-
ing nodes. Thus, the probability of the output nodes can be achieved with the integration
theory. Rejimon et al. proposed a probabilistic methodology based on Bayesian Network
(BN) [70]. The authors proposed a probabilistic error model based on BN and estimated
the overall error probability of the output by comparing the fault-prone output to the ideal
output. It was proved to be a compact and minimal framework to estimate the reliability
of circuits.

But, these algorithms are not suitable for the medium and large-scale circuit-netlists
that authors of this paper investigated as the test devices. The main reasons are the expo-
nential rise of mathematical computational complexity (time and memory requirements)
and re-convergence issues. Most primarily, for the case of the large circuit, a significant
numerical variation in reliability analysis is observed while considering the different signal
probabilities due to workload stress and the soft-error susceptibility rates. The trade-
off between the time overhead (by the comprehensive fault-injection methods) and the
inadequacy in metrics estimation (by synthetic models) motivates the development of
high-performance tools with acceptable metrics-estimation error quantile. Ran Xiao and
Chunhong Chen briefed in their article [71] a comprehensive survey on the mathematical
algorithms for reliability at gate-level abstraction.

Alessandro Vallero in his research works [72] [73], uses a Bayesian network as a prob-
abilistic model that consists of a Directed Acyclic Graph (DAG). This model has been cho-
sen for estimating the cross-layer reliability of a system where nodes are analogous to
the hardware architecture level modules (e.g., CPU, register file, and IP cores) and the
application software level modules. To make the probabilistic inference on the reliability
of each module (or) component in the system, the authors in [72] and [73], have chosen
the Noisy-MAX algorithm. However, such methods need a Conditional Probability Table
(CPT) as a quantitative model for each module for different input-output combinations to
accelerate the marginalization of variables in the process of inferring error propagation
probability. Different methods to find the probabilistic inference with Bayesian Networks
are explained in [74], [75],[76], [77] and [78], that includes junction tree, sum-product
algorithm, message passing algorithm, and beam search algorithm.

2.7 Al/ML for System Reliability: A Recent Literature Survey

The work in [79] supports the statement that with the advent of machine learning tech-
niques, the ability to learn from past behavior to predict future behavior makes it possi-
ble to predict an individual component’s time until failure much more accurately. Here,
the authors explore the predictive abilities of a machine learning technique to improve
the ability to predict individual component times until failure in advance of actual fail-
ure. Fred Lin from Facebook Inc. in his work [80] presents a machine learning framework
that predicts the required remediations for undiagnosed failures, based on similar repair
tickets closed in the past. The authors explain the methodology in detail for setting up
a machine learning model, deploying it in a production environment, and monitoring its
performance with the necessary metrics because, in production, the autonomous system
diagnoses hardware failures based on the rules that the subject matter experts put in the
system. A common practice for estimating the reliability of electrical systems is to use
statistics and probability methods that provide quantitative data with reliability indices
from experimentation testing and simulations. George Thiel from Microsoft Corporation
in his work [81], proposes a temporal Convolution Neural Network-based model that is
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insensitive to the noise in the time dimension and designs a loss function to train the
model with extremely imbalanced samples effectively. Nikolaos Georgoulopoulos et al
in [82] describe a novel approach for predicting failure rates for components and hard-
ware systems. A physics-of-failure-based methodology is provided to predict the degra-
dation rate of a population using a Monte Carlo approach. The work in [83] provides a
survey. In this survey, they mention that machine learning (ML) and deep learning (DL)
methods can assist in effectively predicting hardware errors at a sufficient amount of time
before they occur. The survey is presented on hardware failure prediction techniques for
servers using ML and DL methods, with a focus on HDD, RAM, and CPU issues. These
techniques are categorized based on the ML or DL algorithm they use for the prediction
process. Hardware failures in cloud data centers may cause substantial losses to cloud
providers and cloud users. Therefore, the ability to accurately predict when failures occur
is of paramount importance. In the work, [84], the authors present FailureSim, a simulator
based on CloudSim that supports failure prediction. The FailureSim obtains performance-
related information from the cloud and classifies the status of the hardware using a neu-
ral network. The authors from [85], investigated and compared one of the Deep Learning
Architecture called Deep Neural Network (DNN) with the classical Random Forest (RF)
machine learning algorithm for the malware classification. The authors have studied the
performance of the classical RF and DNN with 2, 4 & 7 layers architectures with the four
different feature sets, and found that irrespective of the features inputs, the classical RF
accuracy outperforms the DNN. In [86] proposes a hybrid prognostic scheme with the
capability of uncertainty assessment is proposed in this paper, which combines particle
filter (PF) and Relevance Vector Machine (RVM). The Author from the work [87] develops
a machine learning model that has been further developed based on the Finite Element
Analysis (FEA) simulation results to make reliability predictions for chip package designs
with improved computational efficiency.

2.8 Static Analysis and Derating Factors

The thesis work defines a probabilistic static analysis tool based on the methods in SOTA
and processed some simulations. The mathematical abstractions in equations (2.3) (2.4)
(2.5) and (2.6), elaborates accelerated Soft-Error Rate (SER) estimation in an system. Com-
parison of the proposed algorithm in the thesis with a probabilistic analysis tool from
state-of-the-art is necessary to brief the quality of the proposed method. At the gate-
level analysis, individual factors like EDR, TDR, LDR, and FDR contribute to the overall SER.
The importance of such a static tool for reliability estimation is to provide early-stage final-
ization for system designers as redemption from analysis jeopardy. The different derating
factors are summarized below.

Logical Derating (LDR)

The Logical Derating (LDR) refers to the probabilistic metric that represents the probability
to mask an SET/SEU fault while propagating through the circuit. Depending on the SOTA
of static analysis methods in this thesis, a simple way for calculating the Signal Probability
Propagation (SPP) of each component is exploiting the truth table for the input and output
combinations. For example, the SPP in the case of a AND gate is represented in Fig. 2.8,
where input signals ‘A’ and ‘B’ have the signal probability 0.5 for having high-signal-state
‘. The output signal (c) has a probability of 0.25 for possessing a high-signal-stats ‘1".
These models depend on different rules for different gates and they are scientifically doc-
umented by the articles [65], [88] and [63]. To avoid repeating the texts and old equations
(that are not significant for this thesis), the readers are advised to go through the articles.
The LDR calculation in this thesis for SOTA based static analysis method used these SPP
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models and the calculated probabilities are compared with reference fault injection sim-
ulation results as well as with results by the developed Al-Framework in this thesis.

Truth Table
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Figure 2.8 - The Fault Signal (SEU/SET) Propagation Model in a AND Gate
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Temporal Derating (TDR)

In the probabilistic static analysis tool, the mathematical temporal derating is estimating
as the fractional ratio of latching window (or) so-called opportunity window [89] which
is approximately indicated by setup (tsep) and hold (#;,0;4) time of the flip-flop. The SET
pulse width is defined by the &. The equations (2.1) and (2.2) are briefing the temporal
derating calculation for SEU and SET fault respectively. The detailed scenario of the calcu-
lation completely relies on the profound ideas in the works [89] [90] and [91].

Dela + Isetup __ thold
TDRsgy = 1 — YT 2 2 (2.1)
Teix

)
TDRsgr = i (2.2)

clk

In (2.1), the "Delay" simply represents the propagation delay entitled to the arrival of
required data at the input of flip-flop. In short, the time represents the slack (¢s4cx) = Teix
- Delay.

Electrical Derating (EDR)

The case study of electrical derating is applicable for SET propagation while considering
the fact that SEU fault duration is persist enough to propagate. In the case of electrical
derating, a digital logical pulse model is derived to represent the analog transient pulse
as defined in the work cited by [89], where the various pulse widths in pico-seconds (ps)
are reasonably interesting in the gate-level.

Functional Derating (FDR)

The functional derating is not completely defined in the premises of mathematical calcu-
lation. The reason behind that, is the adaptive variation of circuit behavior relative to the
application and the environmental dependencies. Modeling of such collective behaviors
depends on the complete functional simulation campaign rather than a general mathe-
matical model. Therefore, functional derating in (2.3) and (2.5) are deriving through the
high-level fault injection simulation campaign, especially at RTL [92][93] (using Modelsim
and failures at block-level (or) like Data Vulnerability Factor (DVF) type failures) or even at
architectural level (Gem-5 [94][95] simulation tool).
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2.9 Mathematical Modeling of System Soft-Error Reliability

Single Event Effects (SEEs) are the challenging phenomena to predict when the critical
parts of the circuit interacted with the radiation particles. The Single Event Upset (SEU)
and Single Event Transient (SET) are widely used here as the prominent representatives
of SEEs. The use-case for SEU fault mainly implies an inversion of the stored value in a
flip-flop during a clock period, while SET represents a transient pulse of arbitrary width in
the output-net of a gate. It will propagate through the combinatorial network and latched
to the downstream sequential element. Block diagram in Fig. 2.7 shows a structure of the
fault-injection campaign that infers the statistical functional failure metrics of SEU/SET
events. The mathematical model for Functional Failure Rate (FFR; s,) of a SEU event is
described as:

FFRi,seu = FIT, seu - H DRij (2.3)
JET,L.F
FFRyeu= Y, FFRiseu (2.4)
icFF

where, DR;7, DR;;, and DR;r represent the fault derating factors [91] such as TDR,
LDR and FDR respectively. Similarly, FIT; s, denotes the rate of soft errors at the flip-flop
(z) in Failure-In-Time (FIT) unit. Because of the interdisciplinary nature of functional failure
modeling of SEE events, the Functional Failure Rate due to SET (FFRg’Se,) can formulate

as:
Wmax
FFRg,set = / FITg(W) . H Djo(W) dw (2.5)
Wmin JEET.LF
FFRyy= Y, FFRy (2.6)
g€Gate

where, DR, (w) is termed as EDR factor [91]. Both EDR (DRgg(w)) and TDR (DRg7 (w))
in (2.5) depend on SET pulse-width (w). Other factors such as DR,y and DR, are corre-
sponding to LDR and FDR respectively as explained in (2.3). FIT, denotes the rate of soft
errors at the gate (g) in FIT unit. Readers could refer to the papers [44] and [22] for the
deep insights about the radiation-induced soft-errors and their inevitable intrusive nature
in the functioning of microelectronic devices in aggressive radiation environments.

2.10 Regression Evaluation Metrics

e Mean Squared Error
If §; is the predicted value and y; is the true value corresponding to the i’ sample,
then the Mean Squared Error (MSE) to be estimated over n samples defined as,

n—1

MSE(y,y) = p Y 0i—¥)? (2.7)
i=0

The regression error will become minima as MSE approaches to zero.
e R-Squared Score It is also known as the coefficient of determination. If J; is the

predicted value of the " sample, and y; is the corresponding true value, then the
coefficient of determination estimated over n samples defined as,

Z(yif)’)\l)z
R(y3)=1-"0— (2.8)

o2

izzé(yl yz)
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n—1

where: y; = % Z vi. Numerical value 1 indicates a good regression fit, while O indi-
i=0

cates a worse fit.

¢ Explained Variance Score If j is the predicted value of the target value y, then Ex-
plained Variance Score (EVS) estimated over n samples is defined as,

Var{y — 3}
Var{y}

where: Var is the square of the standard deviation. The best possible score is 1 and
lower values are worse.

EVS(y,9)=1- (2.9)

¢ 95% Confidence Interval
In this thesis, a metric called confidence interval (Cl) for the population-mean (u)
describes a comparison metric. Here population implies sample space. The population-
mean, U is estimated by using a sample mean X. When the population standard-
deviation o is given, the formula for a confidence interval (Cl) for a population mean
is:
X+Z.6/\n (2.10)

where: X is the sample mean, o is the population standard-deviation, n is the sam-
ple size, and Z represents the appropriate Z-value from the standard distribution
characteristics for your desired confidence level [96]. Here Z-value is chosen 1.96
for 95% confidence interval.

2.11 Data Mining and Clustering Techniques

Charu C. Aggarwal [97] states that data mining is the study of collecting, cleaning, pro-
cessing, analyzing, and gaining useful insights from data. In this thesis, we present a naive
data representation for a circuit in reliability estimation and modeling. This intermedi-
ate representation of the circuit is called a circuit-graph. Therefore, data mining is used
as a technique that collects and processes different aspects of data corresponding to the
circuit. We exploit different aspects of data mining algorithms for finding similar compo-
nents by virtue of their structural peculiarities (e.g., number of inputs, number of outputs,
and number of neighboring components, etc.). Here two algorithms named k-means and
hierarchical clustering performs finding similar components. For detailed reading, please
refer the book [97].

K-means Clustering

K-means algorithm is an iterative algorithm that tries to split the dataset into k distinct
non-overlapping clusters where each data point belongs to only one group. The par-
titioned subgroups have possible low intra-cluster data points and possibly high inter-
cluster distances. Here the quantifying objective function assigns data points to a cluster
by minimizing the sum of the squared distance between the data points and the cluster’s
centroid (arithmetic mean of all the data points within that cluster). The applications of
k-means algorithms are significantly increased in different fields [98] [99] [100].

Hierarchical Clustering

Hierarchical clustering treats each observation as a separate cluster in the initial step.
Then it iteratively executes the following two steps: (1) identify the data points that are
closest together, and (2) merge them into most similar distinct clusters. This iterative
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process continues until all the clusters are optimized. Hierarchical algorithms typically
cluster the data with distances functions such as Euclidean, Manhattan, Canberra, and
Minkowski. However, the use of distance functions is not a mandatory solution. Distinct
hierarchical algorithms use different clustering methods, such as density- or graph-based
methods, as a subroutine for constructing the hierarchy [97]. Hierarchical algorithms gen-
erate a taxonomy of data depending on their similarity metric. The applications of hierar-
chical clustering are also proliferating in diverse Fields [101] [102] [103].

2.12 Artificial Intellegnce

Artificial Intelligence

Figure 2.9 - Al Overview (After Ref. [104] [2] [105] [106])

According to John McCarthy ([107] one of the founders of the discipline of artificial
intelligence) Al is the science and engineering of making intelligent machines, especially
intelligent computer programs. It is related to the similar task of using computers to un-
derstand human intelligence, but Al does not have to confine itself to methods that are
biologically observable. The picture in Fig. 2.9 (inspired by [104] [2] and [105] [106]) gives a
clear idea of the relationship between Artificial Intelligence (Al), Machine Learning (ML),
and Deep Learning (DL) to the reader. Deep Neural Network (DNN) or Artificial Neural
Network (ANN) are considered the category of DL. Deep learning is a subset of machine
learning and is derived from the concept of artificial intelligence. In machine learning,
data is parsed for the learning phase and then followed by learning a decision rule, while
in the case of deep learning algorithms, artificial neurons appear in layers to create the
ANN that can learn and make intelligent decisions on its own. Artificial intelligence is a
global idea of ML and DL and enabling the machine (e.g. a computer) to attain a given
task based on a stipulated set of rules called an algorithm.

As mentioned before, the deep neural networks can make intelligent decisions on its
own, the work in this theis mainly based on a neural network, called GCN. Intelligent
networks like GCNs is actually different from traditional neural network algorithms and
slightly varied from traditional Convolutional Neural Networks (CNN)s. A normal neural
network consists of staked hidden layers, where each of the neurons (or) nodes from the
current layer receives input from all the nodes from the previous layer, commonly known
as dense layers. Then performs a dot product between the data at the input of the neu-
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ron and the weights of the neuron. After that, the result is passed through an activation
function. These determined values are passing to the successive layers by concatenating
the input, hidden, and output layers together. CNN is different from the traditional way of
constructing the dense layered neural network. In CNN, the initial input features are con-
volved with kernel input filters and then down-sampled through a pooling layer. Finally,
connected to a fully connected neural network.

2.12.1 Machine Learning and Support Vector Machine

The support vector machine works on the foundation of a good theoritical learning al-
gorithm to solve regression analysis as well as classification type problems. The SVM for
regression analysis can be called as SVR in short. It was invented by Vladimir Vapnik and
his co-workers, and first introduced at the Computational Learning Theory (COLT) 1992
conference with the paper [108]. SVM characterizes the maximal margin algorithm for su-
pervised learning models. In the maximal margin principle, SVR tries to find the optimal
hyperplane which maximizes the margin and minimizes the error. Compared to classifi-
cation problems, regression analysis outputs a continuous variable. The SVR approach
based on a standard epsilon-insensitive hinge loss function defines a margin of tolerance
€ where no penalty is given to errors. At the same time, it punishes the wrong estimation
with a cost-insensitive symmetric hinge loss function.

An alternate approch in SVR applications is the kernel modification. A kernel which
possible to transform the given data set to higher dimensional space to derive a liner
decision boundary. A properly chosen Radial Basis Functions (RBF) had employed as a
kernel function in this work. RBF is also called the Gaussian Kernel which means that
each feature vector of the dataset in the transformed dimensional space influenced by
the Gaussian observation.

2.12.2 Deep Learning and Feed Forward Network
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Figure 2.10 - Deep Neural Network

Deep Neural Network is an important step in the machine learning algorithms. Their
learning methods are trying to model data with complex architectures and distributions
by combining different non-linear transformations. In this work, a general fully connected
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DNN is implemented. The other main categories of deep learning methods are Convolu-
tional Neural Network (CNN) and Recurrent Neural Network (RNN). The elementary bricks
of deep learning are the artificial neurons (perceptrons) which are inspired by biological
neurons. An artificial neuron combines the input signals with adaptive weights and uses
an activation function to deliver the output to be estimated. An in-depth discussion about
the architecture as well as the adopted parameters has given in later sections. A Feed For-
ward Neural Network is a category of ANNs, and it is called DNN. The connections between
nodes are in a feed-forward way and do not form a cycle. The opposite of a feed-forward
neural network is a RNN, in which a certain connection of nodes has feedback from past
states of the nodes. The feed-forward model or DNN is the simplest form of the neural
network as information is processed and inferred in one direction. The data that passes
through multiple hidden layers, is traversing in the forward direction and never in back-
ward. The fundamental unit of Feed Forward Neural Network is a single layer perceptron,
and the typical DNN structure is shown in 2.10.

2.12.3 Graph Convolutional Neural Network (GCN)

Figure 2.11 provide a architectural view of GCN. The work made a GCN model of two hidden
layers as given in Figure 2.11. The first layer in this work contains 4 hidden nodes and the
second layer contains 2 hidden nodes. These two hidden layers stacked between the input
layer and the output layer. The input layer contains a number of nodes which equivalent
to the gate-level netlist elements of the circuits. It varies from circuit to circuit. The model
can able to model even for a large number of elements of the circuit by this time. But it is
difficult to say a limit now. Both hidden layer’s nodes activated by the non-linear function
called a hyperbolic tangential function (Tanh). During the training phase, the model is
updating at each step and optimized by an adaptive learning rate optimization algorithm
called 'Adam’ [109]. The dimension of the hidden layers can be chosen by arbitrarily and
it depends on the parsed adjacency matrix.
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Figure 2.11 - GCN Model [110]
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2.12.4 Long-Short Term Memory (LSTM)

Long Short Term Memory (LSTM) networks are an enhanced case of Recurrent Neural Net-
work (RNN) that is capable of learning sequential order dependence in prediction prob-
lems. LSTM has a neural network architecture to model temporal sequences, memorize
very recent past data and predict long-term dependencies with trained time-series data
[111]. An LSTM cell module has three interacting components: Input Gate, Forget Gate,
and Output Gate. glslstm can solve many unsolvable time-series tasks by feed-forward
networks using fixed-size time windows.

2.13 Applied Electronic Design Automation Tools in Thesis

The basis of this doctoral thesis is to research and develop a software framework for
the analysis of reliability due to soft error. The consolidation of developed models and
their validation depends on the results of real-time fault-injection simulations. The well-
apprehended device simulation in this thesis chose Verilog language and simulation tools
like Modelsim, Synopsis VCS, and an open-source tool like Icarus Verilog. Automating the
fault-injection campaign that injects numerous faults and corresponding analysis, a frame-
work is developed in the scripting languages called Tcl/Tk. Tcl is a high-level, general-
purpose, interpreted, dynamic programming language. Integrated fault-injection func-
tions of the SoCFIT tool linked to the ModelSim simulation framework for fault injections.
Verilog Procedural Interface (VPI) functions are explore to generate the fault-injection
functions in SoCFIT tool. SoCFIT is a reliability-focused design characterization platform
that predicts quickly and accurately the failure rate (FIT) and various derating factors of
Application-Specific Integrated Circuit (ASIC) and System on Chip (SoC). Design Compiler
(DC) of Synopsis toolset is the technology that synthesizes the gate-level circuit from RTL
abstraction of all the test-circuits in the thesis case studies. The timly use of Makefiles in
shell scripting made a simple way to organize code compilation.

2.14 Applied Software Languages and Tools in Thesis

A software framework for the static analysis of soft-error reliability is the fundamental aim
of this thesis work. The framework is built using Artificial Intelligence Al models, tools, and
open-source algorithms. The Al tools are adapted from Python language. The adapted
Al libraries are Apache MXNet, Tensorflow, Keras, PyTorch, Scikit-learn, and Theano. A
software framework for the static analysis of soft-error reliability is the fundamental aim
of this thesis work. The framework is built using Artificial Intelligence Al models, tools, and
open-source algorithms. The Al tools are adapted from Python language. The adapted Al
libraries are Apache MXNet, Tensorflow, Keras, PyTorch, Scikit-learn, and Theano. The
different data mining libraries and clustering algorithms are explored from R-Language. R
is a programming language as well as a free software environment for statistical computing
and graphics supported by the R Core Team and the R Foundation for Statistical Computing
[112]. C/C++ and Java are the principal languages to build some executable functions for
fault-injection toolset and a compiler for Verilog scripting programs.
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Chapter 3

An Al-Framework for Soft-Error
Reliability

The published scientific papers: [, [I1], [ll1], [IV] and [V] are the backbones of this chapter.
[17, (1], and [11] contribute 90% of this chapter, where as [IV] and [V] contribute 9% and 1%
respectively. The chapter refers to the paramount and commercially advantageous results
of an Al based framework that is an accelerated analytical tool for the inference of func-
tional level failures due to the radiation-induced errors in micro/nano-electronic advanced
circuits. In the published article [IV], the necessity of standard reliability evaluation met-
rics and how its standardization enhance the quality of the system are outlined. Papers [I]
and [11], pave the primary steps to solve the labyrinth problem of developing an advanced
mathematical solution to the accelerated analysis of soft- errors. Finally, a comprehensive
and sophisticated tool/method is developed by exploring the complex features of artifi-
cial intelligence techniques and published in [lll]. All these methods supports explained
artificial intelligence or white-box modeling, while an example for black-box modeling is
provided in [V] that is not the prime vision of this chapter.

3.1 Preamble of Chapter

With the advent of small-scaled technologies, the vulnerability of Single Event Effect (SEE)
dominates in the radiation response of complex-microelectronics designs. Single Event
Effects (SEEs) such as Single Event Upsets (SEUs) and Single Event Transients (SETs) have
been characterized as the principal reliability-concerned physical phenomena at gate-level
abstraction. Heavy ions, protons, and neutrons induce SEEs that are affecting highly so-
phisticated electronic designs at their functional level. Therefore, critical functional fail-
ures due to SEEs are one of the complex aspects to characterize reliably. An exhaustive
Fault-Injection (F1) is a well-apprehended way of assessing the severity of faults by explor-
ing the complete fault-space and providing more accurate reliability metrics. However,
this fault-injection strategy turns more cumbersome in terms of execution time and EDA
tool licenses. This thesis targets a more advanced systematic framework based on Arti-
ficial Intelligence (Al) algorithms to accelerate reliability metrics estimation with an ac-
cepted level of numerical approximation error. The behavioral patterns of cell instances,
including gates and flip-flops, are extracted/separated/derived from the gate-level in a
probabilistic manner, using Al algorithms. The probabilistic patterns are an exploratory
source to train and optimize a Deep Neural Network to postulate a model to predict the
SER/Functional Failure Rates (FFRs) due to SEUs and SETs.
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Exhaustive fault injection-based reliability assessment is infeasible on medium and
large-scale circuits in terms of time and EDA licenses. Therefore, new test methodolo-
gies based on mathematical and statistical models attract the attention of reliability re-
searchers.

The Probabilistic Transfer Matrices (PTM) is an example of such a model that performs
the matrix multiplication for the reliability analysis [60]. Similarly, Algebraic Decision Dia-
grams (ADD) [61], Signal Probability Reliability Analysis (SPR) [113], Multi-Pass SPR [63] and
Probabilistic Gate Model (PGM) [65] [114], are the dedicated algorithms for analysis of the
fault signal propagation. But, these algorithms are not suitable for medium or large-scale
circuits that were investigated as the test devices in this thesis. The main reasons are the
exponential rise of mathematical computational complexity (time and memory require-
ments), re-convergence issues, and most importantly, a significant numerical variation in
reliability analysis while considering the signal probabilities due to workload stress and
the susceptibility rate of soft errors.

The scientific problem that motivates this work is developed from the perspective of
Soft Error Rate (SER) analysis [19] in the combinational circuits. There are several factors
to be considered in determining the SER of a logic circuit. Such factors include electrical,
logical, temporal, and functional derating factors and are premised on:

1. The soft-error vulnerability rate of a combinational cell in Failure-in-Time (FIT) units
2. The location of error generation at the given logical networks
3. The probability of error attenuation on a path of propagation

4. The signal probability at the input of sequential and combinational cells

To facilitate a more realistic reliability analysis of a system design, more complex models
that encapsulate different derating factors are essential at the logical abstraction level.
Depending on the flexibility of those compact models that address difficulties for the logic
level SER analysis, more comprehensive failure analysis is possible before the final stage of
the system design. This idea is the core principle of the development of the implemented
approach in this chapter. The developed method is incorporated into an EDA tool which
embeds the models to facilitate more accurate reliability analysis. The exhaustive fault
injection method is the ultimate reliability assessment method in terms of accuracy but
its inconveniences in terms of time and EDA licenses make this approach infeasible on the
size of circuits from the scalability perspective. So a new testing methodology (or) tool is
the ultimate aim of this thesis.

3.2 Reliability and Functional Safety Requirements

3.2.1 Understanding Reliability Standards in Autonomous System

Autonomous systems will enable huge societal changes (and possibly progress). As ex-
pected, stringent safety and reliability expectations and requirements are firmly set in
international standards, implicit customer expectations and, not unexpectedly, insurance
policies. Autonomous systems are also an emerging industrial field and are very likely
to stay with us for a very long time. Accordingly, it is very probable that many successive,
evolutionary or revolutionary standards will be issued to govern them. International stan-
dards are the clearest and most authoritative prescribers regarding reliability and safety.
The list of current or under-development standards in this field includes:
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e EC 61508 [115] (Functional Safety of Electrical/Electronic/Programmable Electronic
Safety-related Systems) is aimed at all industrial fields and is the template for many
application-specific standards;

e One of the most well-known derivatives of the previous is ISO 26262 [116], which
addresses the functional safety of automotive systems;

e |EC 62279 is an adaptation of [115] for railway applications;

e SO 13849 [117] is a safety standard which applies to parts of machinery control sys-
tems that are assigned to provide safety functions;

e AC25.1309-1A[118] (System Design and Analysis) provides background for important
concepts and issues within airplane system design and analysis;

e RTCA/DO-254 [119] (Design Assurance Guidance for Airborne Electronic Hardware)
provides guidance for the development of airborne electronic hardware.

¢ Since change is a permanent feature of the industrial progress, expectations and
requirements constantly evolve. While intended to be robust and durable, stan-
dards are not safe from being prone to latest fashions and currents in the industry
or from being influenced by companies and organizations looking to promote their
own position and offering.

Particularly, the terminology and dictionary of any standard is a faithful snapshot of the
particular context at the time of the writing and often suffers from updates, changes of
signification, meaning overcharges and obsoleteness during the expected lifetime of a
standard and even more so when a new standard is devised. The goal of this Section is
to pinpoint some basic topics that are common to the different standards and faced by
most of them. They are summarized in Table 3.1. Many standards include a part related to
Terminology. In this category, the signification and a clear definition of the key terms shall
be presented and elaborated. However, the specific meaning can hide behind an ordi-
nary word, requiring a more in-depth discussion and explanation and investing the simple
term with a fundamental weight. The “Terminology” category would thus benefit from
a Concepts sub-category. As soon as the key terms and concepts have been introduced,
the standards are fast to move to the explanation of their core methodology, framework
and principles. The Methodology category covers these aspects. In their various proposed
methodologies, many of the standards address “risks” to the safety of the intended ap-
plications and set a mix of quantitative and qualitative requirements and expectations for
these risks. These objectives and goals will be captured in the Requirements category.
The reliability and safety of any application will have to be checked against the applica-
ble requirements and improved until its behavior fulfils the expectations of the intended
standard. Accordingly, the taxonomy will have to include the Assessment and Manage-
ment categories. Lastly, any application is designed to work safely and reliably in a given
setting. The Environment category would capture the entirety of electrical, thermal, me-
chanical, radiative conditions to which the application will be subjected. In practice, the
concerns about reliability may mix together with those about feasibility (especially when
target features are particularly challenging). For this reason, independently on standards
and regulations, general safety praxis can be utilized e.g. by using the ALARP method
(“as low as reasonably practicable”) and providing justification for benefits of the society
against the involved risks.
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Table 3.1 - MAIN TOPICS IN THE RELIABILITY AND FUNCTIONAL SAFETY STANDARDS [4]

Terminology = Methodology Requirements Assessment  Management Environment

Vocabulary Development  Hazards and Risks Models Online Electrical

Concepts System-level Classification Probabilistic Offline Thermal
Hardware-level Event Rates Simulation Diagnostic Mechanical
Software-level Mitigation Maintenance Radiation

3.2.2 Key Concepts in Reliability and Functional Safety for Autonomous
System

For autonomous systems, but not only, the notions of “reliability” and “safety” com-
prise as many significations as engineers from different industries want to invest in them.
Loosely, reliability represents the probability of a system to fail, i.e. higher reliability
means less failures, while safety generally means that the system fails in a safe way. A re-
liable system can be unsafe while a safe system can be unreliable. Furthermore, systems
can be made arbitrarily safe and reliable with a corresponding investment of resources
and time. Requirements for reliability and safety can be quantitatively and qualitatively
very different but standards are often aggressive in setting high requirements for both
safety and reliability. The most straightforward approach to address both reliability and
safety is to rank risks and hazards according to their impact (safety) and to expect that the
probability of risks (reliability) decreases inversely to their impact. An aggregated event
rate (often measured in terms of Failure in Time, or FIT), may be associated to the system
and/or component according to their role but with an underlying understanding of the
risks that make up the “Failure” key term.

In this way, quantity and quality, safety and reliability are harmoniously integrated.
However, reliability engineers will find that this task is relatively difficult as two opposing
concepts still need to be conciliated: objective versus subjective. The qualificative of “Ob-
jective” can be applied to any physical measurements. As an example, technology fault
rates can be expressed accurately; a “Soft Error Rate” is an objective measurement of
the susceptibility of a technological process under radiations. Faults propagate through
the circuit and system and can become Failures. Various methods, such as static and dy-
namic ones, can accurately and undisputedly (thus objectively) predict the fact that a fault
occurring in a deeply-embedded logic cell instance can propagate and affect a primary sys-
tem output. The question that the reliability engineers and their design colleagues must
answer now is whether this fault consequence represents a failure or not, what are the ac-
tual consequences and, more importantly, where exactly in terms of risk levels the failure
needs to be classified. This is the “Subjective” part and standards try to address this by a
prescriptive, function-based assessment. However, in practice, the whole procedure pro-
vides some freedom and margins to reliability engineers that can argue for a less critical
classification of possible fault outcomes.

Probabilistic risk evaluation and management is a core concept of many reliability as-
sessments. Only a fraction of technological faults will propagate through the circuit and
become errors, i.e., erroneous data or values stored instead of correct information. Only
a percentage of errors will become failures causing observable deviations of the system
behaviour. Furthermore, failures can be classified in criticality classes. If error detection/-
correction/management features are implemented, they can address faults, errors and
failures at any design level and can reduce the percentage of events graduating from one
level to the upper one (see Fig. 3.1).

A first, fundamental contributor to the quality of an autonomous system is the quality
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Figure 3.1 - Faults, Errors and Failures in a System [4]

of the underlying implementation technology. The manufacturing process must present
a well-characterized, preferably low intrinsic defect and fault rate, resiliency to environ-
mental challenges and a good, well known aging and degradation performance. More-
over, the technology providers (foundries) must offer their customers a full ecosystem
with the tools, IPs and solutions for reliable and safe circuit design. A second contributor
lies in integrating into the system some solutions for lifetime performance assurance. The
classical bathtub curve is no longer an evidence and the reliability of the system must be
managed during the expected lifetime through online and offline monitoring, embedded
sensors, test instruments and safety mechanisms (see Fig. 3.2).
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Figure 3.2 - Managed Lifetime Reliability (Courtesy of the RESIST Project) [4]

Configurability and Adaptability, to environment and workload challenges, as well as
to intrinsic degradation and aging, are important for today’s autonomous systems running
dynamic applications in diverse environments. Lastly, the evolution to “Self-" Everything
(self-monitoring, self-calibration, self-adaptation, self-configuration, etc.) is an important
industry trend and goal that can provide solutions for more reliable and safer autonomous
systems.

3.3 Circuit-Graph: Representation and Visualization

The standardization of Verilog-Hardware Description Language (HDL) in 1995 as IEEE Std
1364-1995 provides a simple, intuitive, and effective system design in a standard textual
format at multiple levels of abstraction for a variety of design tools, including verification
simulation, timing analysis, test analysis, and synthesis. The Verilog language is exten-
sible via the Programming Language Interface (PLI) and the Verilog procedural Interface
(VPI) routines [120]. VPI is the dual representation of the PLI 2.0 version that replaces
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Circuit to Graph

&

Figure 3.3 - Gate-Level Netlist to Graph

the deprecated PLI version 1. VPI is the third generation interface to the Verilog-HDL.
VPI consists of a set of access and utility routines. A standard C/C++ programming lan-
guage function invokes these routines to establish consistent and object-oriented access
to facilitates dynamic interaction with the complete information from the design’s Verilog-
HDL description. VPI applications consist of connecting the Verilog-HDL simulator with
computer-assisted design (CAD) systems, customized debugging tasks, delay calculators,
and annotators.

The very significant primary achievement of the thesis is the development of a trans-
formation tool that transforms the gate-level netlist to graph structure with nodes and
edges that represents gate-level components and connections (nets) between the gate-
level entities, respectively. Fig. 3.3 delineates a primary example, where the lower layer
is the gate-level circuit to be transformed, and the upper layer shows the transformed
graph. Henceforward, such transformed graph is referred to circuit-graph.

Algorithm 1 represents a standard program that is written C/C++ language and linked
to the Modelsim Verilog simulation. Through this user-defined algorithm, the Verilog-
supported VPI routines collect all the information regarding the components from the
gate-level netlist. The coordination of extracted information results in graph-oriented
structure and writing it to a Graph Modeling Language (GML) format. GML is a text file
format supporting network data with a very easy syntax [121]. As an annex to the Algo-
rithm 1, the end part describes a final GML output format. In the outcome of Algorithm 1,
the nodes and edges are attributed to the netlist components and nets, respectively.

As we can see that the input to the Algorithm 1 is a gate-level netlist, and the output
is a graph network in GML format, so it is possible to visualize this graph network/ circuit-
graph. Gephi is the open-source tool that can visualize the generated circuit-graph. Gephi
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Algorithm 1: Transformation of IEEE standard netlist to Directed Cycle Graph
(DCG)

Result: Graphical delegation of gate-level netlist

Input: gate-level netlist
1 class class_name

2 public:

3 string Net_name;

4 string Drivers[size], Loads[size] ;
5 end

6 itr = vpi_iterate (vpiNet, Module) ;
7 while (net =vpi_scan(itr)) do

8 net_name = vpi_get_str(vpiName, net) ;

9 net_class net_name ;

10 net_name.Net_name = net_name;

1 drivers = vpi_iterate(vpiDriver, net) ;

12 while (driver_h =vpi_scan(drivers)) do

13 pri_h = vpi_handle (vpiPrimitive, driver_h);
14 driver = vpi_get_str(vpiFullName, pri_h);

15 net_name.Drivers[i] = driver;

16 end

17 loads = vpi_iterate(vpiLoad, net) ;

18 while (loads_h =vpi_scan(loads)) do

19 prim_h = vpi_handle (vpiPrimitive, loads_h);
20 load = vpi_get_str(vpiFullName, prim_h);
21 net_name.Loads][i] = load;

22 end

23 Save the each class in a file.txt

24 end

25 Reload the class objects and attributes from file.txt
26 Save the attributes of class object in .gml format
Output: Circuit-Graph

Graph [
Graph Header // E.g., Directed, Multigraph etc.
//
node [ // Nodes are gate-level components
id: // components’ names/labels
]
edge [ // Edges are mnets
label: // Edges’ names
source: // Source Node
target: // Target Node
] // Source -> Target (Edge-Direction)
]

[122] is a visualization tool and exploration software for graphs and networks. The Algo-
rithm 1 symbolizes an example of transforming a circuit (openMSP430 16bit microcon-
troller core written in Verilog) to the graph. Lines 7-10 indicate the pseudocode for col-
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Figure 3.4 - Graph Network Model (Circuit-Graph) of openMSP430 (4995 nodes)

lecting all the names of the nets. For each net (circuit connection), the algorithm search
for the single/multiple driver component/entity (lines 12-16) while lines 17-22 search the
single/multiple loads of net. Finally, it stores the information in class (C++ object-oriented
entity) objective (form lines 1to 4). Lines 25 and 26 transform all the reserved information
to a graph in GML format as specified in the annexure of algorithm 1. Fig. 3.4 visualizes
the resultant circuit-graph. Fig. 3.5 represents the corresponding component distribution
where the color of the bars indicates the nodes in the network in Fig. 3.4.

Now, the circuit structural information in an intermediate graph format eases the ap-
plication of relevant mathematical and statistical algorithms for information processing
on gate-level netlist. Once the intermediate graph structure is available, there are very
dedicated libraries in R-language to extract structural information at lightning speed. For
example, Fig. 3.5 represents a bar graph that elucidates the frequency of used library
cells to synthesis the openMSP430 circuit, and it is generated by using the R/igraph [123]
library package in R-language. The bar graphs in Fig. 3.5 represent the distribution of the
components in the circuit-graph, and it exactly matches with that in the gate-level netlist.

36



Component Distribution
OpenMSP430 Network

R i

0.04 %

o
02%,

2
=

2.7%

S
R

=

B s o 0o
P e e e Ta e e
=
B
M
B

Components
e ey
EESSES

0 L i .,
ﬂggﬁm LA

s =
SIS | =
A e
m%gm
hl
aQ-lh-
e

&=
Srooss
=,

e

=

ESE s

T
jm= = ]
s

L)

s e Y
[N

=

L

o

Qg 92 1 62 T
R
& iy %0%‘3[ 2.76 %
e
ANDZZ 167 244 %
0 200 400 600 800 1000
Freq

Figure 3.5 - Circuit Component Distribution of OpenMSP430 16bit-uC

3.4 Node2Vec Graph Embedding Methodology
3.4.1 Overview of the Methodology

Fig. 3.6 portrays a better overview of the work based on this method. Section 3.3 is brief-
ing the way of mapping gate-level netlist into the probabilistic graph model and gives an
insight into the work. When the structural information of gate-level netlist is embedded
into the probabilistic graph, the statistical properties of a graph node are conventionally
equivalent to that of a sequential (flip-flop) (or) logic (gate) elements of the circuit. To exe-
cute this preliminary aim of this work-flow multiple user-defined VPI functions had written
in C/C++ and, it is applied to extract all the relevant details of the gate-level netlist and for-
matted into a probabilistic graph model through GML graph attributes. In the successive
stage of this preliminary work, an SVM-Regressor (SVR) and fully connected DNN have
been adopted as the learning frameworks of the features from the probabilistic graph.
SVR represents a standard machine learning algorithm whereas DNN is based on the deep
learning algorithm.
Node2vec algorithm is a probabilistic-based algorithm that uses the random walk method

to generate the feature matrix X for the implemented learning frameworks. This algorith-
mic framework provides the feature dataset corresponding to the Ethernet MAC circuit
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in the desired dimension within fractions of seconds. The random walk method gives a
feature vector corresponding to a node by preserving the neighborhood structure. The
feature vector is mainly based on transition probabilities from source to target nodes in
the neighborhood area and the degree of nodes.

X- Feature matrix

Probabilistic Graph by Node2vec Applied Models
) X
e I SVR DNN
Model
ModelSim, VPI Validation
Fault
o Clock
= signal
. SEU
Signal Error

Gate-level Netlist
Fault Injection Campaign

Figure 3.6 - Systematic Work Flow of Node2vec Application [1]

By choosing the fault injection process as the principal method to compare with the ob-
servations from the implemented models, more stringent validation of the expected aims
become possible. As observed from figure 3.6, the fault-injection-based ground truth data
is shuffled and has split with a test size of 40% and a Training size of 60%. After training
the learning Machine Learning (ML)/Deep Learning (DL) models, predicted FDR values of
flip-flops have been compared with the test vectors from the fault injection campaign FDR
data. The ML/DL algorithms are implemented in python with the help of Keras and Scikit-
learn libraries which are available as open-source machine learning libraries for Python
programming language.

3.4.2 Scalable Feature Learning on Graphs

The node2vec algorithm by Aditya Grover in [109] is endowed here in its novelty. Node2vec
algorithm is a framework for learning continuous feature representations in the graph
network. It maps the nodes of the graph into the desired dimensional feature space and
maximizes the likelihood of preserving the network neighborhood of nodes. Node2vec
algorithm can apply to any given directed or undirected, weighted or unweighted edge
networks.

Nowadays, representing a dataset in a graphical domain becomes a practically advan-
tageous software tool. We use this approach for predicting and visualizing the probability
factors over nodes and edges. The netlist from the gate-level abstraction of the circuits
is successfully represented in the graph network domain. For performing a prediction
analysis, a careful effort is required to develop a feature vector space that is suitable for
different learning algorithms. This requirement has been achieved with the node2vec al-
gorithm.

The feature learning framework of the node2vec algorithm has been formulated as
a maximum likelihood optimization problem. The given network can be represented as
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G = (v, €), where v represents vertices or nodes, and ¢ represents the edges between the
vertices. f:V — R? is the mapping function from a node to d dimensional feature space,
where V stands for a whole set of vertices. f is a matrix with size of |V| x d. A neighbor-
hood sampling strategy S defines a network neighborhood as N;(u) of a source node u.
The framework optimizes the objective function f by maximizing the log-probability for
observing a network neighborhood N;(u) for a node u, conditioned on its feature repre-
sentation. The objective function is given by:

m;lx Z logPr (Ns(u)|f(u)). (31)

ueV

The sampling strategy developed for node2vec is a flexible random walk that interpo-
lates two important sampling strategies termed Breadth-First Sampling (BFS) and Depth-
First Sampling (DFS). In BFS, the sampling nodes are the very immediate neighbors of the
source node whereas, in DFS the neighbors have been obtained by sampling sequentially
at increasing distance from a source node. The two important factors in the node2vec
algorithm are flexible biased random walk and search bias . Let consider a source node
u and a random walk length [ and ¢; denote the i node in the walk from source node
co = u. The probability of ¢; given ¢;_; is generated by:
Tyx  :
Plei=x[ei=v)= { 0 lfou(qlgrxv)vifeE } (3.2)

Where: 7, is the unnormalized transition probability between nodes v and x, and
Z is the normalizing constant. The search bias factor o is a major factor in calculating
7,x. Consider a random walk that just traversed the edge (t,v) and resides on node v. As
a next step in the random walk, an unnormalized transition probability 7, on the edge
(v,x) leading from v, is estimating. The unnormalized transition probability is set to &, =
Opg(2,x).Wyx, Where:

% ifdye =0
0pg(t,x) ={ 1 ifdy=1 (3.3)
é ifd, =2

and w,, is the weight of the edge. In the case of unweighted edge, w,, = 1. The d;, is
the shortest path between t and x. Parameter p is called the Return Parameter and it
controls the likelihood of immediately revisiting node in the walk. ¢ is called an In-Out
parameter which allows the search to differentiate between inward and outward nodes.
Here, feature space with dimension 8 is extracted. The feature vectors of three arbitrary
flip-flops have been plotted in Fig 3.7 for giving an illustration of the vector’s statistical
variance.

3.4.3 Device for Test

To test the applicability of the node2vec generated features for the machine learning
frameworks in system engineering, a validation effort is performed on the 10-Gigabit Eth-
ernet MAC IEEE 802.3 standard circuit. Experimenting with independent fault injection at
each flip-flop and documenting how probable the faults affect the overall function of the
circuit provides the ground truth dataset for the model validations. About one thousand
two hundred and two (1202) flip-flops have been included in the evaluation of prediction
models. The circuit is accessible at OpenCores [124] as a 10-Gigabit Ethernet project.
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3.4.4 SVR Inference on Node2vec Database

The prediction result of Support Vector Machine (SVM) Regression provided in figure 3.8a
and jointly plotted their scatter plot in figure 3.8b respectively. The corresponding evalu-
ation metrics have been tabled in Table 3.4. In SVR, we use the RBF kernel function which
is described as,

K(X,X') = exp (—y[x X'|I"). (3.4)

The X and X’ are the two data points in vector form. The kernel K maps them to higher
dimensional vector space. 7 is called the spread of the kernel function and, it tuned to y
= 0.01. The other important parameter is epsilon € which, responsible for error tolerance
and set to € = 0.0125. The parameter C is the regularization scheme and, proper value
is chosen for the penalty factor C. Here C = 10. A grid-search cross-validation method
tunes the parameter values. From the prediction diagram Fig. 3.8a, the predicted values
approximating the original values which, sorted in ascending order by values. The scatter
plotinFig. 3.8b indicating a good correlation between predicted and original test data. But
there is still a space for improvement because the scatter plot having a variance between
the axial components. The metrics R? from Table 3.4 is indicating the good regression fit of
prediction with original data. It is almost 69%. If the predicted values approximate more
likely to the tested data, the R? will tend to the numerical value 1. In the same way, the
metric MSE form Table 3.4 is equal to 0.027 and, it will close to O when the approximation
becomes better. The metric EVS also mentioned in Table 3.4.

3.4.5 DNN Inference on Node2vec Database

The DNN architecture has been chosen according to Table 3.2. The input layer is nothing
but the feature vectors. The Dense_1, Dense_2, Dense_3, and Dense_4 are the hidden
layers. Dense_5 is called the output layer which, outputs the estimated regression values.
Each hidden layer is a fully-connected dense layer where the number of inputs to each

40



* Test_data
» Prediction_data

1.0-

0.8-

0.6-

0.2-

Functional De-Rating

0.0-

0 100 200 300 400 500
Flip-Flops (Testing size : 40%)

(a) Prediction Over 40% Test Data

1.0- 846 Soms 08006 e g apEsamI ¢

.
e o

o o 50
°,
o o 00:“00:‘08'00. .
. o ? .

-

o
©

.
.
o W on, B ssnEs v N

oot X
e**w* %o °
. o oo
& ¢‘.‘f. % & o

. ww Yeo® ®@¢ oo oo
o o o

&
o

. .

o« o0 . o .
. o o ¥, £B°” 200 o i
0% .

Predicted_FDR_Data
S

2
[N]

. wse * %
0.0- e ® cheumeme 000 wmes o oocom oo
0.8 1.0

-0.2 0.0 0.2 0.4 06
Test_FDR_Data (Testing size : 40%)

(b) Scatter Plot Between Prediction and True Value

Figure 3.8 - Regression by SVR Model [1]

neuron is equal to the output size of the previous layer. The weights of neuron inputs and
the bias factor are the parameters that need to be optimized. The hyper-parameters such
as loss = ‘Mean Squared Error’, optimizer = ‘Adam’ and batch_size = 10 are chosen accord-
ing to cross-validation method. The Dense_1 layer has a shape of 126 neurons. With the
input feature vector of dimension 8, DNN training for acquiring a good prediction accu-
racy becomes difficult. So the Dense_1 layer will map the low dimensional input vectors
to a high dimensional space. DNN will show significant performance with a higher dataset
dimension. The prediction from Fig. 3.9a shows that almost a good approximation made
by the DNN. More prediction values are stick to the true values, which indicates a good R?
value. From Table 3.4, it is given that R? =0.77. The MSE value is 0.0259, which indicating
that the mean error is also low. Fig. 3.9b providing a scatter plot. It provides information
regarding the correlation between original test values and predictions. Here also, we can
see the variance between the two axis components.
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Figure 3.9 - Regression by DNN Model [1]

Table 3.2 - DNN ARCHITECTURE [1]

Layer Output shape Parameters
Dense_1 126 25326
Dense_2 64 8128
Dense_3 36 2340
Dense_4 12 444
Dense_5 1 13
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3.4.6 A Comparison: DNN Vs SVR

Metrics form Table 3.4 indicating a dominant performance of DNN in terms of R2, EVS, and
MSE. The score EVS is used to measure the discrepancy between model-driven values and
actual data. The high value near 1 shows the model is providing a valuable prediction. In
that sense also, the DNN model looks good compared to SVR. But here, some more facts
need to be compared. In Table 3.3, the time required to execute different models has
been compared. The fault injection campaign over 1202 flip-flops of the Ethernet-MAC
circuit took nearly five days per ModelSim software. SVR seems to be very fast because
the DNN needs to optimize a comparatively large set of parameters, as explained in Table
3.2. But, when compared to traditional fault injection methods, an important drawback
is that ML/DL models depend on 60% true detests. 60% of the whole dataset for the
training process has been generated by the fault injection method. So comparatively, half
of the fault injection time needs to train the prediction models. So, we can say that ML/DL
models are almost 40-50 percent faster than the traditional ones.

Table 3.3 - TIME COMPARISON Table 3.4 - METRIC COMPARISON FOR DIFFERENT
Viodel — REGRESSION MODELS (TRAINING SIZE = 60 %)
Fault Injection (1 Modelsim) 5 days Model MSE EVS R?

Fault Injection (7 Modelsim) 17 hours DNN 0.025995 0770322  0.770169

SVR < 1minute
BNN 6 minutes SVR 0.027359 0.690909 0.689758
0.60
t  Predicted FDR
0.59 { Simulated FDR
 0.58-
o
a
z:l 0.57
% 0.56
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Figure 3.10 - Cl Comparison: SVR Vs DNN [1]

Finally, the DNN and SVR are compared using 95% Confidence Interval (Cl) and Mean
values between predicted and original values. Fig: 3.10 showed this comparison. Here
DNN performs comparatively better because the difference between the means of the
respective predicted and the target values is small compared to that of SVR.

3.5 Graph Convolutional Embedding Methodology

3.5.1 Literature Overview

Different prodigious research works have been introduced in the past decade in gener-
alizing a conventionally established neural network (e.g., RNN and CNN) for working on
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arbitrarily structured graphs, even though it is a challenging problem. This work is cen-
tered on GCN [110] neural network. A spectral approach is the principal core of GCN, and a
similar approach has been introduced in [125]. By GCN, it exemplifies the spectral rule ap-
proach in the graphical learning process, and it achieves significantly faster training times
with higher predictive accuracy and also reaches state-of-the-art classification results on
several benchmark graph datasets.

3.5.2 Model Definition

The Graph Convolutional Network is a synthetic neural network architecture for machine
learning on graphs. Following paper [110], reveals the fact that most of the graph neural
networks have been addressing a common architecture in general, which lead to the name
called Graph Convolutional Neural Networks. The convolution name comes after using the
filter parameters shared across all locations of the graph. The created probabilistic graph
model of the gate-level netlist is embedded into the GCN network with the intention of
learning the function of features in the graph. The graph is described as a G = (v, €),
where v represents vertices or nodes and € represents the edges between the vertices.
The graph is characterized as,

1. Every nodes i is attributed with feature vector x; of dimension D. So for N nodes,
we have feature matrix X: N x D.

2. Another important parameter is the adjacency matrix A, which indicates the graph
structure.

3. The propagation rule will produce a node-level output of Z: N x F, where the F
represents a feature vector of each output node.

HHY = f(HD A) (3.5)

where: HU+1) represents the any hidden layer node matrix at (I 4 1) level and it
equivalent to the function of previous hidden layer node matrix H' at " level and the
adjacency matrix A. H can be taken as the feature matrix X at initial level, ie H© =X and
Z at final level. Z represents the graph level output.

3.5.3 Model Propagation Rule

In this whole paper, an exact propagation model for the Graph Neural Network is adapted
to tackle the prediction problem. A simple form of the layer-wise propagation rule abbre-
viated as:

f(H',A) = c(AH'W') (3.6)

where: W' is the I'* neural network weight matrix and o/() is the activation function
like Rectified Linear Unit (ReLU), while this work utilizes a hyperbolic tangent activation
function (Tanh). While the above propagation rule (3.6) seems to be very simple, it is
proven to be a dynamical algorithm. The disadvantages of this kind of model: the adja-
cency matrix (A), which is not normalized, so the multiplication of A with feature matrix
(X) will change the scale of the X completely. The author mentioned a second problem
that the model does not consider the self-features of a node itself. And the problem is
completely taken away by providing an identity matrix for the nodes.
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The major problem is overcome by normalizing the matrix A. Normalization of A is
achieved by an inverse diagonal node degree matrix D, such that the rows of D=4 sum
to 1. So the multiplication becomes more similar in taking the average of neighboring
nodes. It leads to symmetric normalization i.e., D’%AD’%, and it is more than just a
mere averaging of neighboring features. These combined methods are used in this work
as a propagation rule which is similar to the way implemented in paper[110] and the final
layer-wise propagation rule provided as:

f(H' A) = (D 2AD 2 H'W') (3.7)

where, A=A + I; with | defined as identity matrix and D is the diagonal degree node
matrix of A.

3.5.4 Input Feature Matrix

Before applying the GCN model, we can use a node2vec algorithm as implemented in Ar-
ticleNo2lIl to generate an initial feature matrix corresponding to the nodes in the proba-
bilistic graph. Node2vec [109] is an algorithmic framework for learning continuous feature
representations of nodes in networks. The algorithm generates a low-dimensional feature
space dataset that maximizes the likelihood of nodes that preserve similar structural net-
work neighborhoods. Here, the objective function is optimized through the stimulated
biased random walks. It holds a spectrum of equivalences from homophily to overall struc-
tural equivalence by anticipating a balanced exploration-exploitation trade-off.

3.5.5 Work-Flow of the Method

Fig. 3.1 depicts a better overview of the work. Before stepping into the detailed struc-
ture of the whole approach, it is very relevant to brief the importance of mapping the
gate-level netlist into the probabilistic graph model. The more the mapping achieves ac-
curacy, the more the model delivers a valid result because the graph structure maintains
the required statical information. ModelSim Linked VPI functions extract all the relevant
details of the gate-level netlist and format them into a probabilistic graph model through
GML attributes. A detailed review is provided in section 3.3. As stepping forward into the
successor stage of this work, GCN adopted a model in (3.6) in order to learn the whole de-
signed probabilistic graph. The more comprehensively explained hierarchical architecture
of GCN is updated in section 2.12.3.

The netlist representation in graph domains is subsequently used to extract the adja-
cency matrix, which is represented by A in Fig. 3.11. Correspondingly, a feature matrix X
is also obtained by the random walk method using the node2vec algorithm. The random
walk method gives a feature vector corresponding to a node with respect to the forma-
tion of its neighboring nodes. The feature vector is mainly based on transition probabil-
ities from source to target nodes and also the degree of nodes. These are the two main
inputs given to the GCN model. Then, GCN is commenced learning the whole netlist as
a probabilistic graph. As soon as it processes the adjacency matrix and feature matrix, a
circuit-graph model of the netlist is delivered. After that, this model is used for the training
phase and testing phase for accomplishing the FDR prediction goal. Finally, the predicted
data is compared with the fault injection campaign of FDR data. The whole deep learning
framework is implemented in MXNet [126].
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Figure 3.11 - Systematic Block Diagram of the Scientific Work [2]

3.5.6 Test Devices for Modeling and Validations

The model tested with two circuits. The very first one is the double precision floating
point adder which is extracted from the double precision floating point core as a sub-
module, and meets the IEEE 754 standard and available in the OpenCores [127] website.
The second circuit is also accessible from OpenCores as 10-Gigabit Ethernet [124] project,
where Management Data Input/Output (MDIO) function of this module designed to meet
10-Gigabit Ethernet IEEE 802.3 standard. In MAC design (based on the Xilinx LogiCORE 10-
Gigabit Ethernet MAC), the transmitter and the receiver incorporate the reconciliation
layer. Therefore the receive engine, as well as transmit engine, are specifically designed
to interface the client and the physical layer.

3.5.7 Results and Discussions

Double Precision Floating Point Adder

Fig. 3.12, Fig. 3.13 and Fig. 3.14 pictorially represent the results for double precision float-
ing point adder. Figure 3.12 represents the 95% confidence interval comparison of the
predicted Functional Derating (FDR) data of flip-flops with the generated FDR data from
a random fault injection campaign. The Confidence Interval (Cl) calculated in python, by
finding the mean of the flip-flop’s FDR distribution and their FDR distribution error for 95%
confidence. There are no electrical features extracted from the circuit’s gate-level netlist
to train the upholding convolutional neural network model. The training has been done
with less than 10 flip-flops’ FDR. The overall comparison indicates the prediction almost
following the simulated FDR data of SEU faults. As observed from the histogram graph de-
picted in figure 3.13, the prediction of the FDR Probability Distribution Function (PDF) of
the flip-flops comparatively very close to the original PDF of the flip-flops. Fig. 3.14 com-
pares the sorted FDR value of simulated and predicted data. This sorted FDR plot only
shows how an overall functional derating curve behaves for flip-flops.
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Figure 3.14 - Sorted FDR Probability Comparison [2]

Ethernet MAC

Here the modeling tries to validate on Ethernet MAC circuit. The results reveal that the
proposed algorithm is effective for predicting a completely different histogram with a
training sequence of 5 flip-flops (i.e., less than 1% of the overall flip-flop number). Fig.
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Figure 3.17 - Histogram Compatrison (Filtered Some Outliers) [2]

3.15 does not provide any individual flip-flip comparison. The next aim of this work is to
predict individual flip-flops’ FDR. This comparison provides intuition to the reader that
the model can get a reasonable approximation for the flip-flops’ independent structural
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information. Figure 3.16 represents the confidence interval comparison of the predicted
FDR data with FDR data from fault injection campaign on the sequential elements in each
clock-cycle independently. Figure 3.17 represents the PDF where some of the data points
are filtered out. The filtered out points are considered as outliers within the data space
and plotted the remaining data.

3.5.8 Model Drawback

Even though GCN models are achieving their accuracy within a reasonable time duration,
the stability in providing good results appears to be degraded if we increase the number of
hidden layers of graph convolutional neural networks beyond a certain number. This fact
is very important in terms of the prediction-scalability if we consider very-large circuits.
But some researchers coming with new optimization methods to overcome the challenges
faced by GCN.

3.6 Inductive Representation Learning Methodology

3.6.1 Methodological Overview

30
o\

DNN Model for Fault-Propagatio
Across the Layers in Netlist

Figure 3.18 - The Fault (SEU/SET) Propagation Model in CPU

Fig. 3.18 demonstrates the role of each neural network structures in the modeling of
SEU and SET caused fault propagation. In this context, the gate-level abstraction of the
circuit has been transformed into a graph network where vertices (v) analogous to the flip-
flops and gates, and the directed edges (&) represent the connection between them from
circuits’ input ports to output ports direction. For a virtual example, the graph network
of the CPU’s ALU part is illustrated in the lower layer of Fig. 3.18. Fig. 3.18 represents the
fault propagation through the hierarchical cross-layers in the gate-level netlist and does
not mean the fault-propagation across different hierarchical abstraction levels such as RTL
and Architectural level. In Fig. 3.18, the superimposed layers in gate-level are disseminated
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virtually. The graph-function G of the transformed network is given as:
G(v,¢) (3.8)

where: v and € represents the nodes and edges respectively. The graphSAGE [128], is
a general inductive framework which leverages node’s (here, flip-flop’s or gate’s) feature
information to efficiently generate node embeddings. The graphSAGE could be also ex-
plained as a graph based neural network with sampler and aggregator functions. The
graphSAGE framework represents the function that generates a feature database corre-
sponding to the flip-flops and gates by sampling and aggregating features from the node’s
local neighborhood. The deducted feature database embeds the netlist’s structural at-
tributes that determine the soft-error propagation probabilities from a flip-flop (or) a gate
to the functional level of the circuit. Fig. 3.18 points out the role of graphSAGE in informa-
tion sharing between nodes. This embedding part provides not only the local role of nodes
in the graph but also their global positional role. Approaches like GCN and node2vec in
sections 3.5 and 3.4 are inherently transductive and generally unable to postulate a learn-
ing function to unseen nodes. But an inductive node embedding algorithm like graph-
SAGE meant to be an optimized generalization across the graph. Therefore, not all the
nodes need to be available in the training phase of the graphSAGE algorithm and it also
reduces the required training size of the downstream DNN algorithm that predicts the
fault propagation across the layers. The sampler function in graphSAGE defines the node’s
neighborhood definition through a uniform sampling of a fixed number of nodes instead
of sampling the entire neighborhood space at each depth-wise iteration. It will result in
boosting the optimal usage of memory and reduce run-time complexity. The basic idea of
the graphSAGE is simplified and explained in Fig. 3.28. From the state-of-art of the graph-
SAGE framework, numerous aggregator functions are available like Mean aggregator, Long
short-term Memory (LSTM) aggregator, Pooling aggregator and Graph Convoultional Net-
work (GCN) based aggregator. Here we implemented a Pooling aggregator with help of a
python neural network libraries. Deep Neural Networks (DNNs) [129, 130] is also a domi-
nant model in this work. DNNs are employed to model the fault propagation path across
the layers, as mentioned in Fig. 3.18. When a SEU fault at flip-flop (or) a SET fault at the
gate (as in Fig. 3.18) propagates to the functional level (upper layer in Fig. 3.18) of the
circuit, it traces a fault path. The DNN will learn that path based on the observed fault
propagation probabilities from the fault injection process. In this work, a general fully
connected DNN has been implemented.

3.6.2 The Principal Goal

The equation (3.9) represents a formulation of the principal aim of this method. The raw-
database as prescribed in Table 3.5 and Table 3.6 are referenced in (3.9) as raw-database
(Graph,circuit). The graphSAGE performs and optimizes the convolution process between
raw-database and circuit-graph (G(v, €)). These optimized features-set serves the role of
an input to the DNN which draws a function proportional to the Functional Failure Rate
(FFR).

DNN({graphSAGE{raw-database (Graph,circuit) ® G(v,€)}} < FFRsgysgr (3.9)

3.6.3 Extraction of Raw-Database: Graph Data Mining

The graph network is the source for extracting relevant local as well as global informa-
tion about components in the circuit. In general, the reliability modeling is complexly
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dependent on the black-box modeling because: in most cases, input-output relations are
experimentally derived and fitted with poly-parameter dependency. Bringing a detailed
and transparent explanation for circuit-fault propagation in reliability modeling poses a
high degree of difficulty. Modeling reliability with such a point of view is called white-box
modeling. In [131], James Ledoux states that the white-box (or structural) point of view
is an alternative approach of modeling in which the structure of the system is explicitly
taken into account. A structure-based approach allows analyzing the sensitivity of the cir-
cuit system reliability concerning the reliability of its components. A detailed explanation
of vital information of components in the circuit, are itemized as per their importance in
the Tables 3.5 and 3.6. The mathematical formulation of the listed propertiesin 3.6 of each
component in circuit-graph are provided from equation (3.10) to (3.19). Table 3.5 provides
that structural properties of components from the gate-level netlist. These are the real
factors which contributes to the soft-error propagation to the output of the circuits. The
Design Compiler from Synopsis is the commercial tool to extract such peculiarities from
gate-level (or) the scripting in the python programming language is another way to access
the factors in Table 3.5 from the generated garph. But, the factors in Table 3.6 is strictly
generated from the circuit-graph. Very much dedicated libraries in R language facilitate
the generation of the database as provided in Table 3.6. However, Table 3.5 and Table 3.6
are both useful as initial raw-database, the whole work simply stick to the Table 3.6 for
the initial raw-database.

Table 3.5 - STRUCTURAL PROPERTIES FROM CIRCUIT

No.| Symbol| Quantity Properties and Explanation

1 |V Fan-in connection Number of inputs to a cell (Sequential/Gate)

2 |Np Fan-out connections Number of outputs to a cell (Sequential/Gate)

3 |Np Distance to primary I/p | The number of cells (Sequential and Combinational) in

pins the design between input pins and a given cell (Sequen-
tial/Gate)

4 |Np, Distance to primary Out- | The number of cells (Sequential and Combinational) in

pins the design between primary output pins and a given cell
(Sequential/Gate)

5 |Nrp Longest timing path The number of combinational cells in the longest path
from a given cell (Sequential and Combinational) to a flip-
flop in the signal flow direction

6 |Nrp, |Shortest timing path The number of combinational cells in the shortest path
from a given cell (Sequential and Combinational) to a first
flip-flop in the signal flow direction

Fig. 3.4 represents the graph-network of a openMSP430 circuit that includes 4995
nodes/components. The graph is generated by using open source software called Gephi
[122]. The Gephi software develops the network of openMSP430 micro-controller (uC)
from the GML file that is described in Algorithm 1. Fig. 3.5 represents the distribution of
NanGate open-source digital cell library components that are used to synthesis the circuit.
The colors of bar graphs in Fig. 3.5 indicate their presence in the graph. It also confirms
the high-level efficiency of Algorithm 1in representing the circuit. In Fig. 3.4 and 3.5, the
grey colour is assigned to the components, those having their contribution less than 5%.
Fig. 3.19, Fig. 3.21 and Fig. 3.23 are standing for how the listed component features in
the Table 3.6 is relevant in the scenario of modeling fault propagation. How the listed
features in Table 3.6 for each component are relevant in the scenario of modeling fault
propagation is going to explain further. For example, consider the three features eccen-
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Table 3.6 - STRUCTURAL PROPERTIES FROM GRAPH

No.

Symbol

Quantity

Properties and Explanation

10

n(i)

CD(i)

Pp(i)

Gp(i)

Cc(i)

Pr(i)

Bc (i)

JM(i,j)

Clustering Coefficient
(Transitivity)

Degree Centrality

Degree prestige

Gregariousness

Closeness Centrality

Proximity Prestige

Betweenness
Centrality

Jaccard Measure

Morgan Index

Eccentricity Index

The local clustering coefficient defines a node’s degree of close-
ness to its neighboring nodes to form a clique (or) complete/closed
subgraph. In (3.10), S; C N is the set of nodes connected to node
i € N in the network G of N nodes and A edges. There are ('§)
possible edges between nodes in S;, where n; is the cordiality of
S;.
Let’s define the degree of a node ‘i’ (Deg(i)) be the cardinality of
the set of adjacent neighbors to the node ‘i. Then, the degree of
centrality of a node ‘i’ is the degree of the node ‘i’ divided by the
maximum possible degree of a node in the network. The maximum
possible degree of a node is the number that is one less than the
total nodes (n) in the network.

In contrast to the degree centrality of a node, degree prestige is
readily related to a network’s node by its in-degree rather than
its degree as represented in (3.12). The high in-degree represents
the popularity of the node in the network or simply represents the
high prestige node.

The gregariousness of a node quantifies a node’s propensity
characteristics to pass the information simultaneously to others.
Therefore, it generally depends on the out-degree (number of
edges going out) of the node i".

The position of a node in a network explicitly expresses the node’s
importance in the network. The average of shortest paths from
the node (i) to all other nodes is represented in (3.14) as AvgDist(i).
In(3.15), 7, D(i, j) is the sum of weights of edges between i and
j. Closeness centrality is defined as the multiplicative inverse of
AvgDist(i).

The proximity prestige is bounded especially to directed networks
and depends on the average of shortest paths to node ‘i’ from the
nodes in the influence of node ‘i. The influence of node (i) is a
set of all the nodes that reach directly to the node ‘i’ through a
directed path. The proximity prestige is defined in (3.16). The in-
fluence fraction is the ratio of the cardinality of the influence set
of node (i) to one less than the total number of nodes.

The fraction of pairs that pass through node ‘i" is given by f (i) =
qjk(i)/qjx in (3.17), where g; (i) is the number of pairs that pass
through node ‘i’. Intuitively, fjx(i) represents the level of control
that node ‘i’ possesses over nodes j and k in terms of regulating the
flow of information between them. The betweenness centrality
Bc(i) is the average value of f (i) over all (3) pairs of nodes. The
Bc (i) in (3.17) is the number of shortest paths passing through the
node (i) while calculating the shortest paths between other pairs
of nodes in the graph.

Jaccard Measure is acommon neighbor-hood-based measure that
estimates the similarity between the nodes i and j with their neigh-
bor sets S; and S;. It is computed as provided in (3.18), [S;NS}]
represents the common neighbours.

The Morgan Index represents K degree of a node. It simply de-
notes the number of nodes reachable from the node(i) to a dis-
tance K.

The Eccentricity Index of a node (v) represents the maximum
among the shortest path between node v and all other nodes in
the graph.
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tricity index, closeness centrality and in-degree of each node in the circuit-graph (Fig. 3.4)
of OpenMSP430.

|(j,k) €A j€Si keS|

n(i) = @ (3.10)
2
Cp(i) = ’iff (i) (3.11)
Pp(i) = 7Inffgl(i) (3.12)
Gpli) = Ob‘%ef@ (3.13)
N
Ce(i)= m (3.14)
AvgDist (i) = Z":n'fD(ll’]) (3.15)
. Influence Fraction(i)
Pe(i) = AveDist(i)inInfluence (3:16)
Bo(i) = Zj<l(cnj;jk(l) : fixl) = qgk-(ki) (3.17)
2 J
S;NS;
Ju (i, j) = {S.US’.{ (3.18)
Y9
E.(v) : (3.19)

B max {dist(u,v)}: YueV

Fig. 3.19 shows the histogram distribution of eccentricity index of nodes. Eccentricity
of anode v is the method of finding the maximum among the shortest path between node
v and all other nodes in the graph.By highlighting such property of a node 'v’, the infor-
mation regarding the closeness of node 'v’ to neighboring nodes and how far away from
the node 'u’ as provided in (3.19) are revealed. Most likely, 'u’ nodes are falling within
the subset of input or output ports of the given circuit. It also provides the hint of the
location of the farthest node 'u’ corresponding to each node v in the graph. In terms of
modeling fault-propagation, this property approximates the probability of a fault at node
v in propagating to output ports of the circuit. The circuit top views in Fig. 3.20, Fig. 3.22
and Fig. 3.24 exhibit various properties of the nodes in the graph (or) various properties of
the component in the circuit. In Fig. 3.20, it is clear that the eccentricity varies across the
nodes, and it justifies the histogram while comparing both figures Fig. 3.20 and Fig. 3.19.
The high eccentricity is shown by very dark green points and the low eccentricity is shown
by white points. Both are less in Fig. 3.20. From the histogram distribution in Fig. 3.19, the
count of nodes with eccentricity index between 20 and 30 are high and such distribution
is provided in Fig. 3.20 as points with the intensity of moderate green color and they are
high in number. Similarly, the distribution of closeness centrality of each node is given in
Fig. 3.21 and Fig. 3.22 provides the corresponding variation across nodes. The nodes with
low closeness centrality are high in number in Fig. 3.21, and they are shown as white color
points in Fig. 3.22. Similarly, the nodes with high closeness centrality are less in number
(Fig. 3.21), and Fig. 3.22 picturized those nodes as digitized points in high-intensity green
color. In the same way, the histogram in 3.12 shows the distribution of In-degree, which
indicates the number of incoming edges to a node.
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The distribution in Fig. 3.23 is more close to uniform in nature and, that kind of dis-
tribution is visualized in Fig. 3.24. From the visualization of Fig. 3.20, Fig. 3.22 and Fig.
3.24, it is way more clear that each node in graph (or each component in a circuit) are
more distinguished by the listed characteristics in Table 3.5 and Table 3.6. These tabu-
lated node properties facilitate the developed algorithm in this thesis in modeling the
fault-propagation probability at the gate-level circuit. The node properties in Table 3.6
(or) from both Tables 3.5 and 3.6 can apply as initialized input vectors to the graphSAGE
algorithm.

3.6.4 Experimental Workflow

The whole approach in Fig. 3.25 has been detailed through two successive work-phases.
The first phase of the work is the Fault-Injection campaign, and the second phase is the
applied research approach.

Fault Injection Campaign — | — Research Approach
Training Data
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*  Fault Prup’\gjauun Factors obabilistic .5 WX o Avtfcial Intelligence (A1) : : ‘
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Figure 3.25 - A Systematic Workflow of the Implemented Scientific Work

Phase I: Fault-Injection Campaign

The Fault-Injection (FI) database for the fault-propagation analysis is generated as the
main preparatory task of this workflow. The fault-injection database includes the Func-
tional Failure Rates (FFRs) due to SEU and SET type fault injection at the Device Under Test
(DUT). Fig. 3.25 provides FI-framework and the investigated fault propagation factors. The
Al approach will subsequently use this database as the raw data for testing and training
the applied neural networks.

As provided in Fig. 3.25, two different devices act as test circuits. The devices are an
openMSP430 micro-controller and XGE-MAC IP component. The fault-injection campaign
and its automation exploit the shell scripting and ModelSim simulation tool and linked VPI
function to develop a fault-injection campaign. The workload in Fig. 3.25 mentions the ap-
plied input pattern. For SET fault, a digital pulse of an arbitrary width (depending on the
technology) is applied to gate components. For SEU fault, an erroneous state is applied
to the flip-flop until the next clock-cycle comes and changes the state of the flip-flop. The
fault simulation at each clock cycle (exhaustive simulation) is stored in a text file (or) in
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any other readable format. Finally, golden simulation (fault-free simulation) results and
fault simulation results are compared to generate a database for training the inference
engine called DNN.

Phase II: Research Approach

The second phase of Fig. 3.25 is nothing but the working-flow diagram of the Al-Framework.
A detailed outline of Al-Framework in Fig. 3.26 provides the data flow between the applied
algorithms as well as the data flow inside the algorithms. We can see that what are the
sub-optimization algorithms and mathematical functions that serve inside each algorith-
mic structure. The blue-colored arrows in Fig. 3.26 mainly indicate the data flow between
the algorithmic blocks, while grey-colored arrows represent the data flow inside an algo-
rithm. To explain each step in Fig. 3.26, more detailed views are provided after this big
picture.

Target Probability ( ytrqm = 40 % of FI)
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Glatejlevel NGraphk Training Testing
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4 DNN(Deep .
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Node Parameter
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Step 3 :Node Embedding Hypothesis
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FI- Database
Phase IV
Fault Injection (FI
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Figure 3.26 - Algorithmic Workflow Diagram of the Implemented Scientific Work [3]

e Graph Generation: A Mathematical Model for Gate-Level

The research approach mainly consists of two types of neural network structures:
graphSAGE and DNN. Before applying the neural networks, the gate-level circuit
has been mapped to a Probabilistic Bayesian Graph (PGB). A Verilog Procedural In-
terface (VPI) library function links to a standard simulation tool (ModelSim/open-
source) to map the gate-level netlist to a probabilistic network that represents the
gate-level components as well as the connections between them. This process is
represented in Fig.3.27 The graphSAGE and DNN algorithms explore this probabilis-
tic graph further.

e GraphSAGE: A Graph Embedding Algorithm
In this stage of the work-flow, a feature matrix (X) corresponding to probabilistic
graph-nodes is extracted using the graphSAGE algorithm. The graphSAGE algorithm
includes two principal steps. The first step is the sampler algorithm. The sampler
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Figure 3.28 - GraphSAGE Algorithm [3]

algorithm defines the neighborhood space of a source node as provided in Fig. 3.28.
In this scenario, we defined the parameter K = 2, which means that the sampler will
sample up to the depth of 2 neighbor spaces. In the second step of the graphSAGE
algorithm, an aggregator has been implemented at each depth (1 < k < K). In Fig.
3.28, blue and green arrows indicate the aggregator functions at depth k=1and k=2
respectively. Here, a max-pooling aggregator is implemented using python libraries.
The mathematical abstraction of the pooling aggregator [128] is formulated as:

AGGRE]fOOI — maX({O'(Wpoolhﬁi +b),Vu,~ € Nk(v)}), (3.20)

where: (3.20) represents the aggregator function at depth k and it basically a neu-
ral network with parameters W,,,,; and b. Those parameters are optimized through
unsupervised learning. Ni(v) represents k"-neighbourhood of vertex v and h’,ji in-
dicates the aggregated neighborhood vector and, o is the activation function of the
neural network. In this way, we could represent the whole graphSAGE algorithm as a
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graph-based neural network. As a last step, the aggregated information is reformed
into a vector as given in Fig. 3.28. The vector contains embedded information about
the neighbors’ number of inputs (fan-in), the number of outputs (fan-out), distances
to the circuit output node, distances from the circuit input node, and probabilities
of fault signal propagation from the source node to the neighbor nodes. Also, the
embedded vector encompasses the source node’s characteristics like the number
of inputs and outputs (fan-in and fan-out), distance from the circuit input node, and
the distance to the circuit output node. The embedded vector dimension is 50 for
this experiment. A hidden convolutional process in the graphSAGE algorithm per-
forms the information sharing between nodes. Any required dimension could be
deduced here depending on the applied aggregator/convolutional kernel size. The
three steps in Fig. 3.28 are repeated for every node in the probabilistic graph as a
source node. At the end of this stage, the algorithm provides a matrix represen-
tation (X) for the circuit, where each row vector is the embedded features of the
node.

DNN Inference Engine
Fig. 3.29 outlines the steps of DNN implementation that predicts the fault propaga-

DNN |
= o a,
Input Layer\ Y = Yirqin= 40% FI
> X
[x.Y]
il %)Nst (60%)
Ytrain|  Training TG
PeuEnce Sequence
DNN(Deep
Learning)
Parameter
Optimization
Hypothesis
Model F(Xtest)

Predictedl Probability
Figure 3.29 - DNN Algorithm [3]

tion across different layers as modeled in Fig. 3.18. There are two parts included in
this stage. The first part is the training part of DNN, and the second one is the testing
part of DNN. In the training part, 40 % of the feature matrix (X) that was deduced
by graphSAGE and corresponding fault propagation probability metric from the FI-
database are taken to postulate a hypothesis that best describes the target prob-
ability distributions (FFR; s, and FFR, ;). The optimized parameters: weights
(w) and bias (b) of DNN that best fit the target distributions are provided as the
trained model parameters. In the testing part, the proposed model is applied to an
unknown input vector and predicts the target probability metric. The DNN archi-
tecture consists of 5 dense layers, including the input and the output layers.
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e Comparison and Analysis

The final part of the workflow includes a comparison between the predicted and
reference fault propagation probability metrics. The compared results are plotted
and analyzed graphically.

3.7 Results and Discussions: Inductive Methodology

In sections 3.5 and 3.4, the delineated methodologies are the initial researches in this
framework development. The framework becomes a comprehensive tool when the in-
ductive embedding is incorporated. So that, the results in this section present the main
observations of this chapter. The case studies were conducted on gate-level circuits of
the 10-Gigabit Ethernet MAC [124] and the openMSP430 [132] cores. OpenMSP430 is a
16-bit microcontroller core compatible with MSP430 family of Texas Instruments (T1) [133].
Gate-level circuits of both cores synthesized with a 45nm NanGate Open Cell Library.

3.7.1 Prediction of SEUs Caused FFRs - 10GE MAC
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In Fig. 3.30, the red color represents the Functional Failure Rates (FFRs) as given in
(2.3), which were empirically derived by the exhaustive fault-injection campaign. The cor-
responding predicted FFRs were shown in blue color. The graphical comparison visual-
izes how well the prediction replicates the observed reference database. In this case,
the DNN prediction achieves the coefficient of determination (R2) [134] value of approx-
imately 0.95, where the best model fit value of R? metric is 1, and the worst value is 0.
In statistics, the R-squared (R?) value is the measure of goodness-of-fit of a regression
model and, the projected R-squared value (0.95) able to explain most of the variations in
the reference data. Table 3.7 outlines the impacts of accelerated predictions in simulation
time requirements. GraphSAGE and DNN based ensemble algorithm provides a significant
reduction in the required test resources without compromising the quality of modeling.
However, the implemented algorithm depends on 40% of the fault-injection database for
training the downstream DNN. But, it is quite impressive to note that the test and training
phase of the whole algorithm takes only less than 10 minutes. Fig. 3.30 plotted 60% (660)
of total flip-flops (1100) against their functional failure rates.

The initial framework in the prior work [3] uses node2vec (Random walk method) gen-
erated raw data as an input to the graphSAGE algorithm. However, in the improved stage
of this work, the graph mining technique provides initial data to the graphSAGE algorithm.
This improved adaptation saves unintended graph processing time and the leads to an in-

59



Table 3.7 - IMPACTS OF SEU PREDICTION IN SIMULATION RESOURCES [3]

Model Time Tool Model Fit (R2)
Exhaustive - Fl 17 hours 7 Modelsim  Target Model
Exhaustive - Fl ~ 5 days 1Modelsim  Target Model
GraphSAGE + < 10 minutes

DNN + 1 Modelsim 0.95
(Node2vec Based Initial Raw Data) (40% FI-Time)

GraphSAGE + < 5 minutes

DNN + 1 Modelsim 0.97

(Graph Mining Based Initial Raw Data)  (40% FI-Time)

crement in R? metric from 95% to 97% (Fig. 3.31and Table 3.7). The transductive process-
ing nature of the node2vec algorithm is the reason for the unintended graph processing
time. The previous work relies on the node2vec algorithm for initial raw data because ini-
tial input data is an inevitable factor for the optimization process in the graphSAGE algo-
rithm. Such an approach makes the previous work’s processing timing heavily dependent
on the complexity and size of the circuit-garph. But here, more meaningful initial data is
given to the graphSAGE algorithm through the graph mining process. Table 3.6 points out
its importance,and equations from (3.10) to (3.19) brief the way that calculates the initial
data.

3.7.2 Importance of 40% Training data and Initial Raw Data
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Figure 3.32 - Variation of R-Squared Score with Different Training Sizes

The experiments with different training sizes have led to the conclusion that the train-
ing size is better to be 40% for predictions. Fig. 3.32 plotted that observations. The works
in [135] exemplified the potential of the algorithm (graphSAGE + DNN) to achieve high ac-
curacy at small training sizes for different data-sets from different fields. Here, the training
size of 40% provides a significantly higher correlation between predicted and reference
values, compared to other training sizes of less than 40%. The correlation property is
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slightly improving with above 40% training sizes. Note, the test packets that were trans-
mitted and received by XGE MAC were chosen randomly for this experiment to imitate
the realistic scenario. The input packets were not optimized for the best fault coverage.
The Fig.3.32 points out the significant contributions of the initial raw data by the graph/-
data mining process. There are two lines where line in red indicate the initialized vector
for each node by a node2vec algorithm and apply to the graphSAGE algorithm and, the
blue line represents the initial raw data by graph mining to the graphSAGE as explained
in 3.6. From Fig 3.32, it is clear that experiments with the graph mining generated initial
raw data, achieved more precision in prediction at smaller training sizes. Fig 3.32 explic-
itly indicates that the choice of initial raw data by graph mining is more relevant in failure
prediction when compared to the node2vec algorithm (or) other random initial vectors.

3.7.3 Inference Quality Inconsistency

TARGET_VALUES vs PREDICTED_VALUES

T S TARGET |« PRLDICTED TARGET_VALUES vs PREDICTED_VALUES
. g 10 « TARGET  « PREDICTED P
n :
[ . bd ¢
g8 T, xos
= - 3 o
2 L L3R o .
3] R o .
%06 -'M.'.‘r“w:" Sos fﬁ"
3 ~ g - o T s
T St e . 5 s
£ . . .t 2 o o ptt—tes .
504 =t N o K F o dEIE .
S et W o — 04 . T
S g e g )
g P AR 5 S
J o2 PN £ L 15 ‘)_d-ﬁ!f'
Z . g J
: ;_(" . 202 2 :
. 1
. oo’ * . L
00 co———faine s s Sess e e - -

0 100 200 400 500 600

300
Flip-Flops 0 100 200 400 500 600

Flisﬂg\ops
Figure 3.34 - Role of Cluster Based 40% Training
Data in Prediction (R? remians at 97%)

Figure 3.33 - Chance of a 40% Training data
in Prediction Quality Deterioration (R? Drops
to 85%)

DNN is the relevant part of the proposed algorithm. From the perspective of the algo-
rithmic level, the 40% training data has a crucial role in predicting functional failure prob-
ability due to SEU/SET faults. In Fig.3.30, DNN prediction is shown for carefully chosen
training data, which implicitly means that the flip-flops are chosen with failure probability
range from O to 1 and almost covering the discreet parts of the overall failure probability
distribution of the Ethernet MAC circuit. The decision about how to choose the training
data stands as the prevailing challenge in modeling complex distributions like failure vul-
nerability of flip-flops. Because a random selection of 40% from failure probability data
after fault injection campaign is not necessarily fetching the required flip-flops for model-
ing the circuit’s overall failure probability. An example is demonstrated in Fig. 3.33, where
the training data does not include enough flip-flops with high failure probabilities. This
causes a drop in the prediction quality as provided in Fig.3.33, where the predicated fail-
ure probabilities are more or less scattered around the reference model (in red color).

The clustering method (Algorithm 2) is a procuring way to group the flip-flops such
that the flip-flop group covers the complete failure potability distribution due to SEU/SET
faults in the circuit. After that, samples from each group are used for training purposes.
The result of such an approach in prediction is delineated in Fig. 3.34. Here, a combination
of two algorithms, Hierarchical and, K-means produce valid clusters for this application.
Here, the Hierarchical algorithms typically cluster the data with distances and generate
a taxonomy of the data. This taxonomy is nothing but clusters of embedded data after
the graphSAGE algorithm. From these clusters, we find initial clusters and mean values
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that the k-mean algorithm starts with. In the k-means algorithm, the quantified objective
function depends on the sum of the squares of the Euclidean distances of data points to
their closest representatives as provided in (3.21).

Algorithm 2: Node Clustering Algorithm

Result: Clusters of Graph Nodes
Input: GraphSAGE Embedded Vectors
Format the nodes’ embedded vectors as a matrix ;
2 Initialize number of clusters (N) (e.g., N=10);
3 fori< 1 to Ndo
Evaluate: Silhouette Coefficient for i number of clusters
Update: Silhouette Coefficient
end
Estimate: The optimal number of clusters with large Silhouette Coefficient;
Apply: The Hierarchical (Agglomerative merging) Algorithm for optimal clusters;
Find the centres of clusters;
Initialize the cluster centres as the initial points for K-means algorithm;
Apply: The K-means algorithm for optimal clusters

-

NV 0N N D

Dist(X,Y) =X —Y||;, (3.21)

where: X and Y are two data points and L, represents the Euclidean distances between
them. Fig. 3.37 and Fig. 3.38 illustrates the resultant clusters of data. In Fig. 3.35, a classi-
cal metric is presented to achieve the clustering method on the 50-dimensional data that
is generated by the graphSAGE algorithm. The metric is called the silhouette coefficient
that calculates the goodness of the clustering technique as provided in (3.22).

Iy —1Iq

Silhouette Coefficient = ———
max (Ien Ira)

(3.22)

where, |, is the average inter-cluster distance and |, is the average intra-cluster distance.
Intra-cluster distance stands for the diatnce between the points within the cluster while
Inter-cluster distance stands for the distance between the points from different clusters.
The Silhouette Coefficient values ranging from -1to 1, where 1 means the clusters are well
distinguished, O means the clusters are not distinguishable and -1 means the points in
the clusters are wrongly assigned. Fig. 3.35 is the plot of Silhouette Coefficient that is
calculated for different number of clusters on the data after graphSAGE algorithm. This
repeated experiment concludes that the optimal number of distinguishable clusters in the
data is 4. Because a maximum value of 0.84 for the Silhouette Coefficient is attained cor-
responding to cluster number 4. It is picturized in Fig. 3.35. The 4 optimal and distinguish-
able clusters are plotted in Fig. 3.37. Fig: 3.37 is a 2 dimensional plot of clustered data in
50 dimension. The x-axis (Dim1) and y-axis (Dim2) in Fig. 3.37 are the two principal compo-
nents (PC1and PC2) as a result of Principal Component Analysis (PCA) [97] of the data after
the graphSAGE algorithm. Even though 2 dimensional interpretation of the clustered data
is not 100% in detail. For example, the clusters 3 and 1 are not well separated in Fig. 3.37,
but at the same time, the clusters 3 and 1 are well separated in the 3D view in Fig. 3.38.
For plotting Fig. 3.38, three principal components (PC1, PC2 and PC3) are specifically used.

Fig. 3.36 is a visual explanation for the necessity of clustreing and how the clustering
affects the training phase of the DNN part of the prediction algorithm. The Confidence
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Interval (Cl) of the functional failure probability of the flip-flops in the cluster are plotted
in Fig. 3.36. The vertical lines in red color represent Cl, where the middle part is the mean
FFR,,, of the respective clusters. Similarly, the upper part is the positive standard devi-
ation, and the lower part is the negative standard deviation from the mean. In this plot,
it is trying to say that clustering covers the overall failure probability distribution (Target
Model in Fig. 3.30) that is obtained by the fault injection campaign. If we sample 40%
data from the Fl-campaign for the training phase of DNN, the sampled domain contains
flip-flops of versatile soft-error vulnerability. This information dominate in the prediction
accuracy of the DNN after graphSAGE algorithm. The clustering quality is devastated if the
clusters show considerable overlap between Standard Deviations (SDs) (red color symbols
in Fig. 3.36) along the y-axis. Contrary to that, flip-flop’s clustering generates the clusters
with low Standard Deviation (SD) in failure probabilities in this work. It is a requisite ob-
servation from Fig. 3.36 because both the input data features from Table 3.6, and then
the graphSAGE algorithm together substantiated the accomplishment of the principal aim
of this work. The principal aim is provided in (3.9).
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3.7.4 Random Fault-Injection Vs Prediction - 10GE MAC

PREDICTION MODEL (SEU) vs EXHAUSTIVE vs RANDOM
|} Prediction ¥ Exhaustive-FI §  Random-FI

Functional Failure Rate (FFR)

60% Pred Exhaustive-FI Random-FI

Figure 3.39 - 95% Confidence Interval Comparison: Prediction = 0.318 £ 0.0176, Exhaustive =
0.323 £0.018 and Random = 0.055 £ 0.005

Fig. 3.39, represents the mean value and 95% confidence interval of the random fault-
injection results, where the fault was injected randomly at 40 % of the total number of
clock cycles in the circuit operation. The random fault-injection data failed to model the
reference data, but it reduces the fault injection time by 60% compared to the exhaustive
one. Inrandom fault injection, there are a lot of things to consider. Among them, choosing
clock cycles for the fault injection is the main concern. A standardized way for performing
the random fault-injection method is not documented well yet. Here, the clock cycles for
random fault injection are chosen randomly. When we compare the results between the
prediction model of SEU and the random fault-injection model, it is quite evident that the
prediction model achieves better and relevant statistical accuracy. Fig. 3.39 emphasizes
the importance of prediction and provides a visual comparison between the prediction,
exhaustive-Fl, and random-FI models for 95% confidence intervals.

3.7.5 Inference of SETs Caused FFRs - 10GE MAC

The Functional Failure Rates (FFRs) due to SET events (2.5) were also empirically derived
by an exhaustive fault-injection campaign. Here, a transient digital pulse of a width 200
pico-seconds models a SET event in the digital circuit. All the timing factors have been
simulated with the Standard Delay Format (SDF) file. The chance of a SET fault to propa-
gate and affects the functional behavior of the circuit is low compared to that of the SEU
event. In this case study, a large number of gates appear with zero failure probabilities
(approximately 84% of total gates). Only 16% of the total gates in number caused the
functional failure of the circuit. Fig. 3.40 plotted a prediction over 60% (1951) of total
number of gates (3252). However, in Fig. 3.40, out of 1951 data points, 1606 data points
are shown as hidden because those hidden points are corresponding to zero functional
failures and also want to enlarge the interestingly noticeable part of the graph. But, the R?
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Figure 3.40 - SET - Functional Failure Rate prediction (Test-size = 60%)

value is calculated for the entire predicted FFRs of gates without omitting any gates. Here,
the algorithm is trying to model a complex mathematical equation that was given in (2.5).
Also, the number of handling data points is increased from 1100 flip-flops to 3252 gates
in the prediction process. It does require additional time, but it is insignificant because
the required algorithmic running time raises only by 2 minutes compared to SEU-caused
failure rates prediction (from 5 to 7 minutes). Such characteristic predominantly outlines
the scalable property of the algorithm. The Prediction achieves a very significant accuracy
of R? = 0.941. Table 3.8 outlines the impact of SET-failure rate prediction that reduces the
simulation time by 60%.

Table 3.8 - IMPACTS OF SET PREDICTION IN SIMULATION RESOURCES

Model Time Tool Model Fit (R?)
Exhaustive - FI 55 hours 7 Modelsim  Target Model
Exhaustive - FI ~ 16 days 1Modelsim  Target Model
GraphSAGE + < 7 minutes

DNN + 1 Modelsim 0.941

(Test + Training)  40% Fl-Time

3.7.6 Prediction of SEUs Caused FFRs - openMSP430

In this section, we have presented the second case study. Here, the proposed framework
estimates the SEU based functional failure rates for the 16-bit RISC CPU model with the
different applications as workloads. Fig. 3.41 and 3.42 provide the comparison between
predicted and reference functional failure data for two applications. The first application
(Fig. 3.41) was written in assembly language to test ‘MOV’ instruction with all addressing
modes. The second application (Fig. 3.42) is the ‘sandbox’ benchmark that was written in
C/C++ language. The sandbox represents a testing environment to perform some tasks.
Both Fig. 3.41 and 3.42, provide a prediction over 60% (447) of the total number of flip-
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(MOV Application) (Sandbox Application)

flops (745). For highlighting the important observations in predictions, 297 data points
with zero failure probabilities are hidden in Fig. 3.41, and 302 data points with zero failure
probabilities are hidden in Fig. 3.42. But, the entire 60% predictions used for calculating
the R? value in both cases. The prediction for the assembly language application achieves
R? = 0.965 and that for the C/C++ language application achieves R = 0.97. The 40 %
training size was chosen based on a experiment of repeating the training validation for
different training sizes. Fig. 3.32 explains a very similar experiment. The point which
matters here is the capability of framework to predict the SEU based functional failures
for different applications with a training size of 40%. This clearly outlines that required
fault-injection time of openMSP430 micro-controller is reduced by 60% with an accepted
level of variations in statistical results. Table 3.9 shows the impacts of prediction and
also list the results of an additional application that tests the performance of multiplier
hardware unit.

Table 3.9 - SEU PREDICTION FOR DIFFERENT APPLICATIONS

Applications
Parameters MoV Sandbox multiplier
R? 0.965 0.97 0.96
Training & prediction < 5 mins < 5mins < 5 mins
Training Data (40%) =18 hrs 2 days ~ 18 hrs
Full Database (FI) =~ 44 hrs 5 days =~ 44 hrs

3.7.7 Probabilistic Static Reasoning and Comparisons

In all the above results and discussions, the assessment of prediction quality of the Al-
Framework exploits the fault-injection simulation environment for the detailed analysis.
But the static analysis, which comprises the different derating factors (LDR, TDR, EDR and
FDR) from the SOTA also contributes simulation time overhead significantly. However, the
metric inference quality of static analysis is comparatively in doubt and it is important to
check the quality of framework prediction with static analysis. Fig. 3.43, Fig. 3.44, and
Fig. 3.45 provide such types of comparisons for a given test circuit, 10-Gigabit Ethernet
MAC. Figures provide the analysis over Functional Failure Rate FFR for 903 flip-flops of
the test circuit. The static analysis estimates the LDR,EDR, FDR and TDR independently
over all the given flip-flops and sums according to (2.3) and (2.4).
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The method of static analysis is detailed in section 2.8. Fig. 3.43 compares the esti-
mated FFR of flip-flops from Al-Framework and from static analysis with fault-injection
simulation in terms of Histograms. It quite conveniently concludes that the static analysis
method lags far behind the developed framework for metric estimation quality. Similarly
Fig. 3.44 and Fig. 3.45 shows flip-flops’ frequency density metrics and box-plot metric re-
spectively. From both figures (Fig. 3.44 and Fig. 3.45), it is clear that static analysis finds
a large group of flip-flops corresponding to a high failure venerability rate, indeed. These
findings indicate that the mathematical models from SOTA fail to model the different de-
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rating factors as in real-time operation. The insignificant SOTA models for fault propaga-
tion probability and incapability to hold sufficient scalability presses the significance of a
framework that the thesis aims to develop. All these comparisons and reasoning conclude
that Al-Framework outperforms the static analysis method in quality of metrics estima-
tion and provides a much superior inference that is as close to the metrics of real-time
fault-injection campaigns.

3.8 Chapter Conclusions

An accelerated testing methodology that is scalable and very cost-effective in simulation
resource handling has been developed for medium and large scale circuits. The com-
prehensive results that were explicated here provide a plausible prediction of functional
failures due to SEU and SET events. Both case studies contain a graph with less than 5000
nodes (flip-flops and gates). This algorithm can process a graph with approximately 10,000
nodes without any additional running time on a CPU machine with 16GB RAM. In the fu-
ture, the computational limitations of the algorithm in this scope will be investigated with
further experiments. However, the ratio between the number of failure-vulnerable nodes
to that of non-failure-vulnerable nodes is an important factor. If this ratio is too small,
then training data will be selected such that the algorithm can learn the overall distribu-
tion of target probabilities. The selection of training data and its corresponding concerns
is solved to an acceptable extent by using clustering techniques. The holistic approach
provides a new dimension to the EDA frameworks through Artificial Intelligence.
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Chapter 4

Integration of Safety, Quality and
Reliability

The key content of this chapter is based on the publications [VI] and [VII]. The chapter
intends to provide a concrete idea about the importance of ensuring system quality to
a standard level. The core of this chapter relies on an Al-based algorithm which is pub-
lished in [VII]. The article [VII] covers 90% of this chapter, while article [VI] covers 10%
of this chapter. The research in this thesis extends the already developed EDA tool/al-
gorithm to validate the effects of single stuck-at faults at the functional level of system
circuits. A fundamental contributor to the quality of an autonomous system is the quality
of the underlying implementation technology. The manufacturing process must present
a well-characterized, preferably low intrinsic defect and fault rate, and a good resiliency
to environmental challenges like well-known aging and degradation performance. In this
way, quantity and quality, safety, and reliability are plausible to integrate harmoniously.

4.1 Preamble of Chapter

Fig. 4.1 delineates the importance of testability and yield of a system design for manu-
facturability. The importance of a comprehensive tool that can used to evaluate both the
soft-error reliability as well as the quality of a system from the perspective of testabilty, is
highly emphasized in the work [6]. These facts lead the researchers in the reliability and
testing fields to develop mathematical algorithms to reduce the time overhead of fault-
simulations. Also, in the last decade of years, there is no much sophisticated-literature
that combines the simple stuck-at model and advanced mathematical algorithms for fast
inference of functional failures due to single stuck-at faults. All these key factors con-
tribute to the extension of the developed Artificial Intelligence (Al) based framework (fo-
cused on soft-error reliability) to evaluate the single stuck-at fault’s effects at the func-
tional level.

The application of Al to extract feature information from the circuit-graph experiments
different graph node embeddings. Algorithms like GCN and graphSAGE leverage a node’s
features into a vector form. From the journal publication [6], it is motivated to develop
the multi-dimensional functional verification potential to the existing framework for soft-
error reliability analysis.

The transformed gate-level graph is the source for extracting the features of nets to
model the effects of stuck-at faults at the functional level. The proposed framework goes
beyond the classical machine learning algorithms (like support vector machine, logistic
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regression, and linear regression) by replacing the black-box modeling with transparent
modeling of the metrics (i.e., white-box modeling [24]). The argument of white-box mod-
eling is valid in the sense that the Al neural networks are applying to real circuit models.

4.2 Quality Testing for Manufacturabilty

Advanced high-quality chips endorse challenging scenarios in developing industrial spec-
ifications by including standard quality metrics. A lower DPPM (Defective Parts per Mil-
lion) level is an example of a highly demanded test metric by the industrial end-users.
Such requirements imply elaborated production tests that generally include single stuck-
at faults, transitional faults, path delays, bridging effects, and cross-talks. The functional
fault coverage is applied as a standard metric for expressing the quality of test patterns.
To characterize the stuck-at fault coverage, a valid set of test patterns, and an efficient
fault simulation approach are needed [136].

The fault diagnosis approaches locate the faults that cause functional failures in the cir-
cuit. The prior works [137], [138], [139], and [140] significantly use the single stuck-at faults
models to perform the fault diagnosis. The fault simulation method has been chosen in
these papers to infer a statical observation by comparing the performance between the
faulty circuit and fault-free circuit. The single stuck-at fault diagnosis efforts also extended
scientifically to solve the problems of multiple stuck-at faults with limitations. The works
that have been explicated in [141], [142], [143], and [144] tried to reduce the fault-space
for multiple suck-at fault diagnosis through different concepts. Effect-cause analysis and
guided probing belong to such fault space deduction approaches. Electron-beam prob-
ing as a fault diagnosis approach was applied in work [145], but electron-beam probing is
a time-consuming and laborious task. Research papers [146] and [147] deduced the sus-
pected faults by algorithmically generated sensitizing input pairs without probing internal
nets. The works that have been provided in [148], [149], and [150], tried to utilize the
stuck-at fault model for the analysis of bridging faults. Also, in work [151], both single and
multiple fault simulations were applied together for the fault space reduction technique
to ease the problems of fault diagnosis. In all these proposed approaches, fault simula-
tions and its running time are inevitable factors. The single stuck-at fault model and its
simulation within their premises have been explored in fault diagnosis with different per-
ceptions. The fault-space reduction algorithms in the cited works depend heavily on the
stuck-at fault simulations. As a result, the aggressive chip density scaling jeopardized the
simulation-based fault diagnosis methodologies.

4.3 Reliability Perspective of Stuck-at Faults

The dominant threats for reliability are, first, random hardware faults such as transient
faults by radiation-induced single event effects or soft errors [152], i.e. a subject for Soft-
Error Reliability (SER). Second, these are extreme operating conditions, electronic inter-
ference and intermittent to permanent faults by process or time-dependent variations,
such as aging induced by Bias Temperature Instability (BTI) [153], and it falls in the subject
for Life-Time Reliability (LTR). So an extended and scalable testing algorithm scheme that
addresses stuck-at faults in a Circuit Under Test (CUT) links to improve yield and reliability.
The requirement of an online algorithm that detects possible failure probability due to
the stuck-at faults that remain unidentified in the manufacturing phase (or) reincarnated
due to harsh environmental properties is inevitable.

4.4 Understanding Multidimensional Functional Verification
The main contribution of the paper [VI] is a taxonomy for multidimensional hardware ver-

ification aspects, a state-of-the-art survey of related research works and trends. In [VI],
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X. Lai, A. Balakrishnan, and T. Lange et al. articulate the importance of considering vari-
ous extra-functional aspects of the electronic systems’ design at the chip design level as a
result of trends of giga-scale integration at nanoscale technology nodes and multi-/many
processor-based systems-on-chip architectures. The discussions include the aspects of se-
curity, reliability, timing, power consumption, etc. In the hardware part, these are design
errors (bugs), manufacturing defects and variations, reliability issues, such as soft errors
and aging faults, or malicious faults, such as security attacks.

Multidimensional
verification aspects

(HW perspective)
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‘ System Qualities Liveness properties
- - Safety properties
Manufacturability Security Safety Reliability Timing
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Figure 4.1 - Taxonomy of Multidimensional Verification Aspects [6]

Fig. 4.1 provides the details of different functional and extra-functional (interchange-
ably referred to as non-functional) aspects of an electronic system under verification.
Hardware design model verification detects design errors affecting both functional and
extra-functional aspects. The principal task of extra-functional verification of a design
model is limited to detecting deviations that cause violation of extra-functional require-
ments. In practice, it often intersects with the task of functional verification [154], [155],
thus establishing a multidimensional space for verification. A “grey area” in the distinc-
tion between functional and extra-functional requirements may appear when an extra-
functional requirement is a part of the design’s main functionality. E.g., security require-
ments for some HW designs can be split into extra-functional and functional sets if both
design’s purpose and specified functionality are falls in the system’s security aspect. A
secure cryptoprocessor is an example of this.
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Figure 4.2 - Modeling of Functional Failure Probability [7]

4.5 Principle Aim and Contexts

Fig. 4.2 provides a visualization of different algorithms that were placed to model the
error-observation probability at the functional level. The graphSAGE algorithm is the in-
troduced graph embedding neural network that deduces the hidden information corre-
sponding to a net (w;) from the netlist, where the netlist is a probabilistic graph of nets
and components as vertices and edges. The explicated information about a net (w;) is the
structural peculiarities that decide the chance of an injected fault at w; to cause functional
failures. Simultaneously, the injected fault at w; for each input vector leads to a binomial
type failure probability distribution [156]. P(k|e,N,w;) explicitly models that failure distri-
bution for N input vectors, where k represents total failure outcomes (e) in number for N
injected stuck-at faults at w;. The whole modelling-approch in Fig. 4.2 can be explained as
the convolution (®) between f(Nvectors) and f(faulty netlist,w;), and that convolution
is proportional to P(k|e,n,w;) as given in (4.1).

f(Nvectors) ® f(faulty netlist,w;) o< P(k|e,n,wi) (4.)

4.5.1 Graph Transformation Principle

The line graph LG is an edge-to-vertex (or) edge-to-node dual representation of graph
G. The graph transformation is obtained by associating the vertex of LG with the edge
of the graph G. The two vertices of LG are connected with an edge if and only if the
corresponding G-edges of that two vertices have a common vertex [157]. A simple and
classical example of graph transformation of G into a line graph LG is illustrated in Fig.4.3.
When G represents a gate-level circuit as in (3.8), then LG epitomizes the dual form of
the gate-level, where nets are the nodes.
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4.6 Methodology
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Figure 4.4 - A Systematic Workflow Diagram [7]

Fig. 4.4 chronicled the whole research approach in block-diagrams, and it includes
two parts: the fault-injection campaign and the research approach. In the first part (fault-
injection campaign), the raw database (FFRs) for the fault propagation analysis is gener-
ated. The Fault-Injection campaign and its details are acknowledged below. In the second
subsection, more detailed view of the Al model is provided.

4.6.1 Fault-Injection Simulation

At the gate-level, the functional failure modeling of stuck-at faults is further advancing
to accelerate the failure evaluation effectively. We have statistically simulated the fault
injections and, empirically derived the Functional Failure Rate (F FR) factor of each net
(gate-level wire) for stuck-at-1 and suck-at-0 faults. Finally, the fault coverage of the given
set of 64 input test vectors (64 transmitted packets) is calculated from the observed re-
sults of fault injection campaign. The proposed algorithm is used to predict the empirically
derived metrics. In this scenario, stuck-at-1 and stuck-at-O fault injections at gate-level
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have been achieved through modifying the data of each net to logic-1 and logic-0, respec-
tively. The injected value acts as a permanent fault for the entire operation. In total, 3437
nets from different blocks of the circuit (such as TX, RX, Wishbone Interface, Fault State-
machine, and Sync_clk), were tested. A high-level representation of the campaign has
been shown in Fig.4.5. Fig.4.5 clearly shows that, at the start of simulation (at time 7), an
single stuck-at fault (stuck-at-O/stuck-at-1) applies to the net that is represented as 1. And,
repeated the process with N input vectors. An example in Fig.4.5 depicts that if the circuit
failed to deliver the required function for input vectors out of N, then the FFR metric is
%. Equations (4.2) and (4.3) express the Functional Failure Rate factor of each net with
respect to stuck-at-O and stuck-at-1 fault, respectively.

Inpu tyector v

Inp“ tyector 2

Inputyecror 3

Combinational
Inpu Lyector 4

Inpu Lyector 5

o NFFD
Inputyecror N il = N‘,IC,S:F‘]l H
- FFRiga1 = NFsa, 2)
Figure 4.5 - Single Stuck-at-Fault Injection Campaign
NrFR,
FFR;sa, = 0 (4.2)
NFga,
Nrr,
FFRisa, = ! (4.3)
]\71*—:5;41

In (4.2) and (4.3), i indicates each net. Nrf, (or) Nrr, represent the number of functional
failures due to stuck-at-0 (or) stuck-at-1faults. Similarly, NFs4, and NFs,s, counts the max-
imum number of injected stuck-at-0 and stuck-at-1faults per net. The maximum of NFsy,
(or) NFsy, is simply equivalent to the number of input test patterns (i.e., 64 packets). The
significance in evaluating the fault coverage of the test patterns is inevitable [158]. The
equation (4.4) defines the Functional Fault Coverage (FFC) metric.

Total Faults Detected as Functional Failures
FFC = - (4.4)
Total Injected Faults

The FFC is a metric that decides the quality of test pattern in producing a prominent subset
of all possible functional failures without concerning about 100% possible failures. With
the advent of small-scale technology integration in the electronics-chips, a more reliable
test pattern according to single stuck-at fault models becomes a desideratum. In this ex-
periment, the quality of the algorithm in estimating the FFC metric is also evaluated.
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4.6.2 Research Approach: The Al Model

In the second part (Research Approach), the graph theory and Deep Learning (DL) are
applied to estimate the fault-injection inference. The research approach fundamentally
exploits FI database to characterize the fault propagation model. The research approach
part can be viewed as four phases.

¢ The Probabilistic Network Generation

After the fault-injection campaign, a probabilistic graph G is generated, which rep-
resents the gate-level netlist. A Verilog Procedural Interface (VPI) library function
was linked to a standard simulation tool (ModelSim) to design the graph G. The
graph G includes vertices that imply the gates and flip-flops in the netlist. Then, an
edge-to-vertex transformation was applied to graph G. The resulting line graph LG
contains the vertices that analogous to the nets/wires in the netlist. Fig. 4.6 shows
those steps in order. The line graph LG was used in the successive algorithm (graph-
SAGE) to generate the feature matrix of nets for a downstream DNN prediction.

Edge-to-vertex

Transform oo
. e o °
L | VPI Library PR SP ANV
1 e I G S — o °
ModelSim o—© of
¢ o
Gate-level circuit Graph (G) Line Graph (LG)

Figure 4.6 - Development of a Line Graph from a Netlist [7]

e GraphSAGE Embedding Algorithm

In the second phase, the grpahSAGE algorithm extracts a feature matrix (X) corre-
sponding to the line graph LG nodes. The graphSAGE includes two principal steps.
The first step is the sampler algorithm. The sampler algorithm defines the neigh-
borhood space of a source node. In this scenario, we defined the parameter K = 2,
which means that the sampler samples up to the depth of the 2 neighbor space.
In the second step of the graphSAGE algorithm, an aggregator is implemented at
each depth (1 < k < K), that aggregates features from the local neighborhood of
the source node. The aggregators were visualized in Fig. 4.7, where blue and green
lines indicate the aggregators at depth k = 1 and k = 2 respectively. Here, the max-
pooling aggregators were implemented. Equation ((4.5)) formulates the mathemat-
ical abstraction of the max-pooling aggregator [128].

AGGRE[”" = max({6(Wpoothk +b),Yu; € Ne(v)}) (4.5)

where (4.5) represents the aggregator function at depth k, which is a graph neu-
ral network with parameters W,,,,; and b. An unsupervised learning method has
optimized those parameters. N;(v) represents k-neighborhood of vertex v and hﬁi
indicates the aggregated neighborhood vector and, ¢ is the activation function of
the neural network.

In the third step, each node is reformed into a vector. All three steps repeat for all
the nodes in the line graph and produce a matrix representation (X) of the circuit.
Fig. 4.7 illustrates the node-to-vector mapping (node embedding).

75



‘ Repeating for all nodes ‘

| in the graph |

Step 1: Sampling Step 2: Aggregating  Step 3: Node Embedding
>
/ . / w
\\ I \A/ l Source g
) / % _é___ Node S
IV VA -
A ©
2
£
: Sampled node : Information per sampled node w

@: Source node 5 : Aggregator 2
» : Sampling direction

— : Edges —> 1 Aggregator 1

Figure 4.7 - GraphSAGE Algorithm [7]

¢ DNN Inference Method
Fig. 4.8 outlines the DNN algorithm that was exercised for prediction purposes.
There are two parts in Fig. 4.8. The first part is the training part of DNN, and
the second one is the testing part of DNN. In the training part, 40 % from the
feature database X and corresponding target probability metric from Fl-database
have been randomly selected as X;,4in and v;,,,- The chosen resources postulate
a hypothesis that best describes the target probability distributions (FFR; 54, and
FFR;s4,) through the supervised learning method. The optimized parameters (Weights
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Figure 4.8 - DNN Algorithm [7]
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and Bias) of the best-fit provided the model parameters. In the testing part, the
proposed model is applied to an unknown input vector from x;.;; and predicts the
target probability metric (FFRs) as provided in Fig. 4.8. The DNN architecture con-
sists of 5 dense layers, including the input and the output layers. The input layer
consists of 50 nodes. The input vector to DNN is a 50-dimensional vector per net,
as provided by the graphSAGE algorithm. The hidden layers are fully connected
feed-forward neural networks, each having nodes 64 (1*'-hidden), 32 (2™-hidden),
and 12 (3"-hidden) respectively. The output layer has only one node that performs
the prediction. A Rectified Linear-Unit (ReLU) is the activation function that is ben-
efitted in the last layer for prediction while the hidden layers take the advantage of
the Hyperbolic Tangent (Tanh) as the activation function. Adam [159] is an adaptive
learning rate optimization algorithm that has been used here as an optimizer, and
finally, the loss function is updated with the Mean Squared Error (MSE) function.

Result Analysis

The final phase includes a comparison between the predicted and reference proba-
bility metrics, as given in Fig. 4.4. The compared results are plotted in Fig. 4.9, 4.10,
411, and 4.12.

4.7 Case Study and Results
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The case study experiment was conducted with the gate-level circuit of the 10-Gigabit
Ethernet MAC [124]. Among the synthesized nets, the simulation-campaign injected faults
on 3437 nets, where avoided nets are redundant in their functions. The redundant nets
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includes the parallel connections also. The overall simulation paradigm was summarized
in Fig. 4.4. Fig. 4.9 and 4.10 graphically represent the functional failure rates of nets
due to stuck-at-1 and stuck-at-O faults, respectively. The red color legend (in Fig. 4.9 and
4.10) represents reference values, and the blue color legend represents corresponding
predicted probabilities. Both graphs were obtained for 40% random training size, which
explicitly indicates that only 60% (2062 nets) of total nets (3437) are plotted in Fig. 4.9
and 4.10. The experiments with different training sizes have led to the conclusion that
the training size is better to be 40% for both predictions. The 40% training size provides
a significantly higher correlation between predicted and reference values, compared to
other training sizes of less than 40%. The correlation property is slightly improving with
above 40% training size. Such observations are plotted in Fig. 4.1 and 4.12. The graphical
visualizations in Fig. 4.9 and 4.10 demonstrate how well the prediction replicates the ob-
served reference values. In both cases, the regressions have achieved adequate values for
the coefficient-of-determination (R2) metric (approximately 0.93 for stuck-at-1 and 0.94
for stuck-at-0). Generally, the best model fit value of R? metric is 1, and the worst value
is 0. In statistics, the R-squared (R2) [134] value is the measure of goodness-of-fit of a
regression model.

From Fig. 4.9 and 4.10, we can characterize the nets based on their functional-failure
vulnerabilities with an acceptable prediction error. When the failure rates of nets numer-
ically close to 1, then nets are more critically characterized. This information provides a
more reliable approach for minimizing the cluster size of critical fault-locations in the fault
diagnosis. The implemented algorithm depends on 40% of the fault-injection database.
However, it is quite impressive to note that the test and training phase of the whole al-
gorithm takes only less than 10 minutes. The holistic algorithm (graphSAGE + DNN) can
process a netlist of 10,000 components without any additional running time on a CPU
machine of 16GB RAM. The trade-off between the netlist size and the processing time will
be investigated in the future with further experiments.

Table 4.1 provides the impacts of prediction in terms of required time and also provides
the Functional Fault Coverage (FFC) metric (4.4) of test patterns and its corresponding pre-
dicted value. In Table 4.1, the full database is generated by a Fault-Injection (FI) campaign
with 7 modelsim. The FFC value is predominant in the circuit diagnosis to evaluate the
effectiveness of the test pattern. The fault coverage close to 90% will adequately explain
the observability of single stuck-at faults. Note, here, the test patterns/packets were cho-
sen randomly for this experiment, and were not optimized for the best. The low FFC value
(27.5%) of the given test patterns is approximately predicted by the framework (28.2%). If
fault-injection simulation chooses the test pattern with a higher FFC value, then the prob-
abilistic failure observation by fault-injection per net will also increase. This increased
failure observation provides more information to the algorithm and subsequently helps
the algorithm to estimate the stuck-at fault failure probability as discussed in Fig. 4.9 and
Fig. 4.10 with high accuracy. The random test patterns are chosen to model the real-time
scenarios where it is not possible to expect the high possibility of large fault-coverage
inputs to the device under test.

In Table 4.1, the Functional Fault Coverage (FFC) of the used test pattern in this exper-
iment is not high. It is also possible to choose a test pattern with high FFC for this ex-
periment. This experiment also proves that prediction helps in estimating FFC of the test
pattern. In general, testing circuit quality always demands a high FFC test patterns. Here,
this requirement can be achieved by developed framework. This way, the framework that
the thesis aims to develop for the soft-error reliability analysis attains a capability to ana-
lyze the system quality.
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Table 4.1 - STUCK-AT FAULTS CAUSED FAILURES AND METRICS ESTIMATION [7]

Parameters Stuck-at-1 Stuck-at-O
R? 0.93 0.94

Training & prediction <10 mins < 10 mins
Training Data (40%) ~1.2hrs ~12hrs

Full Database

(Fault-Injection (FI) Campaign - 7 modelsim) ~ 3 hrs ~3hrs

FFC Calculation

Empirically calculated FFC =0.275
Predicted FFC =0.282

4.8 Chapter Conclusions

The chapter has validated a naive artificial intelligence approach to predict the functional
failure vulnerability of each net at the gate-level abstraction. Also, test the effectiveness
of the test patterns. The proposed technique succeeds in reducing the time-complexity of
exhaustive fault-injection by 60%. The developed framework depends on the gate-level
of a test circuit so that the extracted features predict the realistic fault propagation prob-
abilities. For future work, the developed method combines the single stuck-at model and
advanced mathematical algorithms to cluster the nets into critical and non-critical groups
depending on the applications. The results open a new possible dimension to a scalable
and very cost-effective simulation tool for producing dependable micro-electronics sys-
tems.
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Chapter 5

Soft-Error Reliability Under
Time-Dependent Variability

The conference publications [VIII] and [IX] are contributed to this chapter. The article [IX]
stamps its significance by quality results and observations among competent researchers
in one of the top conferences and the paper is awarded as Outstanding Student Research
Paper. The theoretical hypothesis and experimental case studies in [IX] cover 80% of this
chapter, and a workout example from the article [VIII] supports the remaining 20%.

5.1 Preamble of Chapter

System engineering continuously focuses on the aggressive technology scaling which in-
creases the vulnerability of radiation-induced soft-errors [19] [160]. Simultaneously, the
time-dependent variabilities like the effects of Bias Temperature Instability (BTI) expedite
the reliability assessment of high-performance Cyber-Physical Systems (CPS) into an in-
creasingly challenging job. Scientific efforts significantly highlighted the relevance of ex-
periments that account for the impact of aging on soft-error reliability. The works [161],
[162] and [163] have proposed their methods and chronicled their observations on soft-
error susceptibility under circuit aging. A. Gebregiorgis in [164] has presented a cross-layer
reliability analysis in the presence of soft-errors, aging, and process variation effects. Sim-
ilarly, the work [165] provides ramification of aging and temperature on Propagation In-
duced Pulse Broadening (PIPB) effect of Single Event Transient (SET) pulse for nano-scale
CMOS. In [166], F. L. Kastensmidt shows that aging and voltage scaling enhance the Soft
Error Rate (SER) susceptibility of SRAM-based FPGAs by two times.

The main motivation of the work is to investigate the soft-error reliability challenges
at low-scaled (e.g., 15-nm) technologies with time-dependent voltage variabilities. The
downscaled technology results in clock-frequency maximization and provides soft-error
propagation a high sensitivity to the path delay variations in the design due to aging. In
this work, aging effects are limited to the NBTI. The Positive Bias Temperature Instability
(PBTI) remains unconsidered throughout the research based on the facts: the PBTI effect
for the NFET transistors at small scale technologies for the High Performance (HP) applica-
tions is comparatively low compared to the NBTI effect for PFET transistors [167]. Also, the
PBTI effect’s dependence on the quality of gate-oxide materials [168] and the complexities
in the efficacy to model PBTI’s relative voltage degradation, are more than the intended
research focus. However, the deduced conclusions for NBTI can extend to the combined
effect of NBTI and PBTI. The research aim of the chapter in this thesis is not to concentrate
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on the soft-error generation but to provide a deeper understanding into their propagation
characteristics by considering the derating factors like Electrical Derating (EDR), Temporal
Derating (TDR), Logical Derating (LDR), and Functional Derating (FDR). This thesis also un-
locks an option to enhance the soft-error reality analysis of the aged circuits at a higher
abstraction level (e.g., RTL).

5.2 An Introductory Example of ML as Compact Models

Intellectual Property (IP) and component providers use compact models to provide simpli-
fied views of their products to their users. These models can express design qualities and
features useful for simulation, integration, testing, and many other purposes. Current and
upcoming standards mandate the use of reliability and functional safety metrics, requiring
the elaboration of the appropriate models. This section introduces a machine-learning-
based approach to integrate the many individual models of a subsystem’s elements in a
single compact model that can be re-used and assembled further up in the hierarchy. The
compact models provide consistency, accuracy, and confidentiality.

This example addresses the calculation of a propagation rate of transient faults in the
system and expresses in Soft Error Rate (SER) metric. For the demonstration, we utilize
naive equations for modeling the error rates of each element. Finally, aggregating the
contribution of the various components. Firstly, let’s introduce the following functions
for the calculation of the different types of Soft Error Rates (indicated in FITs/MegaBit or
MegaCell):

RaWSERseq(Vdd) =100- (1 + 1.2— Vdd) (5.1)

RawSER comp(Vaa, PW) =50 (1+ (1.2 —Vyy)) - % (5.2)
where: a Flip-Flop has 100 FITs/Mb at the nominal 1.2V supply voltage. SER decreases at
higher voltages and increases at lower. V,;; means supply voltage. A combinatorial cell can
exhibit a spectrum of Single Event Transients with declining event rates for longer-duration
events. We will limit the minimal Pulse Width (PW) at 10 ps which is the shortest transient
that can propagate in the selected technological process. PW means Pulse Width (in ps).

The Alpha particles (emitted by impurities in the packaging materials) caused Single
Event Effect (SEE)s dominates in natural working environments. While neutrons caused
SEEs dominate in the atmosphere where the interaction of high-energy particles is high.
Both contributions depend on numerous parameters, and it is challenging to provide
a model that integrates the effect of all the parameters. As an example, the neutron-
induced SEE rate depends on many factors, including physical location, altitude, solar ac-
tivity, shielding, and so on. Following the approach from [169], let’s focus on the altitude
and cutoff (dependent on location), ignoring solar modulation. In this case, (5.3) expresses
the actual Neutron Flux (NF) at a given geographic position.

A-Apey

NF = NF,,;-GRF -¢~ (=T ) (5.3)

where: NF,,; is the the neutron flux at the reference location (e.g., New York = 14 n/sq.
cm/h). L is the flux attenuation length for neutrons in the atmosphere ( 148 g/cm?2). Fi-
nally, A is the areal density of the location of interest, A,.; is the areal density of the
reference location.

A = 1033 . ¢—0-03813(1f)—0.00014( 5)+6.4-10~7( 1i55)° (5.4)
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While these factors can be described analytically and integrated into the various mod-
els, the GRF represents the Geomagnetic Reference Field (GRF) and varies according to the
geographical positions. As an example, by using the values of geomagnetic vertical cut-
off rigidity (provided by the Aerospace Medical Research Division of the Federal Aviation
Administration’s Civil Aerospace Medical Institute), the relative neutron flux is calculated.
The cutoff data were generated by M.A. Shea and D.F. Smart using the international GRF
for 1995 [170] [171]. Therefore, the actual GRF values can only be provided as a table of
data indexed according to the longitude and latitude, and cause many issues to integrate
the tabular data in a compact model. These issues include the need for interpolation be-
tween the available sparse and low granularity data.

Machine-Learning Models cope very efficiently with these difficulties. Firstly, the train-
ing phase of ML model is independent of any type of data (analytical and tabular (or)
linear and non-linear). It is an adequate model to interpolate GRF data between the loca-
tions and allows the approximate calculation of the GRF for any geographic position. The
neutron-induced error rate is provided as the base value for the reference setting (New
York, sea-level) that needs to be multiplied by an acceleration factor calculated according
to the actual location and altitude. As an example, the following Table. 5.1 shows the ac-
celeration factors for a selection of altitudes and locations. The final acceleration factor
can be calculated by multiplying the appropriate location factor with the desired altitude
factor.

Table 5.1 - ALTITUDE DEPENDENT NEUTRON DATA [8]

Altitude  Altitude Neutron Flux  Neutron Flux  Neutron Flux

(n/cm?h) (n/cm?2s)) (relative to sea level)
(0] 0] 14.0 0.003889 1.0
1000 304.8 18.2 0.005056 1.3
2000 609.6 23.4 0.0065 1.7
5000 1524 47.6 0.013222 3.4
10000 3048 134.6 0.037389 9.6
20000 6096 668.5 0.185694 47.8
30000 9144 20011 0.555861 142.9
35000 10668 2993.2 0.831444 213.8
40000 12192 4147.0 1.151944 296.2

Table 5.2 - LOCATION DEPENDENT NEUTRON DATA [8]

Location Neutron Flux
Colorado Springs 4.42
Bangalore 1.02
Beijing 0.72
Grenoble, France 1.24

In the following phase, an assumed simple de-rating approach calculates the overall
Error Rate of an ASIC with 1 Mbit of Flip-Flops and 10 Mbits of Combinatorial cells. The
overall Error Rate is the summation over the computed de-rated contribution of each
element:
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SERssic= Y, RawSERgc- [] DR (5.5)

Element TDR,LDR,FDR
Slack
TDR.,(F == 5.6
seq(Freq) ClockPeriod (5.6)
Freq(H,)
=1-—= 5.7
26 (5.7)
PW
TDR omp(PW,Freq) = ClockPeriod (5.8)
PW
= (5.9)
Freq
LDR =0.25 (5.10)
FDR =0.25 (5.11)
Finally, the overall SER of the ASIC can be described as follows:
SER(PW,Freq,Vdd) = (1Mbit - RawSEReq - TDR;eq
+ 10Mbit - RawSER comp - TDR comp ) (5.12)
-LDR-FDR
FIT Freq(H,)
ER(PW,F :<1M-1 (12— 1— %)
SER(PW,Freq,Vdd) b-100 b (14 Via) 26
(5.13)

FIT
+10Mb- 50— - (14 (1.2~ Vag)) -PW-Freq)
10.25-0.25

where: the considered de-ratings are Logic De-Rating, the Temporal De-Rating (TDR), and
Functional De-Rating (FDR). The Fault/Error/Failure dichotomy and the usage of various
De-Rating factors depend on the scientific nomenclatures as presented in [172].

Final customization can be made to clarify the value or the value range for the Pulse
Width parameter which is a technology attribute and may not make sense to or be fillable
by the final user. Therefore, the ASIC provider, in agreement with the technology provider,
may specify values for the PW according to the working environment. In this example we
consider a neutron environment (ground applications) with a typical PW of 50 ps, Alpha
particles- 10 ps and Heavy lons-100 ps. The overall SER equation can disclose unit tech-
nology data (e.g., FIT rates per Mb, typical pulse widths), design structure (1Mb of FF and
10Mb of combinatorial cells), or knowledge (such as calculation of de-rating factors). The
next step in this example consists of a compact ML model elaboration in exercising the
overall SER equation over the range of valid values for the environment, frequency, and
voltage.

The final phase of the work continues with the training of the ML model. In this work,
we are interested in the applicability of different ML models for the intended usage. Ac-
cordingly, several ML regression methods have been evaluated: Linear Models (Linear and
Ridge), Kernel Ridge Regressor (with Linear, Polynomial, RBF, Sigmoid Kernels), Decision
Tree Models, Neighbors-based Models (K-Nearest and Radius), Support Vector Machine
Models (Linear SVR, SVR with various kernels, NuSVR), Multilayer Perceptron Neural Net-
works.
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Figure 5.1 - Compact Modeling of Soft-Error Rate Using Ridge Regression (Polynomial Kernel) [8]

All models have been trained with 60% of the data set, the train data set. After the
training, the models are exercised over the full permitted parameters range. This allows,
on the one hand, to measure the accuracy of the model to recall values that were al-
ready in the training data set. On the other hand, testing the model with data not used
for training evaluates model’s capacity to interpolate and extrapolate the given data. The
performance of the models is measured by comparing the predicted values against the
reference values and calculating the following metrics: MAE, Max Absolute Error (MAX),
Root Mean Squared Error (RMSE), Explained Variance Score (EVS) and Coefficient of De-
termination (R2). The following Table 5.4 presents the results for the most accurate and
promising models:

e Ridge Regression with RBF Kernel

e Ridge Regression with Sigmoid Kernel

e k-Nearest Neighbors Regression

e Support Vector Regression with Polynomial Kernel

Fig. 5.1 shows the graphs representing the model prediction error for the train and test
data set, as well as the correlation between the actual and predicted values when the
Ridge Regression with polynomial Kernel is used. In comparison Fig. 2 the results for the
k-Nearest Neighbors regression are shown. The graphs show as well very clearly, that the

Table 5.3 - MODELLING OF ALTITUDE DEPENDENT NEUTRON DATA [8]

ML Model Error/Correlation Measurements

ML Model Dataset MAE MAX RVISE £V 7Z

Ridge Regression Train 1.688e-06  1.199e-05 2.119e-06 1 1

(Polynomial Kernel) Test 1.695e-06  1.331e-05  2.106e-06 1 1

Ridge Regression Train 2.716e-05 2.545e-04 3.530e-05 1 1

(RBF Kernel) Test 2.907e-05 6.609e-04 4.421e-05 1 1

k-Nearest Neighborhood Train 0 0 0 1 1
Regression Test 21.91 195.2 30.98 0.99 0.99

Support Vector Regression Train 1.787e-02  6.830e-02 2.233e-02 1 1

(Polynomial Kernel) Test 1.756e-02  6.243e-02  2.195e-02 1 1
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k-Nearest Neighbors regression is perfectly able to recall the training data but less efficient
when predicting the test data.

5.3 Modeling NBTI Induced Voltage Degradation

The primary work of this research activity is to find a mathematical abstraction to es-
timate the changes in threshold voltage AV}, due to the NBTI process in the aged cir-
cuits, and completely revised from the original papers [173] and [174]. The paper [173]
has presented a predictive model for the Negative Bias Temperature Instability (NBTI) of
PMOS under both short-term and long-term operations. This model has comprehensively

Table 5.4 - PARAMETERS AND UNITS FOR NBTI PREDICTIVE MODELING [9]

Symbol Quantity Numerical value in Sl unit

K, Technology Constant | 6.1773e-11

C Temperature Depen- | 2.2987e-12
dence

T Constant 1078 (s/nm?2) — 10'° (s/m?)

Ey Technology- 0.08 V/nm — 0.08e9 V/m
Independent

E, Technology Indepen- | 0.13 eV — 2.08260e-20 J
dent

k Boltzmann Constant |1.38e-23 m% kgs 2 K™!

1/n | H, Diffusion Model |1/6

tox Oxide Thickness 0.9 *10e-9m

& Back Diffusion Const. | 0.9

€ |Oxide Permittivity |3.9%8.854%107!2 F/m

Ki Model Constant 7.5€22.5C 93 ;2

E,x Electric Field (gate |27.7e-7V/m
oxide)

Unit Abbreviations: K = Kelvin, F = Farad; V = Volt, s = Sec-
ond, m = Meter, nm = Nano-meter, J = Joule, kg = Kilogram.

apprehended NBTI dependence on the key transistor-design parameters, based on the
reaction-diffusion (R-D) mechanisms. The work in [173] presented a quality model accu-
racy verification with 90-nm technology while [174] reassured that with industrial 65-nm
technology. A characterization of threshold voltage (AV,;) degradation due to NBTI for
15-nm technology cells, has been presented through this chapter, where the models from
[173] and [174] are integrated with 15-nm technology parameters as in Table 5.4. A model
for the AV}, considering the long-term effect of NBTI is provided in [173]. At high fre-
qguencies, the threshold voltage degradation of long-term evaluation is independent of
the frequency [173] [175]. So the AV,; at time ‘¢’ can be written as [173]:

2 n
n“K,aCtt
AV, ~| ———m
" (%(1—@)

The parameter « in (5.14) is the duty-cycle that defines the signal probability in a clock pe-
riod. Equation (5.14) refers to the dynamic NBTI, Vo € [0,1]. As a — 1, (5.14) is attributed
to the static NBTI that corresponds to the case of PMOS under constant stress. A graph
between AV}, and a, atr = 1 year is given in Fig. 5.2. The upper-limit of the degradation
model (5.14) is estimated by a power law model [176] as privided in (5.15). The static AV},

(5.14)
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calculation at t = 1 year gives 7mV that fits the trends of static AV}, of various technology-
nodes as given in PTM models [177] [178].

|AVis| = (K, 21)" (5.15)

The formula in (5.14) is deduced into a simpler form by substituting the parameters
of 15nm technology and follows the form of (5.16), where relation of technology specific
factors is represented as separate form.

2K C n n
t o
kit LY (5.16)

AVl >~ —_—
| th,t| 5121‘3)6 1 —a

Technology dependent

5.4 An Al Revolution for NBTI Predictive Model
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Figure 5.4 - SVM-Regression Model (Inverter) [9] [9]

The gate-delay degradations of 15-nm technology library cells are characterized through
the SPICE simulation at the transistor level. A neural network called Long Short-Term
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Memory (LSTM) is a perfect method to predict the future delays from past delay (Ar)
samples even without an input like AV,;. Fig. 5.3 depicts the complete results of LSTM
modeling, where the predicted values from previous samples are shown in blue. How-
ever, the LSTM model is not a completely dependable one here for generating a delay
At for the current input AV, in a timely important simulation environment. To simplify
the exhaustive fault-injection experiment, a Machine Learning (ML) model called Support
Vector Machine (SVM) is used to automate the simulation data. Previous scientific lit-
eratures [179] and [153] presented a simple polynomial function for modeling variation
between Ar and AV;,. In this work, SVM can perform as a comprehensive model genera-
tor for a triangular relation between «, time ‘t’, and At, where AV}, is hidden in the SYM
model. The Al revolution is implicitly referring to such complex and compact modeling of
indirectly related multi variables. Fig. 5.4 delegates a SVM model for an inverter. Once
SVM is trained offline, it will become a fast online computing model generator of Ar for
the inputs o and time ‘¢'. This compact ML model is very much straightforward in export-
ing the variability from the transistor level to the gate level. Another important factor to
choose SVM over LSTM is the low static AV}, (7TmV at t=1year) by (5.16), because a large
simulation data needs to train LSTM as provided in Fig. 5.3, where AV;;, ranges from O to
0.4V, while AV}, in Fig. 5.4 perfectly follows the AV, values as provided in Fig. 5.2. Fig. 5.5
depicts a glsspice simulation of the NOT/Inverter gate.

5.5 Methodology
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Figure 5.6 - Delineation of Aging Aware Fault-Injection Framework [9]

5.5.1 Phase I: Fault-Injection Campaign

Single Event Effects (SEEs) are the consequences of interactions between the circuit and
the radiation particles. SEUs and SETs are widely used here as the prominent representa-
tives of SEEs. The use-case for SEU fault mainly implies an inversion of the stored value in
a flip-flop until the clock period changes. The SET represents a transient pulse of arbitrary
width at the gate and having the probability to propagates and latches to the downstream
sequential element. Fig. 5.6 shows a block diagram of the fault-injection campaign that
infers the statistical functional failure metrics of SEU/SET events. The mathematical model
for Functional Failure Rate (FFR; s,) of an SEU event is described in (5.17) and the Func-
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tional Failure Rate due to SET (FFR; ) is formulated in (5.18).

FFRi g, = FIT-TDR-LDR-FDR (5.17)
FFR;y = FIT-EDR-TDR-LDR-FDR (5.18)

where FIT denotes the rate of soft errors at the i"” flip-flop/gate in the Failure-In-
Time (FIT) unit. Electrical Derating (EDR), Temporal Derating (TDR), Logical Derating (LDR),
and Functional Derating (FDR) are more sophistically portrayed in Fig. 5.9. The classical
explanations for each derating factors are available in [19].

5.5.2 Phase lI: Aging Aware Gate-Level Circuit

Fig. 5.6 represents how an injected fault propagates through the aged circuits. Circuit
aging is modeled through degraded propagation delay as the result of the NBTI process
at PMOS transistors. Sophisticated cross-layer modeling is also demonstrated in Fig. 5.6.
A way more experimentally proved and scientifically adapted physics-based NBTI models
(5.16) are employed to generate the V};, shifts.

Electrical simulations have been carried out using SPICE. Voltage sources have been
injected in the gate of PMOS transistors to model the V;;, shift caused by aging. The volt-
age introduced by the source was then swept from 0V to 0.4V to represent the effects of
different levels of aging. The impact of aging on each logic gate is estimated by measur-
ing the input-to-output time delay, i.e., the time delay from when the input is in Vpp /2
to when the output rises from ‘0’ to ‘1’ at the Vpp /2 mark. The spice simulation is con-
ducted for 23 gates from a 15-nm Nangate library which including inverter (NOT), AND,
OR, NAND, NOR, XOR, XNOR with input combinations ranging from 2 to 4. The transistor
model (SPICE Model Card) for 15-nm Nangate library is customized from HP Predictive
Technology Models (PTM) [178]. An Simulation Program with Integrated Circuit Empha-
sis (SPICE) simulation of 3 input NOR and 2 input NOR are shown in Fig. 5.7 and Fig. 5.8
respectively.

Input /Gutput Change
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= A150, Bi150, OUT01

Gate Delay Change (Atin i)

Gate Delay Change (Atin )

AAAAA

Figure 5.7 - SPICE Simulation of 3 Input NOR Gate Figure 5.8 - SPICE Simulation of 2 Input NOR Gate

After the simulation process, the change in propagation delays of combinational cells
is submitting to Al models. Fig. 5.6 depicts the significance of Al models in cross-layer
modeling. A versatile model by SVM is used to generate the propagation delay change
At as a function of duty cycle (o) and time in years. This model is very easy to port to
gate-level or even to a higher hierarchical level, and adequately producing Az values by
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concurrently changing time and signal probability. Those model-driven values are numer-
ically very close to the original simulation At and the test phase of SVM confirms that the
Mean Squared Error (MSE) is less than 2% for the given test data.

After testing the compatibility and quality of the model, the model outputs (Ar) are ex-
ported to the SDF file. A customized SDF file introduces time-dependent variability at the
gate level. The customization of the SDF file means altering the value under the keyword
entry called ‘IOPATH’ that indicates the gates’ Input-Output path delay. Before chang-
ing the gates’ ‘IOPATH’ values, corresponding signal probabilities and signal transitions at
each terminal are pre-estimated through signal-activity analysis through Verilog Procedu-
ral Interface (VPI) functions and Value Change Dump (VCD) files by Modelsim. So that, the
changed values should coincide with the real-time input and output transitions between
‘0’ and ‘1". To process the above-explained cumbersome work for large IEEE standard SDF
files, then a dedicated algorithm is written in python, and the corresponding pseudo-code
is presented in Algorithm 3. The algorithm generates an IEEE standard customized aged
SDF file that provides an aged behavior while injecting SEUs/SETs in a simulation environ-
ment.

Algorithm 3: IEEE Standard Aged SDF File
Result: Customized Aged SDF File

1 Estimate AV}, for 10 years V used gates € Tech.lib;
2 for Each used Tech.lib gate do

3 for Each ‘i’ € SVM model Training do

4 | SVM :input vector [ay, time;, AV, ] — Af; ;
5 end

6 Test SVM model and Save in Python script;

7 end

8 Read the SDF file in IEEE standard format;

9 for Each cell instance in SDF File do
10 Identify the Tech. library cell name ;

1 Calculate signal probability (¢r) from VCD file ;
12 if [o;, time;] given then

13 Calculate AV, by (5.16) ;

14 SVM.gate = Load trained SVM.gate kernel;
15 At; = SVM.gate.predict( [, time;, AV, 1) ;
16 Update the instance’s IOPATH in SDF file;
17 end
18 end

5.6 Results and Discussions
5.6.1 Device Under Test

The case studies are conducted by gate-level circuits of the openMSP430 cores, a 16-bit
microcontroller (1 C) which is synthesized by the 15-nm NanGate Open Cell Library. As per
the static timing analysis of the test case circuit, the critical paths contain a maximum path
delay of 250ps. The CPU unit in the MSP430 uC is executing the application ‘sandbox’ by
sourcing a clock period of 2ns. The Fig. 5.9 demystifies the propagation of SEU/SET faults
to the circuit function.
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Figure 5.9 - From SEU/SET Fault to Failure [9]

5.6.2 Aging Impact on SEU Fault Propagation

The NBTI effect is modeled in terms of propagation delay At of logic gates. The setup and
hold time constraints of flip-flops dictate the maximum and minimum delays of the logic
gates between them. The maximum delay constraint limits the number of consecutive
gates on the critical path of a high-speed circuit. In this section, the results are proving
that the propagation probabilities of SEU faults are dropping according to the changed
delay of the signal path. These results are explaining in Fig. 5.10 and Fig. 5.11. In Fig. 5.10
a term called Polarization Window (PW) is introduced in red color. This is because the
time width of the PW completely masks the SEU faults that have been generated inside
the window. From Fig. 5.9, it is clear that induced-SEU fault at source flip-flop (Source-

T2 A T1 T()
Tsar &~ 4
T4 [ | |

N I
" %EUI

|
SFU
Clock J | 55“3\[/” “’lel }Setup + Hold
R

Polarization Window (PW) in (ps)

100 200"300 400 500
0 T T

l il ]

PPsgy at 0 year "

PPsgy at 1 year "

N

(=}

PPsgpy at b year 1"

Jeak ur swi |

[

PPsgy at 10 year 1
N —
PWlloYear
Figure 5.10 - SEU-Faults’ Polarization Window (PW) Elongation [9]

FF) reaches the target flip-flop (Target-FF) after a path delay tp_, between them. So that,
a fault SEU, at source-FF between Ty and T; as provided in Fig. 5.10 not overlaps the
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latching window (SETUP+HOLD time) when it reaches the target-FF, and masks the SEU;
fault propagation. But the fault SEU, is propagated and latched to the target flip-flop
because it is stable during the SETUP and HOLD time of target-FF. After 1 year, the PW is
prolonged to Ty — T due to NBTI effect and clearly masks the fault SEU, as demonstrated
in Fig. 5.10. Similarly, after 10 years, the faults SEU, and SEU, are masked and the fault
SEUs is still propagating to target-FF. These conclusions are statistically derived from the
fault-injection campaign of 1582 SEU faults at the path of longest delay as given in Fig.
5.1, where the upper-row justifies that SEU| is masked without aging, and the lower-row
justifies that SEU, and SEU, are masked after 10 years.
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Figure 5.11 - SEU-Fault Injection Result (After 0-10 years) [9]

5.6.3 Impact of Aging in SEU Caused Circuit-Functional Failures

In Fig. 5.10, the Propagation Probability (PPsgy ) indicates the chances of generated SEUs
to propagate through the downstream circuit within an arbitrary clock period 7, and is
modeled as an uniform distribution as specified in (5.19).

Teik

: (Tclk_PW|rdl_) VAgedrdi

Teik

1
= (T — PW V Non-aged 7,
PPy { (Lo o) ged o (5.19)

The effect of elongated polarization window PW due to aged delays 7, in (5.19) models
the increased masking of SEU faults and confirms it through an exhaustive Fault-Injection
(F1) campaign as shown in Fig. 5.12. Color C-2 represents a FI campaign of 74000 injected
faults at 188 flip-flops (FFs) of the non-aged circuit, which produce a total of 1181 functional
failures as in (2.3). The 188 FFs are explained as high failure vulnerability FF-instances out
of 720 FFs. A 10 year aged model of the same circuit is simulated with an increased FlI
rate by 50% (color C-1in Fig. 5.12). This increment is performed based on the previous
studies that the rate of SEU generation increases due to decreased critical charges Q..
while aging.

Even though the Fl rate is boosted by 50% for the aged circuit, the number of detected
functional failures per flip-flop and the cumulative failures (568), are comparatively less
contrary to the case in color C-2 in Fig. 5.12, which shows high-level masking of SEU faults.
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Figure 5.12 - Functional Failures (2.3) of SEU-Fault Injection [9]

As an extension of the analysis, a FI campaign consists of 148000 faults (almost double
in number) is performed at the 10-year aged circuit. So that a total of 1088 failures are
observed (color C-3 in Fig. 5.12) and that plot contrasts with a reference bar-graph of Fl
of 148000 faults at the non-aged circuit (color C-4). Fl in C-3 leads to more failures per
FF compared to the case in C-2, but still, the overall failures in color C-3 are fewer. This
proved that aging causes a masking effect in SEU fault propagation.

5.6.4 Aging Impact on SET Fault Propagation

As the circuit ages, considerable propagation-probability deteriorations for SEU faults have
been notified. Nevertheless, SETs are not attenuated when traversing the critical paths in
response to elongation of the polarization window in Fig. 5.10. The time-slot at which the
generated SETs are latching to target-FF (Fig. 5.9) is shifting advance in time due to the
delay changes in the traversal path of SET. These observations are delineated in Fig. 5.13,
where the propagation delay 7p ,, of SET at gate PG in Fig. 5.9 varies from 248 ps to 398
ps, which causes a shift in the time slot of propagating SET from T to 7. The observations
are simulated by a SET fault of 20ps in width. Below the timing diagram in Fig. 5.13, the
results of 100 SET fault injections over a second-half cycle of an arbitrary fault-latching
clock are provided.

5.6.5 Modeling of Aging Impact on SET Fault Propagation

The shift in time-spots of propagating SET as provided in Fig. 5.13, is modeled by the
signal processing method. The SET pulse is assigned by a digital pulse model of width
‘w’ in gate-level, which possess same electrical boundary properties of a transient pulse
at transistor-level. Similarly, the SETUP and HOLD time-periods of a target-FF in Fig. 5.9,
are modeled as a single digital pulse Ssy (f — Tp) of width equal to the sum of SETUP and
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Figure 5.13 - Shift in Propagating Spot of 20ps-SET [9]

HOLD, and the amplitude is normalized by 1/w. The delayed impulse function &(¢ —tp,,, )
in step-1 of Fig. 5.14 convolves with induced SETs (Gy.;, and Gy.,), and produces delayed
SETs Gyer, (t — (T +1p,,,)) and Gyer, (t — (T2 +1p,,, )) that are analogous to propagated SET
pulses through a path delay 7p_, and reach target-FF as in a real-time scenario of Fig. 5.9.
The convolution and generation of delayed SETs is represented by step-1 and step-2 in
Fig. 5.14. Similarly, step-4 indicates a valid-convolution (®,)[180] between Sgg (t — Tp) in
step-3 and propagated SETs in step-2, where convolution product is only given for points
at which the signals overlap completely. The valid-convolution results in the generation
of two impulse functions 6 (¢t — (72 +1p,,,)) in blueand 8 (¢ — Tp) in black with amplitudes
A(8)=0 and A(8)=1respectively, where A(§)=1represents the non-masked fault as given
in (5.20). The case of A(J) < 1 represents the masked fault and various cases of step-4
are presented in Fig. 5.14.

A(8) =

! (5.20)
0<A(S) <1 ’

Gt (1) ®O(t — 1p,,, ) ®y %SSH (1) =0(t) * {

FPP, set

where, FPP, s is the Fault Propagating Probability of SET pulse at the i'" gate. So that,
the complex equation (2.5) can be simplified as:

FFR; s = FIT -FPP;- LDR; - FDR; (5.21)

FPP, s, generate a model which characterize TDR; and EDR; in (2.5). For the case of
aging, the path delay 7p_,, in (5.20) models NBTI caused time-slot shift of propagating SETs
and % factor in (5.20) models the width of propagating SETs.
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5.7 Chapter Conclusions

Based on the observed results of this research, it has been concluded that voltage variabil-
ity due to aging shows significant masking property on SEU fault propagation and reduces
the effect of increased soft-error susceptibility while aging. Furthermore, this work explic-
itly reveals that aging shifts the SETs’ propagating spots within the clock period. Besides,
the latching probability of a SET fault to a downstream flip-flop is successfully modeled by
a signal-processing method. The revised Al models and SDF-based aged technology data
from this work are considering in the future to emulate aging-aware timing models at the
system’s RTL abstraction, which enables an early aging analysis in the design process.
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Chapter 6

Conclusion and Perspective

6.1 Conclusions

The industrial-level scientific researches and innovative pedagogical methods in this doc-
toral dissertation: aim to develop effective mathematical (or) statistical strategies for ac-
celerated soft-error reliability analysis and focus on characterizing fault propagation prob-
abilities under time-dependent circuit variabilities. The thesis develops an Artificial Intel-
ligence (Al) framework that performs as a tool for soft-error reliability analysis as well as
a tool for quality analysis in predicting the single stuck-at faults effects and estimating
fault coverage metrics of input test patterns. The framework is scalable and efficient in
resource handling and ultimately reduces the required simulation time overhead by 60%.
The thesis is successful in contributing innovative approaches to draw significant relation-
ships between Bias Temperature Instability BTl and soft-error analysis. Based on a quan-
titative and qualitative analysis of the aged circuit’s Functional Failure data in response
to radiation-induced errors from the fault-injection simulations, it can be concluded that
derating factors such as LDR, EDR, TDR and FDR are significantly sensitive to the time-
dependent voltage variabilities and these are important factors to consider when design-
ing and targeting long term reliable systems.

The thesis itself is a challenging journey, and at each point, it provides significant con-
tributions. An intermediate circuit-graph representation of gate-level netlist and its non-
complex delegation in GML format boosts the chances of testing different efficient statis-
tical algorithms on the circuit directly. Such computationally relevant solutions tackle the
challenges of applying the complex mathematical models and algorithms explicitly on the
large circuit’s netlist instead of testing on small circuit test benches from the state-of-the-
art articles. The testing medium and large circuits are the principal advancements of the
developed framework in this thesis compared to previous case study results.

The main disadvantage of the prevalently used old statistical algorithms is the incon-
sistency in producing a globally optimized solution in closed-loop problems. Such draw-
backs do not greatly favor solving the error propagation probability in convergence or
re-convergence circuit paths. Due to these scientific facts, the framework adopted the
latest graph-based convolutional neural network algorithms to process the circuit graph.
An unsupervised training phase of the neural-network algorithm learns the probabilistic
inference in the closed-loop (or) re-convergence circuit path. Node2vec, GCN and graph-
SAGE are the applied graph embedding neural networks. The application such graph em-
bedding algorithm generates a feature dataset that applies to downstream feed-forward
DNN. After the statical analysis, it is concluded that a remarkable numerical superiority
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is found in the fault propagation probability inference and reduces the simulation time-
overhead by 60%. The estimated FFR metrics’ accuracy is ranging from 94% to 98%.

The radiation-induced error characterization and their effect analysis are challenging
problems in the system design flow. However, Al-Framework in the thesis extends its
functional verification to multi-dimensional aspects by incorporating quality analysis for
system design. The extension includes a graph transformation tool. The thesis framework
validates an artificial intelligence approach to predict the Functional Failure Rate (FFR)
of each Net (connections between components) at the gate-level abstraction and the ef-
fectiveness of the test patterns. The proposed technique succeeds in reducing the time-
complexity of exhaustive fault-injection by 60%. The accuracy of FFR estimation ranges
from 93% to 94% and estimates a very close value to the FFC of test pattern with an error
less than 2%. This extended Al-Framework is a scalable and very cost-effective simulation
tool for the production of dependable micro-electronics systems.

The inter-dependency between the radiation-induced errors and corresponding prop-
agation probability parameters fluctuates with the time-dependent circuit variabilities.
The thesis contributes a significant conclusion that aging caused voltage variability shows
influential masking properties on SEU fault propagations and reduces the effect of in-
creased soft-error susceptibility while aging. Furthermore, the experimental studies in
this part of the thesis explicitly reveal that aging shifts the SETs’ propagating spots within
the clock period. Besides that, the latching probability of a SET fault to a downstream
flip-flop is successfully modeled by a signal-processing method. And a new metric called
‘Polarization Window’ is introduced to account for the SEU masking characteristics of the
aged circuit.

The holistic approach in the thesis predominantly contributes to an artificial intelli-
gence based tool that is scalable and very effective in resource management for radiation-
induced error reliability analysis. The framework is competent for predicting single stuck-
at faults’ effects and estimating fault coverage of test-patters in quality analysis. The ade-
quate experimental results and their decisive and extensive analysis provide groundbreak-
ing facts about the relations of soft-error propagation and aging caused circuit variabilities.

6.2 Future Work

The future perspective of the doctoral thesis is realizing a vision to accomplish the devel-
opment of a synthetic hierarchical abstraction tool from gate-level to architectural-level.
The thesis work exports aging aware time models across the cross-levels from transistor-
level to gate-level. At the gate-level, a sophisticated soft-error reliability analysis tool pre-
dicts the effects of soft-error propagation. Now, the framework in this thesis has the op-
portunity to export these error-propagation characteristics and aging-aware timing mod-
els at gate-level and transistor-level to the RTL and architectural level of a system design.
This enables the researchers and scientists to perform an early-stage reliability analysis in
the system design flow. The embedded characteristics of the circuit graph can be easily
exploited to RTL levels to analyze the SEU fault generation at flip-flops and its propagation
through the circuit. For time-dependent soft-error analysis, the propagation timing paths
and its models between flip-flops (present parallelly in both gate-level and RTL) pass on to
the RTL level. To compete with the traditional fault-injection methods at the architectural-
level compact Al algorithms like Reinforcement Learning Method is planned to adapt. In
this way, the holistic approach in this thesis generates a way more effective and design fa-
vorable accelerated analysis tool across the hierarchical abstraction layers. A very detailed
version of future visions and perspectives is provided in Fig. 6.1.
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Abstract
A Synthetic, Hierarchical Approach for Modelling and Manag-
ing Complex Systems’ Quality and Reliability

Automated electronics systems and their applications advance to the stage of a decision-
making process in the life-critical domains such as healthcare, transportation, automotive
and security, and medical. The inevitable application of electronic devices proliferates the
commercial business markets and economies of countries. So that, integrating standard
reliability, safety, and quality into the function of electronic devices is the principal objec-
tive of electronics system manufacturers and vendors.

With the advent of semiconductor process technology into the Very Deep Sub-Micron
(VDSM) level, more invigorated system performance for the integrated functionalities
boosts the prevalent usage of electronics systems. However, such technology enhance-
ments and their applications pose reliability challenges in the system design flow and
sometimes generate catastrophic failure threats depending upon the criticality in applica-
tion domains. These scientific conclusions commercially mandate the requirement of new
Electronic Design Automation (EDA) tools and paradigms to ensure reliable cyber-physical
systems and the effectiveness in resource (e.g., cost, area, and energy) management.

The aggressive technology scaling fosters the requirements of reliability standards and
metrics and jeopardizes the process of system design. Well-defined EDA tools and method-
ologies are currently available for the automation of system design-flow. Apart from the
current state-of-the-art of reliability analysis methodologies, the novelty of this thesis is
that exploring and incorporating the emerging computing technologies from Artificial In-
telligence (Al) area.

The ultimate aim of chronicled experimental case studies in this doctoral research is
to develop a synthetic approach for modeling and managing the quality and reliability of
complex systems. In the reliability analysis in the deep sub-micron level, soft-errors (Sin-
gle Event Transient (SET) and Single Event Upset (SEU)) are characterized as a principal
concern of complex system manufacturers. The Soft errors are radiation-induced single
event effects that cause transient errors and erroneous latched values in circuits. Even
though soft-errors do not distress the underlying semiconductor devices, the induced er-
roneous states in the circuit may corrupt computing data, which is hard to recover later.
As the technology scaling advances, reduced nodal capacitances and supply voltages and
increased chip frequency concomitant to densely packed chips increase the rate of soft
errors. Besides that, the time-dependent voltage variations in the aged circuit also con-
tribute towards an increased soft-error generation. To compromise with the effects of
such errors due to harsh environmental repercussions, well apprehended characterization
and modeling methods need to be added to the system design flow. Exhaustive fault injec-
tion campaigns are the traditionally accepted first principal reliability analysis methods.
But these approaches are very cumbersome in terms of required simulation resources
such as time, simulation tool licenses, and costs. A significant challenge in reliability anal-
ysis and automation tool development is the reduction of resource costs by ensuring good
scalability and quality in estimating commercially standard metrics. This study is trying to
solve this problem throughout the thesis.

The thesis’s first challenge is to characterize an intermediate representation for gate-
level circuits to apply the different statistical (or) mathematical algorithms. A graph net-
work called circuit-graph throughout this thesis, is a comprehensive structural represen-
tation of the gate-level netlist. This intermediate representation allows the application
of different statical algorithmic inferences. After tackling this primary challenge, sophisti-
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cated graph embedding approaches such as node2vec, Graph Convolutional Neural Net-
work (GCN) and the graphSAGE generate a database to apply an inference algorithm based
on feed-forward Deep Neural Network (DNN). On the analysis of that inference, results
lead to a conclusion that 60% percentage of fault-injection simulation time is saved by
providing an accuracy in-between 94% - 95% in estimating the real-time Functional De-
Rating (FDR) factor. However, the training phase of the developed framework depends
on the 40% fault-injection campaign results and time. So how to choose this training
dataset remains another challenge. The data mining approach and its applications solve
this problem to a large extend. The clustering algorithms from the data mining area find
the clusters of flip-flops with similar structural peculiarities that cause functional failures
of the system. A combination of k-means and hierarchical clustering approaches produces
the sets of flip-flops correlated in their feature sets. From these clusters, choosing 40%
of training data becomes a straightforward process. Through this method, the prediction
accuracy is improved to 97%.

Many scientific articles contribute towards multidimensional hardware verification and
articulate the importance of considering various extra-functional aspects of the electronic
system design. In the hardware part, different design errors, manufacturing defects, varia-
tions, and reliability issues, (or) malicious faults need significant consideration while stan-
dardizing the required reliability matrices. A quality analysis tool is integrated into the
developed framework for analyzing the effects of single stuck-at faults (as manufacturing
defects (or) variational defects) by implementing a graph transformation approach. Based
on this tool, the developed Al-Framework predicts the effects of single stuck-at faults at
the functional level of circuits and reduces the traditional simulation time-overhead by
60% with estimated metrics accuracy ranging from 93% to 94%. This method also con-
tribute to predict the Fault Coverage Metric (FFC) of input pattern in circuit testing pro-
cess.

Scientific efforts highlight the relevance of case studies that account for the time varia-
tion impingement due to aging on soft-error reliability. In the final part of the thesis work,
contribution of Machine Learning (ML)/ Deep Learning (DL) is explored to investigate the
soft-error reliability challenges at low-scaled (e.g., 5-nanometer) technologies with time-
dependent voltage variabilities. The aggressive downscaling of technology nodes results
in clock-frequency maximization and provides soft-error propagation a high sensitivity to
the path delay variations in the aged design. In this part of the work, aging effects are lim-
ited to the Negative Bias Temperature Instability (NBTI). The observed results conclude
that voltage variability due to aging shows significant masking characteristics on SEU fault
propagation and reduces the effect of increased soft-error susceptibility while aging. Fur-
thermore, this work explicitly proves that aging shifts the propagating spots of SETs’ within
the clock period.

The scientific efforts in this doctoral thesis develop an accelerated automation tool
for soft-error reliability analysis. The automation tool is scalable and very cost-effective
in simulation resource handling for medium and large-scale circuits. The comprehensive
results explicate a plausible prediction of functional failures due to SEU and SET events.
The framework’s objective adds a multidimensional functional verification and addition-
ally serves as a tool to analyze the effects of single-stuck faults at the functional level.
Alongside that, very significant scientific observations and facts are provided regarding
the effects of aging in soft-error propagation.
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Kokkuvote
Siinteetiline, hierarhiline lahenemine keerukate siisteemide kva-
liteedi ja to6kindluse modelleerimiseks ja haldamiseks

Automatiseeritud elektroonikasiisteemid ja nende rakendused liiguvad elutihtsate vald-
kondade, nagu tervishoid, transport, autot66stus ja turvalisus ning meditsiin, otsustus-
protsessi etappi. Elektrooniliste seadmete valtimatu kasutuselevott toukab tagant vas-
tavate riikide ariturge ja majandust. Seega standardse tookindluse, ohutuse ja kvalitee-
di integreerimine elektroonikaseadmete funktsionaalsusesse on elektroonikasiisteemide
tootjate ja miilijate peamine eesmark.

Seoses pooljuhttehnoloogia tulekuga viga stigavale alammikronilisele (VDSM) taseme-
le suurendab integreeritud funktsioonide stisteemi joudluse kasv elektroonikastisteemide
kasutamist. Sellised tehnoloogilised tiiustused ja nende rakendused tekitavad aga siistee-
mi projekteerimise voos usaldusvaarsuse probleeme ja monikord tekitavad katastroofilisi
rikkeohte olenevalt rakendusvaldkondade kriitilisusest. Need asjaolud nduavad uusi elekt-
roonilise disaini automatiseerimise (EDA) todriistu ja paradigmasid, et tagada usaldusvaar-
set kiiberfutisikaliste stisteemide ja ressursside (nt kulu, pindala ja energia) haldamist.

Agressiivne tehnoloogia skaleerimine néuab usaldusvaarsuse standardite ja moodiku-
te valjatootamist ning seab ohtu slisteemi vigadeta projekteerimise. Siisteemi projektee-
rimisvoo automatiseerimiseks on praegu saadaval tapselt maaratletud EDA tooriistad ja
metoodikad. Lisaks praegustele usaldusvaarsusanaliitisi metoodikatele on selle 16put6o
uudsuseks tehisintellekti (Al) kasutavate arvutustehnoloogiate uurimine ja kaasamine.

Selle doktorit66 eksperimentaalsete juhtumiuuringute 16ppeesmark on téétada val-
ja stinteetiline 1ahenemine keerukate sitisteemide kvaliteedi ja t6okindluse modelleeri-
miseks ning juhtimiseks. Usaldusvaarsuse anallilisis VDSM tasemel iseloomustatakse nn
pehmeid vigu (Uhe siindmuse moddduv (SET) ja ihe siindmuse hiired (SEU)) keerukate
stisteemide tootjate peamise probleemina. Pehmed vead on kiirgusest pohjustatud tksi-
kute siindmuste tulemid, mis pohjustavad vooluahelates médduvaid vigu ja ekslikke lu-
kustusvaartusi. Kuigi pehmed vead ei riku aluseks olevaid pooljuhtseadmeid, voivad ahe-
las esile kutsutud vigased olekud rikkuda arvutusandmeid, mida on hiljem raske taastada.
Tehnoloogia skaleerimise edenedes suurendavad sélmede vahenenud mahtuvused ja toi-
tepinged ning kiibi suurenenud sagedus, mis kaasneb tihedalt pakitud kiipidega, pehmete
vigade esinemissagedust. Peale selle aitavad ajast soltuvad pinge kéikumised vananenud
vooluringis kaasa ka pehmete vigade suurenenud tekkele. Selliste karmide keskkonnamo-
jude tottu tekkivate vigade moju vahendamiseks tuleb siisteemi projekteerimisvoogu lisa-
da hasti moistetavad iseloomustus- ja modelleerimismeetodid. Pohjalikud rikete sisesta-
mise kampaaniad on traditsiooniliselt aktsepteeritud esimesed peamised téokindlusana-
lGisi meetodid. Kuid need Iahenemisviisid on néutavate simulatsiooniressursside, nagu
aeg, simulatsioonitdoriistade litsentsid ja kulud, osas viga probleemsed. Usaldusvaarsuse
anallilsi ja automatiseerimistdoriistade arenduse oluliseks valjakutseks on ressursikulude
vahendamine, tagades standardsete moodikute hindamisel hea mastaapsuse ja kvalitee-
di. Kaesolev uuring plitiab nimetatud probleemi lahendada.

Loput6o esimene valjakutse on iseloomustada loogikaliilituste taseme ahelate esitust,
et rakendada erinevaid statistilisi (v6i) matemaatilisi algoritme. Graafikuvork, mida l16pu-
t60s nimetatakse skeemigraafiks, on loogikaltilituste taseme vorguloendi terviklik struk-
tuurne esitus. See esitusviis voimaldab rakendada erinevaid staatilisi algoritmilisi jareldusi.
Parast selle peamise valjakutsega tegelemist loovad keerukad graafiku manustamise lahe-
nemisviisid, nagu node2vec, graafiline konvolutsiooniline narvivérk (GCN) ja graphSAGE,
andmebaasi, et rakendada edasisuunalisel stivanarvivorgul (DNN) pohinevat jareldusalgo-
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ritmi. AnalGiisi tulemusena jouti jareldusele, et 60% rikke sisestamise simulatsiooniajast
saastetakse, tagades reaalajas funktsionaalse amortisatsiooniteguri (FDR) hindamise tap-
suse vahemikus 94% - 95%. Valjatootatud raamistiku dpetusfaas soltub aga 40% ulatuses
rikke sisestamise kampaania tulemustest ja ajast. Seega jaab narvivorgu dpetamise and-
mestiku valimine teiseks viljakutseks. Andmekaevandamise |dhenemisviis ja selle raken-
dused lahendavad selle probleemi suures osas. Andmekaeve valdkonnast parit klaster-
damisalgoritmid leiavad sarnaste struktuuriliste isedrasustega klastrite klastrid, mis poh-
justavad stisteemi funktsionaalseid rikkeid. K-keskmiste ja hierarhiliste rihmitamise ldhe-
nemisviiside kombinatsioon loob nende funktsioonikomplektidega korrelatsioonis olevad
trigerid. Nende klastrite t6ttu muutub 40% treeningandmete valimine lihtsaks protsessiks.
Nimetatud meetodi abil paraneb ka ennustustapsus 97%-ni.

Paljud teadusartiklid aitavad kaasa mitmemd&dtmelisele riistvara verifitseerimisele ja
rohutavad elektroonilise stisteemi disaini erinevate funktsionaalsete aspektide arvesta-
mise tahtsust. Riistvara osas tuleb noutavate téokindlusmaatriksite standardiseerimisel
markimisvaarselt arvesse votta erinevaid projekteerimisvigu, tootmisdefekte, variatsioo-
ne ja tookindlusprobleeme voi (voi) pahatahtlikke torkeid. Kvaliteedianallilisi t66riist on
integreeritud valjatootatud raamistikku Gksikute konstantrikete (tootmisdefektidena (voi
variatsioonidefektidena)) mojude analtilisimiseks, rakendades graafikute teisendamise |4-
henemisviisi. Selle todriista pdhjal ennustab valjatoétatud tehisintellekti raamistik tiksiku-
te rikete méju ahelate funktsionaalsel tasemel ja vdhendab traditsioonilist simulatsiooni
ajakulu 60% ja moodikute hinnanguline tapsus jaab vahemikku 93% kuni 94%. See meetod
aitab ennustada ka sisendandmete katvuse moddikut (FFC) ahela testimise protsessis.

Teaduslikud joupingutused rohutavad juhtumiuuringute asjakohasust, mis votavad ar-
vesse vananemisest tingitud ajamuutuste moju pehmete vigade usaldusvaarsusele. Lopu-
t60 viimases osas uuritakse masinéppe (ML) / sivadppe (DL) panust, et uurida pehmete
vigade usaldusvairsuse valjakutseid peente (nt 5-nanomeetriliste) tehnoloogiate puhul,
millel on ajast s6ltuvad pingemuutused. Tehnoloogiliste s6lmede agressiivne vahendami-
ne toob kaasa taktsageduse maksimeerimise ja tagab pehme vea levimise korge tundlikku-
se vananenud skeemi ahela viivituse muutuste suhtes. Selles t66 osas on vananemismo-
jud piiratud negatiivse nihke temperatuuri ebastabiilsusega (NBTI). Vaadeldud tulemused
jareldavad, et vananemisest tingitud pinge varieeruvus niitab SEU rikke levimisel olulisi
maskeerimisomadusi ja vahendab vananemise ajal suurenenud pehmete vigade vastu-
votlikkuse moju. Lisaks toestab see t60 selgesonaliselt, et vananemine nihutab SET rikete
levimispunkte taktiperioodi jooksul.

Doktorit6o teaduslikud joupingutused viisid pehmete vigade usaldusvaarsuse analtsi
kiirendatud automatiseerimistéoériistani. Automatiseerimistéériist on skaleeritav ja vaga
kuluefektiivne keskmise ja suuremahuliste ahelate simulatsiooniressursside haldamisel.
Pohjalikud tulemused selgitavad SEU ja SET stindmustest tingitud funktsionaalsete rikete
usutavat prognoosi. Raamistiku eesmark lisab mitmemd&dtmelise funktsionaalse kontrolli
ja lisaks toimib vahendina Uksikute konstantrikete moju anallilisimiseks funktsionaalsel
tasandil. Lisaks on esitatud vaga olulised teaduslikud tdhelepanekud ja faktid vananemise
mojude kohta pehmete vigade levimisel.
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Abstract—As an alternative to traditional fault injection-
based methodologies and to explore the applicability of modern
machine learning algorithms in the field of reliability engineering,
this paper proposes a systemic framework that explores gate-
level netlist circuit abstractions to extract and exploit relevant
feature representations in a low-dimensional vector space. A
scalable feature learning method on a graphical domain called
node2vec algorithm [6] had been utilized for efficiently extracting
structural features of the netlist, providing a valuable database
to exercise a selection of machine learning (ML) or deep learning
(DL) algorithms aiming at predicting fault propagation metrics.
The current work proposes to model the gate-level netlist as a
Probabilistic Bayesian Graph (PGB) in the form of a Graph
Modeling Language (GML) format. To accomplish this goal, a
Verilog Procedural Interface (VPI) library linked to standard
simulation tools has been built to map gate-level netlist into the
graph model. The extracted features have used for predicting
the Functional Derating (FDR) factors of individual flip-flops
of a given circuit through Support Vector Machine (SVM) and
Deep Neural Network (DNN) algorithms. The results of the
approach have been compared against data obtained through
first-principles approaches. The whole experiment implemented
on the features extracted from the 10-Gigabit Ethernet MAC
IEEE 802.3 standard circuit.

Index Terms—Probabilistic Graph Model, Deep learning, Ma-
chine Learning, Functional Derating, Single-Event Upset (SEU),
Gate-Level Netlist, Graph Modeling Language.

I. INTRODUCTION

System engineering focuses on the integration of new small-
scale technologies, constantly advancing the state of the art.
The costly and difficult implementation of micro- and nano-
scale devices highlights the challenges faced by all the partners
from the design and manufacturing flow and, always aiming at
improving their technological competitiveness. Current quality
requirements, from end users or industrial standards, motivate
designers and reliability engineers to dedicate significant effort
and resources to reliability and functional safety aspects.
Particularly, issues due to radiation based effects - Single Event

This work was supported by the RESCUE ETN project. The RESCUE
ETN project has received funding from the European Union’s Horizon
2020 Programme under the Marie Sktodowska-Curie actions for research,
technological development and demonstration, under grant No. 722325

978-1-7281-2769-9/19/$31.00 ©2019 IEEE

maksim.jenihhin @taltech.ee

Effects (SEEs) impact reliability metrics and are challenging
to evaluate. A valuable approach to tackle these effects is the
fault injection and simulation principle that provides precise
and accurate information about circuit behaviour under stress,
allowing the calculation of actual circuit-level reliability met-
rics.

A. Motivation

Nowadays, increased user expectations or actual factual re-
quirements formulated by the reliability and functional safety
standards in high dependability applications make reliability
modeling and assessment increasingly relevant. The reliability
assessment process is usually accomplished with the different
types of fault injection methods like exhaustive and random.
The exhaustive fault injection method is obviously the ultimate
reliability assessment method in terms of accuracy but very
cumbersome in terms of resources, time, EDA licenses and so
on, making this approach unfeasible on medium and large cir-
cuits. The random fault injection provides a solution to avoid
unreasonable costs while allowing for accuracy (or statistical
significance) on the proposed scope. Research proposals based
on mathematical and statistical methods are always put for-
ward by the research scientists. Nowadays, ML/DL techniques
are more advanced and greatly favoured by researchers to learn
statistical and functional dependencies between the feature
representations of different systems. This is the main moti-
vation for the idea of getting different algorithms and trying
to find the best ways to develop relevant feature databases in
the field of reliability assessment.

B. Organization of the Paper

The paper includes five sections in total. Section I sum-
marized the State-Of-The-Art in the field of reliability engi-
neering before presenting the motivation of the current work
and the organizational structure of the paper. Section II gives
a background introduction to Support Vector Machine, Deep
Neural Networks and, different reliability factors of the mi-
croelectronic systems. In Section III, the main methodological
implementation overview has given. Also, it explains the
node2vec algorithm and different regression metrics. Section
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IV illustrates the results and their validations in terms of
different regression metrics and diagrams. As future progress
of this work, a deep learning algorithm with a complex
architecture called GCN has introduced and, its recent progress
has briefed in section V. In VI, the whole work and its holistic
approaches have concluded.

II. BACKGROUND
A. Interpretation of Standard Reliability Based Terms

1) Single Event Effects: As the term suggests, a single
event effect results from a Single Event - the interaction of
a energetic particle with the device. The main effects are
classified in two categories, destructive and non-destructive.
This work is mainly contributing to the derating analysis of
Single Event Upsets in sequential elements. The quantitative
analysis of single event effects is based on different derating
factors, called functional derating, logical derating, temporal
derating, and electrical derating.

2) Electrical Derating: The Electrical Derating evaluates
the propagational probability of the analog Single Event Tran-
sient (SET) pulse generated by the particle interaction. Based
on their electrical pulse width and electrical amplitude range,
it defined how well a transient error obstructs the standard
signal propagation in the given circuit.

3) Temporal Derating: Temporal (or time) derating rep-
resents the opportunity window of an event (SET or SEU)
and it’s probability to be latched to the downstream sequential
elements like flip-flop, latch and memory.

4) Logical Derating: The logical vulnerability of the SEE
within the combinational (or) sequential cell networks based
on their logical boolean functions is quantified with masking
effect probability, termed as logical derating factor.

5) Soft Error: The fault - the primary consequence of the
Single Event (SET/SEU) can be dropped or blocked in the
circuit. If the fault propagates to and is memorized in state
element (flip-flop, latch, memory), then it becomes a Soft
Error. Please note that Bit/Cell Upsets (Single or Multiple)
in memory instances are also Soft Errors.

6) Functional Derating: Functional Derating evaluates
how likely is the Soft Error to cause an observable impact
(Functional Failure) on the functioning of the circuits or
systems.

B. The Machine learning and Deep Learning Algorithms

Giving an introductive subsection helps the reader to de-
velop a clear idea of the relationship between Artificial In-
telligence (AI), Machine Learning and Deep Learning. Deep
Learning or Deep Neural Networks (DNN) or Artificial Neural
Networks (ANN) are commonly considered as a subset of
machine learning which in turn is derived from the concept
of Artificial Intelligence. In machine learning, a database
including the labeling vector of each class is parsed during
the learning process and then exploit the learned dependencies
between feature and class labels for deriving a decision mar-
gin, whereas, in case of deep learning algorithms, it appears
in layers that can learn and make intelligent decisions on its
own.

1) Support Vector Machine: The support vector machine
works on the foundation of a good theoretical learning al-
gorithm to solve regression analysis as well as classification
type problems. The SVM for regression analysis can be called
as SVR in short. It was invented by Vladimir Vapnik and
his co-workers, and first introduced at the Computational
Learning Theory (COLT) 1992 conference with the paper
[8]. SVM characterizes the maximal margin algorithm for
supervised learning models. In the maximal margin principle,
SVR tries to find the optimal hyperplane which maximizes the
margin and minimizes the error. Compared to classification
problems, regression analysis outputs a continuous variable.
The SVR approach defines a margin of tolerance ¢ where no
penalty is given to errors. At the same time, it punishes the
wrong estimation with a cost-insensitive symmetric hinge loss
function.

An alternate approach in SVR applications is the kernel
modification. A kernel which possible to transform the given
data set to higher dimensional space to derive a liner decision
boundary. A properly chosen Radial Basis Functions (RBF)
had employed as a kernel function in this work. RBF is also
called the Gaussian Kernel which means that each feature
vector of the dataset in the transformed dimensional space
influenced by the Gaussian observation.

2) Deep Neural Network: Deep Neural Network is an
important step in the machine learning algorithms. Their
learning methods are trying to model data with complex
architectures and distributions by combining different non-
linear transformations. In this work, a general fully connected
DNN is implemented. The other main categories of deep
learning methods are Convolutional Neural Network (CNN)
and Recurrent Neural Networks (RNN). The elementary bricks
of deep learning are the artificial neurons (perceptrons) which
are inspired by biological neurons. An artificial neuron com-
bines the input signals with adaptive weights and uses an
activation function to deliver the output to be estimated. An in-
depth discussion about the architecture as well as the adopted
parameters has given in section IV.

III. METHODOLOGY

A. Overview of the Work

A global overview of the work is portrayed in figure 1.
We start by mapping gate-level netlist into the probabilistic
graph model. As the structural information of gate-level netlist
is transformed into the probabilistic graph, the statistical
properties of a graph node conventionally equivalent to that of
a sequential (flip-flop) or logic (gate) element of the circuit are
exposed. To execute this preliminary part of the work, different
user-defined VPI functions had been written in C/C++ and
linked to standard EDA logic simulators. The VPI library is
able to extract all the relevant details of the gate-level netlist
and formats them into a probabilistic graph model through
GML graph attributes. In the next stage of the work, an SVM-
Regressor (SVR) - a standard machine learning algorithm and
fully connected DNN based on the deep learning algorithm,
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were adopted as the learning-frameworks of the features from
the probabilistic graph.

The feature matrix X for the implemented learning-
frameworks is obtained by the random walk method using the
node2vec algorithm. This algorithm can provide the feature
dataset for the Circuit Under Test in a desired dimensional
space within fractions of seconds. The random walk method
gives a feature vector corresponding to a node by preserving
neighborhood structure. The feature vector is mainly based
on transition probabilities from source to target nodes in the
neighborhood area and also the degree of nodes.

Gate-level Netlist

® | ProbabilisticGraph

X- Feature matrix
Node2vec

Fault Injection campaign

SVR DNN  Models

Model
Validation

Fig. 1. Systematic block diagram of the scientific work

We choose a first principle approach - a basic, straightfor-
ward fault injection and simulation campaign, as a reference
model and as a comparison baseline. This way, more stringent
validation of the expected goals became possible. As observed
from figure 1, the fault injection based ground truth data is
shuffled and has split with a test size of 40% and a Training
size of 60%. After training the learning models, predicted FDR
values of flip-flops has been compared with the test vectors
from the fault injection campaign FDR data. The ML/DL
algorithms had been implemented in python with the help of
Keras and Scikit-learn libraries which are available as open-
source machine learning libraries for the Python programming
language.

B. Node2vec: Scalable Feature Learning on Graphs

The node2vec algorithm proposed by Aditya Grover in [6]
is endowed here in its novelty. The node2vec algorithm is
a framework for learning continuous feature representations
in the graph network. It maps the nodes in the graph into
the desired dimensional feature space which maximizes the
likelihood of preserving the network neighbourhood of nodes.
Node2vec algorithm can apply to any given directed or undi-
rected, weighted or unweighted edge networks.

Nowadays, representing a dataset in a graphical domain
becomes a very useful (and obligatory) tool. We use this
approach for predicting and visualizing the probability factors
over nodes and edges. The netlist from the gate-level abstrac-
tion of the circuits is successfully represented in the graph
domain. For performing a prediction analysis, a careful effort
is required to develop a feature vector space that suitable for
different learning algorithms. This requirement has achieved
with the node2vec algorithm.

The feature learning framework of the node2vec algorithm
had been formulated as a maximum likelihood optimization
problem. The given network can be represented as G = (v, €),
where v represents vertices or nodes and ¢ represents the edges
between the vertices. f : V' — R? is the mapping function
from a node to d dimensional feature space, where V' stands
for a whole set of vertices. f is a matrix with size of |V|xd. A
neighborhood sampling strategy S is used to define a network
neighbourhood as N (u) of a source node u. The framework
optimizes the objective function f by maximizing the log-
probability of observing a network neighbourhood N, (u) for a
node u, conditioned on its feature representation. The objective
function is given by:

mj@leogPr (Ns(uw)|f (u)). (1)
ueV

The sampling strategy developed for node2vec is a flex-
ible random walk that interpolates two important sampling
strategies termed as Breadth-first Sampling (DFS) and Depth-
First Sampling (DFS). In BFS, the sampling nodes are the
very immediate neighbors of the source node whereas, in DFS
the neighbors have been obtained by sampling sequentially at
increasing distance from a source node. The two important
factors in the node2vec algorithm are flexible biased random
walk and search bias a. Let consider a source node u and a
random walk length [ and ¢; denote the i** node in the walk
from source node ¢y = u. The probability of ¢; given ¢;_; is

generated by:
} @)

where, where 7, is the unnormalized transition probability
between nodes v and x, and Z is the normalizing constant.

The search bias factor o is a major factor in calculating
Tye. Consider a random walk that just traversed the edge
(t,v) and resides on node v. As a next step in the random

Tz if (v,x) € FE
Plei=a]ei1=v)= { g Otherwise
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walk, an unnormalized transition probability 7,, on the edge
(v,x) leading from v, is estimating. The unnormalized transition
probability is set to Ty, = aipg(t, T).wye, Where:

% if di =0
apq(t,z) = 1 ifdy, =1 3)
% if dyp =2

and w,, is the weight of the edge. In the case of unweighted
edge, w,; = 1. The dy, is the shortest path between t and x.
Parameter p is called the Return Parameter and it controls
the likelihood of immediately revisiting node in the walk.
q is called an In-Out parameter which allows the search to
differentiate between inward and outward nodes. Here, feature
space with dimension 8 had extracted. The feature vectors of
three arbitrary flip-flops had plotted in figure 2 for giving an
illustration of the vector’s statistical variance.

Dimensional-Node2vec values

15 - HipFlop1 LR

«+ Flip-Flop_2 \
Flip-Flop_3

o i 2 3 4 5
(8-Dimensional) Feature-Space

Fig. 2. Feature vector of three arbitrary flip-flops

C. Regression Evaluation Metrics

1) Mean Squared Error (MSE): If y; is the predicted value
and y; is the true value corresponding to the i*" sample, then
the mean squared error to be estimated over n samples is
defined as,

n—1
. A2
MSE(y,§) = ;(yz i) )

The regression error will become minimal as MSE ap-
proaches to zero.

2) R - Squared Score (R?): also known as the coefficient
of determination. If §j; is the predicted value of the i*" sample,
and y; is the corresponding true value, then the coefficient of
determination estimated over n samples defined as,

i(% - 4i)?

Ry j)=1-="—— (5)

n—1

Z(yi - )

=0

n—1

where, y; = %Z y;. Numerical value 1 indicates a good

regression fit, whiig 00 indicates a worse fit.

3) Explained variance score (EVS): f 3 is the predicted
value of the target value y, then Explained variance score
estimated over n samples is defined as,

Var{y — i}

©)
where, Var is the square of the standard deviation. The best
possible score is 1.

IV. RESULT : MODELING AND VALIDATIONS

To test the applicability of the node2vec based features
for the machine learning frameworks in the system reliability
evaluation, a validation effort has been performed on a 10-
Gigabit Ethernet MAC IEEE 802.3 standard circuit. Experi-
menting with fault injection for each flip-flop independently
and documenting how probable is the fault to affect the
overall function of the circuit as the Functional Derating factor
provides the reference dataset for the validation. About one
thousand two hundred and two (1202) flip-flops have used for
evaluating the prediction models. The circuit is accessible at
OpenCores as the 10-Gigabit Ethernet project.

A. Result Analysis : SVR

The prediction result of Support Vector Machine Regression
are provided in figure 3a and jointly presented a scatter plot
in figure 3b respectively. The corresponding evaluation metrics
have been given in Table II. In SVR, we use the RBF kernel
function which described as,

K(X,X') = exp (—7 X — X/||2) . o)

The X and X' are the two data points in vector form. The
kernel K maps them to higher dimensional vector space. 7y
is called the spread of the kernel function and, it tuned to y
= 0.01. The other important parameter is epsilon e which,
responsible for error tolerance and set to € = 0.0125. The
parameter C' is the regularization scheme and, proper value is
chosen for the penalty factor C. Here C' = 10. A grid-search
cross-validation method tunes the parameter values. From the
prediction diagram 3a, the predicted values approximating the
original values which, sorted in ascending order by values. The
scatter plot in figure 3b indicating a good correlation between
predicted and original test data. But there is still a space
for improvement because the scatter plot having a variance
between the axial components. The metrics R? from Table II
is indicating the good regression fit of prediction with original
data. It is almost 69%. If the predicted values approximate
more likely to the tested data, the R? will tend to the numerical
value 1. In the same way, the metric MSE form Table II is
equal to 0.027 and, it will close to 0 when the approximation
becomes better. The metric EVS also mentioned in Table II.
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Fig. 3. Regression by SVR model

B. Result Analysis : DNN

The DNN architecture had been chosen according to table
I. The input layer is nothing but the feature vectors. The
Dense_1, Dense_2, Dense_3, and Dense_4 are the hidden
layers. Dense_5 is called the output layer which outputs the
estimated regression values. Each hidden layer is a fully-
connected dense layer where the number of inputs to each
neuron is equal to the output size of the previous layer. The
weights of neuron inputs and the bias factor are the parameters
that need to be optimized. The hyper-parameters termed as loss
= ’Mean Squared Error’, optimizer = ’Adam’ and batch_size
= 10 are chosen according to cross-validation method. The
Dense_1 layer has a shape of 126 neurons. With the input
feature vector of dimension 8, DNN training for getting a good
prediction accuracy becomes difficult. Therefore, the Dense_1
layer will map the low dimensional input vectors to a high
dimensional space. DNN will show significant performance
with a higher dataset dimension.

Figure 4a shows that the DNN method provides an adequate
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(b) Scatter plot between prediction and true value

Fig. 4. Regression by DNN Model

TABLE 1
DNN ARCHITECTURE

Layer Output shape  Parameters
Dense_1 126 25326
Dense_2 64 8128
Dense_3 36 2340
Dense_4 12 444
Dense_5 1 13

prediction. A majority of the estimations are close to the true
values, which indicates a good R? value. From Table II, the
R?is 0.77. The MSE value is 0.0259, which indicating that the
mean error is also low. Figure 4b provides the corresponding
scatter plot, showing the correlation between original test
values and predictions. Here also, we can see the variance
between the two axis components.

C. DNN vs SVR

Metrics form Table II indicate a dominant performance of
DNN in terms of R2, EVS and MSE. The score EVS is
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TABLE II
METRIC EVALUATION FOR DIFFERENT REGRESSION MODELS
(TRAINING SIZE = 60 %)

Model MSE EVS R?
DNN  0.025995 0.770322  0.770169
SVR  0.027359  0.690909  0.689758

used to measure the discrepancy between model-driven values
and actual data. The high value near to 1 shows the model
is providing a valuable prediction. It appears that the DNN
model performs better than SVR. But other facts need to be
highlighted. In Table III, the time needs to execute different
models had compared. The fault injection campaign over 1202
flip-flops of the Ethernet-MAC circuit took nearly five days per
Modelsim software. SVR seems to be very fast while the DNN
needs to optimize a comparatively large set of parameters, as
explained in Table I. But, when compared to traditional fault
injection methods, it should be considered that ML/DL models
depend 60% true detests that generated by traditional fault
injection methods.

TABLE III
TIME PERFORMANCE OF DIFFERENT MODELS

Model Time
Fault Injection (1 Modelsim) 5 days
Fault Injection (7 Modelsim) 17 hours
SVR < 1 minute
DNN 6 minutes

Finally, the DNN and SVR have been compared using 95%
Confidence Interval (CI) and Mean values between predicted
and original values. This comparison showed in figure 5. Here
DNN performs comparatively better because the difference
between the means of the respective predicted and the target
values is small compared to that of SVR.
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Fig. 5. CI comparison : SVR Vs DNN

V. FUTURE WORK

Even though the implemented ML/DL models are achieving
their reasonable accuracy within a very short interval of time,
all those algorithms need high quality training data. In our
case, we have used a 50% — 60% of the database obtained
through first principles methods (fault simulation) for the
training process. The real-time data processing applications
will not accept this fact to an extent. Every circuit and its
electrical characteristics vary from one to another. It could
be useful to solve the issue of the training data set by using
Graph Convolutional Neural Network (GCN) [2], that needs
only 5% — 10% of training data. Recent research work about
this idea had published in [11]. Another development direction
is to develop acceptable prediction over gate-level netlist with
the node2vec feature matrix and with more advanced graph-
based deep neural architectures. A GCN based probability
distribution comparison has shown in 6. According to the
comparison, a graph convolutional neural network can reach
an acceptable prediction goal.
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Fig. 6. Histogram comparison of GCN model

VI. CONCLUSION

The works implemented in this paper depict the importance
of extracting a low-dimensional feature matrix from a gate-
level netlist of logic circuits by the node2vec algorithm.
This feature matrix has validated using SVR and DNN ma-
chine learning algorithms. These algorithms have compared
with different regression metrics and diagrams. The whole
experiment is proving that the extracted feature matrix by
the node2vec algorithm, can be used to perform ML/DL
algorithms successfully. This feature space can also apply to
complex neural network architectures to reduce the estimation
time of different circuit reliability factors.
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Abstract—The paper is proposing a methodology for modeling
a gate-level netlist using a Graph Convolutional Network (GCN).
The model predicts the overall functional de-rating factors of
sequential elements of a given circuit. In the prel y phase
of the work, the important goal is making a GCN which able to
take a gate-level netlist as input information after transforming
it into the Probabilistic Bayesian Graph in the form of Graph
Modeling Language (GML). This part enables the GCN to learn
the structural information of netlist in graph domains. In the
second phase of the work, the modeled GCN trained with a
functional de-rating factor of a very low number of individual
sequential elements (flip-flops). The third phase includes the
understanding of GCN models accuracy to model an arbitrary
circuit netlist. The designed model validated for two circuits.
One is the IEEE 754 standard double precision floating point
adder and the second one is the 10-Gigabit Ethernet MAC IEEE
802.3 standard. The predicted results compared to the standard
fault injection campaign results of the error called Single Event
Upset (SEU). The validated results are graphically pictured in
the form of the histogram and sorted probabilities and evaluated
with the Confidence Interval (CI) metric between the predicted
and simulated fault injection results.

Index Terms—Probabilistic Graph Model (PGM), Graph Con-
volutional Neural Network (GCN), Functional De-rating, Single-
Event Upset (SEU). Gate-Level Netlist, Graph Modeling Lan-
guage (GML)

I. INTRODUCTION

System engineering advances and focusing on the integra-
tion of small-scale technologies in the system building process.
The realization of full potential micro- and nanoscale de-
vices highlights the challenges faced by electronics businesses
industries in maintaining or improving their technological
competitiveness. System engineering and its challenges keep
the design engineers more concentrating on the reliability
issues with their designed systems. Focusing on the reliability
problems occurring with micro- and nanoscale technology de-
velopment and its impact on everything from the design phase
to actualized products in the health, automotive, aerospace,
communication, and many other fields, the system design
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engineers considering all possible methodological precautions
to prevent reliability issues based on their criticality. The
industrial customers demanding high-quality reliable devices
and in order to meet the requirements, research and design de-
partments proposing different metrics which ensures a default
standard quality and reliability. One of the major threats in
the system’s reliability is the Single Event Effects (SEE) due
to the cosmic rays and electromagnetic radiation. Cosmic rays
are particles that hit the Earth’s atmosphere from space. They
include protons, helium nuclei (like « radiation), and electrons
(like [ radiation). The radiations like gamma and X rays,
which are electromagnetic and indirectly ionizing radiations.
The two major consequences of the SEE are Single Event
Transients (SET) and Single Event Upset (SEU). The effect of
SEU and SET at the functional level of the circuit is known as
functional de-rating factors. They are more closely examined
here with help of exhaustive and accelerated fault injection
campaigns.

The important aspect of the fault injection campaign is the
more reliable and accurate information over other different
mathematical models. In contrary to this point, the effort in
terms of time is non-feasible from the perspective of a de-
signer. The effort in the non-feasible dimension of work can be
reduced by implementing different statistical and mathematical
models. This research goal achieving through the proposed
model and automate the assessment of different reliability
factors within feasible time constraints and making a trade-
off with accuracy.

A. Motivation

Even though above-explained networks are eligible to do
deep learning, the implemented model predominantly depend-
ing on the neural network as referenced in [4] and [3]. The
cited paper [4] extends the current neural networks to a new
model called Graph Neural Network (GNN) and process the
data in graph domains. There is a lot of scientific areas of
engineering which deals the information in the graph domains.
This point is considered to be a decisive moment of the thought
towards a representation of the gate-level circuit information
in graph domains and feeding to a graph neural network
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for processing it. Here, the implemented model adopts a
form of Graph Convolutional Network (GCN) proposed by
Thomas.N.Kipf in [2], which is another version of gener-
ally called graph neural networks. This model is particularly
briefed in section IV and V.

B. Organization of the Paper

The introduced paper includes nine sections in total. Section
I generalizes the facts and issues in the field of reliability
engineering and followed by the main motivation of this work
as well as the organizational structure of the paper. Section
II gives a background introduction to neural networks and
different reliability factors of the micro-electronic systems.
This part dedicated to explaining the background of this
work. In Section III, the main methodological implementation
overview is given, whereas in section IV and V, GCN model
and it’s neuron implementation explained with mathematical
equations. That is, sections IV and V together constitutes
the methodology and model architecture and their in-depth
view. Section VI illustrates the results and their validations
in terms of 95 % Confidence Interval (CI), histograms and
sorted order of FDR probabilities. Section VII describes the
main model drawbacks. Future works and their importance
with their probability to achieve, are discussed in section VIII
and In Section IX, the whole work and it’s holistic approaches
are concluded.

II. BACKGROUND
A. Interpretation of Standard Electrical Terms

1) SEE Analysis Concepts: As the term suggests, a single
event effect (SEE) results as the penetration consequences of
the energetic radiation particle. The main consequence effects
are classified as two categories destructive and non-destructive.
The Single Event Upset (SEU) and Single Event Transient
(SET) are considered to be non-destructive and soft-errors.
The radiation hazards like Single Event Latchup (SEL) are
categorized under hard-errors (or) destructive-type faults. An
elaborate explanation for different radiation hazards can be
referenced from [1]. This work is mainly contributing to the
derating analysis of Single Event Upset in sequential elements.
The quantitative analysis of SEE is based on different derating
factors, called Functional derating, Logical derating, Temporal
derating, and Electrical derating.

2) Electrical Derating: The Electrical Derating (EDR)
evaluating the effect of modeled logic SET pulse that has the
same effect in the circuit as the original analog SET pulse.
SET pulse can be modeled logically as an inversion of the
output signal amplitude of combinational cells in gate-level
abstraction. The effect of such types of anomalies with various
electrical factors like electrical pulse width and electrical
amplitude range defines how well a transient error obstructs
the standard signal propagation in the given circuit.

3) Temporal Derating: Temporal Derating (or) Time de-
rating associate to the opportunity window ascribed to SEE
error (SET (or) SEU) and it’s probability to be latched to

the downstream sequential elements like Flip-Flop, Latch and
Memory.

4) Logical Derating: The logical vulnerability of the SEU
within the combinational cell network based on their logic
functions is quantified with masking effect probability, termed
as Logical Derating (LDR) factor.

5) Functional Derating: Functional Derating evaluates
how likely the soft error propagate to make an observable
impact on the functioning of the circuits or systems.

B. The reasoning of Graph Convolutional Neural Network

Artificial Intelligence

Machine Learning

Fig. 1. A relational analysis of Artificial Intelligence (AI), Machine Learning
(MI) and Deep Learning (DL)

The part actually gives a clear idea of the relationship
between Artificial Intelligence (AI), Machine Learning (ML)
and Deep Learning (DL) to the reader. The main point of
view is, Deep Learning or Deep Neural Networks (DNN) or
Artificial Neural Networks (ANN) are commonly considered
as a subset of machine learning which in turns derived from
the concept of artificial intelligence. The machine learning
in which data parsed for learning phase and then apply
the learned dependencies of the data features to arrive at
a decision, whereas, in case of deep learning algorithms, it
appears in layers to create an Artificial Neural Network (ANN)
that can learn and make intelligent decisions on its own. The
artificial intelligence considered to be a global idea of ML and
DL and it can be defined by a way of enabling the machine
(e.g. a computer) to attain a given task based on a stipulated
set of rules called an algorithm.

As mentioned in the above paragraph, the deep neural
networks are able to make intelligent decisions on its own,
the work which experimented here mainly based on a neural
network, called Graph Convolutional Neural Network. Intelli-
gent network like GCN is actually different from traditional
neural networks algorithm and slightly varied from traditional
Convolutional Neural Networks (CNN). A normal neural
network consists of staked hidden layers, where each of the
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neurons (or) nodes from the current layer receives input from
all the nodes from the previous layer, commonly known as
dense layers. Then performs a dot product of the data at the
input of the neuron and the weights of the neuron and passed
through an activation function respectively. These determined
values passing to the successive layers by concatenating the
input, hidden and output layers together. CNN is different from
the traditional way of constructing the dense layered neural
network. In CNN, the initial input features are convolved with
kernel input filters and then down-sampled through a pooling
layer and finally directed to a normal fully connected neural
network.

III. OVERVIEW OF THE WORK

A better overview of the work portrayed in figure 2. Before
stepping into the detailed structure of the whole work, it is
very relevant to brief the importance of mapping the gate
level netlist into the probabilistic graph model. The more
the mapping achieve accuracy, the more the model delivers a
valid result because the graph structure maintains the required
statical information. In order to execute the preliminary aim of
the work, different user-defined Verilog Procedural Interface
(VPI) functions had written and it in turn applied to extract all
the relevant details of the gate level netlist and formatted into a
probabilistic graph model through GML attributes. As stepping
forward into the successor stage of the work, GCN adopted
as the model in order to learn the whole designed probabilis-
tic graph. The more comprehensively explained hierarchical
architecture of GCN updated in the successive sections.

The netlist representation in graph domains subsequently
used to extract the adjacency matrix, which represented by
A in the figure 2. Correspondingly, a feature matrix X also
obtained by the random walk method using the node2vec
algorithm. The random walk method gives a feature vector
corresponding to a node with respect to its neighboring nodes.
The feature vector is mainly based on transition probabilities
from source to target nodes and also the degree of nodes.

These are the two main inputs given to the GCN model.
GCN then commenced learning the whole netlist as a proba-
bilistic graph. As soon as, it processes the adjacency matrix
and feature matrix, a model of the netlist is delivered. After
that, this model is used for the training phase and testing
phase for accomplishing the FDR prediction goal. Finally, the
predicted data is compared with the fault injection campaign
FDR data.

The whole deep learning framework was implemented in
MXNet.

IV. GRAPH CONVOLUTIONAL NETWORK
A. Recent Literature History

Different prodigious research work had been introduced in
the past decades of years, for generalizing the conventionally
established neural network like Recurrent Neural Network
(RNN) or Convolutional Neural Network (CNN) for working
on arbitrarily structured graphs, even though it is a great
challenging problem.

Gate-level Netlist

Probabilistic Graph

X- Feature matrix
A - Adjacency
Matrix

Fault Injection campaign
Fault
s
Error

GCN Model

Clock
signal

Signal

Model
Validation

Fig. 2. Systematic block diagram of the scientific work

This work is mainly based on the GCN neural network.
A similar spectral approach introduced in [S]. By the GCN
model, it is able to exemplify the spectral rule approach in
the graphical learning process and it achieves significantly
faster training times with higher predictive accuracy and also
reaching state-of-the-art classification results on a number of
benchmark graph datasets.

B. Architecture

Figure 3 provide a architectural view of GCN. The work
made a GCN model of two hidden layers as given in figure 3.
The first layer in this work contains 4 hidden nodes and the
second layer contains 2 hidden nodes. These two hidden layers
stacked between the input layer and the output layer. The input
layer contains a number of nodes which equivalent to the gate-
level netlist elements of the circuits. It varies from circuit to
circuit. The model can able to model even for a large number
of elements of the circuit by this time. But it is difficult to say
a limit now. Both hidden layer’s nodes activated by the non-
linear function called a hyperbolic tangential function (Tanh).
During the training phase, the model is updating at each
step and optimized by an adaptive learning rate optimization
algorithm called Adam’ [7]. The dimension of the hidden
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layers can be chosen by arbitrarily and it depends on the parsed
adjacency matrix.

Outputs

Hidden Layer € R™! Hidden Layer € R"2

GCN input layer GCN hidden layers GCN output layer

Fig. 3. GCN model [2]

C. Model

The Graph Convolutional Network is a powerful neural
network architecture for machine learning on graphs. Fol-
lowing paper [2], revealing the fact that most of the graph
neural networks has been addressing a common architecture
in general, which lead to the name called Graph Convolutional
Neural Networks (GCN). The convolution name comes after
using the filter parameters shared across all locations of the
graph.

1) Model Definition: The created probabilistic graph model
of the gate-level netlist embedded into the GCN network with
the intention of learning the function of features in the graph.
The graph described as a G = (v,e), where v represents
vertices or nodes and e represents the edges between the
vertices. The graph characterized as,

© : Every nodes i is attributed with feature vector x; of
dimension D. So for N nodes, we have feature matrix X : N x
D.

© : Another important parameter is the adjacency matrix A,
which indicates the graph structure.

© : The propagation rule will produce a node-level output
of Z: N x F, where the F represents a feature vector of each
output node.

©® : Every neural network layer can be represented as in
equation 1.

HEY = f(HY, A) o)

Where H(+1) represents the any hidden layer node matrix
at (14 1)*" level and it equivalent to the function of previous
hidden layer node matrix H' at I*" level and the adjacency
matrix A. H can be taken as the feature matrix X at initial
level, ie H(®) = X and Z at final level. Z represents the graph
level output.

2) Model Propagation Rule: In this whole paper, an exact
propagation model for the Graph Neural Network is adapted
to tackle the prediction problem.

A simple form of the layer-wise propagation rule abbrevi-
ated as:

f(HY A) = o(AH'WY) )

Where, W' is the I*" neural network weight matrix and o ()
is the activation function like Rectified Linear Unit (ReLU),
while this work utilizes a hyperbolic tangent activation func-
tion (Tanh). Even though the above propagation rule seems to
be very simple, it was proved to be very powerful. The major
disadvantage of this kind of model is the adjacency matrix A,
which not normalized so that multiplication of A with feature
matrix will change the scale of feature matrix completely. The
second problem as mentioned by the authors of this model is,
the model does not consider the self-features by a node itself.
And the problem is completely taken away by providing an
identity matrix for the nodes.

The major problem overcame by a normalizing matrix A.
Normalization achieved by an inverse diagonal node degree
matrix D, such as the rows of D~'A sums to 1. So the
multiplication becomes more similar to taking the average
of neighboring nodes. This lead to symmetric normalization
ie, D"2AD~%, and it more than just a mere averaging of
neighboring features. These combined methods used in this
work as a propagation rule which exactly similar to the way
implemented in paper [2] and final layer-wise propagation rule
provided as:

fHY, A) =o(D 2 AD s H'WY) ©)

where, A=A + I; with I defined as identity matrix and Dis
the diagonal degree node matrix of A.

3) Input Feature Matrix: In order to generate a feature
matrix corresponding to the nodes in the probabilistic graph,
we use a node2vec algorithm provided by [6]. node2vec is an
algorithmic framework for learning continuous feature repre-
sentations of nodes in networks. According to this algorithm, it
maps nodes to the low-dimensional feature space which max-
imizes the likelihood of preserving network neighborhoods of
nodes. This objective is optimizing by the stimulated biased
random walks. It preserves a spectrum of equivalences from
homophily to overall structural equivalence, by anticipating a
balanced exploration-exploitation trade-off.

V. GCN NEURON MODEL

Figure 4 represents a single slice of neuron pipeline which
implemented in the neural network. The GCN model neigh-
borhood aggression is typically different from the basic neigh-
borhood aggregation algorithm as mentioned in 4. It is clear
that to mention that, no bias factor is added and trained in the
model. A similar weight matrix W}, used for the self-node
embedding and neighbor nodes embedding. This improves
and achieves more parameter sharing across the network and
down-weights the higher degree neighbors. The important
thing to notice is the normalization factor which varies across
the neighbors instead of a simple average. In equation 4, the
node v is abbreviated for the node targeted for embedding
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Fig. 4. A neuron model for embedding nodes

process, while N (u) in equation 5 represents the neighbouring
nodes of v. h¥ given in equation 5 is k*" layer node v
aggregator as indicated in figure 5. The equation 5 pictorially
represented in figure 4. o() indicates a non-linear function,
simply named as an activation function in figure 4.

R = X, “
} k—1
W= | Wy e )
weNm U VIN@ [ N@) |
Z, =hE (6)

The variable hY shows a node v at the input layer and its
input equivalent to the node v features vector X, extracting
using a node2vec algorithm. The variable 2% denotes node
embedding of a node v at the last layer K of neural network
and the output node’s embedding with its features space
abbreviated as Z,,.

/
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Fig. 5. Aggregation model of a node

Figure 5 shows an aggregator node in the network which
collects related information and features of neighboring nodes.

VI. RESULT : MODELING AND VALIDATIONS

As mentioned earlier in the paper, the model tested with two
circuits. The very first one is the double precision floating point
adder which extracted from the double precision floating point
core as a submodule, which meets the IEEE 754 standard and
available in the OpenCores website. The second circuit is also
accessible from OpenCores as 10-Gigabit Ethernet project,
where Management Data Input/Output (MDIO) function of
this module designed to meet 10-Gigabit Ethernet IEEE 802.3
standard. In MAC design based on the Xilinx LogiCORE
10-Gigabit Ethernet MAC, the transmitter and the receiver
incorporate the reconciliation layer. Therefore the receive
engine, as well as transmit engine, will be specifically designed
to interface the client and the physical layer.

A. Double precision floating point adder

o017 + simulted_fdr
predicted_fdr
Q016
Z 0015
%
T 004
a
8
o
0013
0012
Q011
oo 02 04 0.6 0.8 1.0
Individual error bars - predicted and stimulated
Fig. 6. An overall FDR confidence interval (CI) comparison between

predicted and stimulated data

Figure 6 actually represents the confidence interval com-
parison of the predicted Functional Derating (FDR) data of
flip-flops with the FDR data generated from random fault
injection campaign. The CI calculated in python, by finding
the mean of the flip-flop’s FDR distribution and their FDR
distribution error for 95% confidence interval. There are no
electrical features extracted from the circuit’s gate-level netlist
to train the upholding neural network model. The training had
done with less than 10 flip flops FDR. The overall comparison
indicates the prediction almost following the stimulated SEU
fault’s FDR data.

As observed from the histogram graph depicted in figure
7, the prediction of the FDR probability distribution function
(PDF) of the flip-flops comparatively very close to the original
PDF of the flip-flops.

Figure 8 compares the sorted FDR value of simulated
and predicted data. This sorted FDR plot only shows how
an overall functional derating curve behaves with respect to
flip flops. In fact, it does not provide any individual flip-flip
comparison. The work is currently extending to do that. This
comparison plotted to provide an intuition to the reader that
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Fig. 8. Sorted FDR probability graph

the model is actually able to get a reasonable approximation
with respect to their independent structural information. This
is specifically understandable when the sorted FDR graph in
figure 12 from Ethernet MAC compared here, which entirely
different from floating point adder.

B. Ethernet MAC

Here the modeling tries to validate on Ethernet MAC circuit.
This reveals how powerful is this algorithm to predict on the
completely different histogram with a training sequence of
5 flip-flops (ie, less than 1 % of overall flip-flop number).
Figure 9 represents the overall confidence interval comparison
of the predicted FDR data with FDR data obtained from fault
injection campaign on the sequential elements in each clock-
cycle independently. Figure 10 represents the PDF where
some of the data points are filtered, which considered being
outliers within the data space and plotted the remaining data.
Simultaneously figure 11 detailing the histogram comparison
for full data obtained through the simulation process but
here accuracy of the histogram prediction achieved through
a comparatively higher number of epochs.
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Fig. 9. Representation of CI comparison

pradicted
Stimulated

w

Mo.of flip-flops
ha

0.2 0.0 02 04 0.8 0.8 10 12
FDR (Qut)

Fig. 10. Representation of Histogram comparison (Filetring out some outliers)
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Fig. 11. Representation of Histogram comparison without filtering

VII. MODEL DRAWBACK

Even though GCN models are achieving their accuracy
within a reasonable period of time, the stability for providing
good results can be degraded if we increase the number of
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hidden layers of graph convolutional neural networks beyond
a certain number. This fact is very important if we consider
very large circuits. But some researchers coming with new
optimization methods to overcome the challenges faced by
GCN.

VIII. FUTURE WORK
A. Individual flip-flop’s FDR prediction

All the above analysis explaining an overall distribution
and overall data envelope comparison (like histogram com-
parison), but the algorithm is not producing a comparison of
individual FDR data prediction. This aim could be achievable.
This clearly concluded from figure 13 because the individ-
ual predicted FDR of trained flip-flop sequence pretty well
approximating to it’s the original FDR. This example taken
from the case of floating point adder circuit.

Now after examining the trained sequence and it’s predicted
values from figure 13, we can hope to extend this work with
the training phase composed of a higher number of flip-flops
for achieving more accurate values.

78

B. Classification or clustering of registers based on FDR

It is already beginning to contemplate a future important
application based on this model. It is the ability to do clus-
tering registers based on the trained and predicted FDR. Once
the model started to succeed in the prediction of individual
FDR, then the classification aim will eventuate in reality.

IX. CONCLUSION

The works implemented in this paper depict the importance
of modeling of FDR due to the soft error called SEU in
microelectronic systems using a GCN network. An achieved
goal by this model is the modeling of an arbitrary circuit with
good accuracy and can predict the distribution of FDR derating
factors. The detailed graphical comparison of predicted and
stimulated FDR data for two completely different circuits,
explicitly shows the prediction capability of the model. Future
work for predicting more accurate individual flip-flop’s FDR
data going on, which may result in another dimension of
applications including clustering of registers.
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Abstract—Rapidly shrinking technology node and voltage scal-
ing increase the susceptibility of Soft Errors in digital circuits. Soft
Errors are radiation-induced effects while the radiation particles
such as Alpha, Neutrons or Heavy Ions, interact with sensitive
regions of microelectronic devices/circuits. The particle hit could
be a glancing blow or a penetrating strike. A well apprehended
and characterized way of analyzing soft error effects is the
fault-injection campaign, but that typically acknowledged as time
and resource-consuming simulation strategy. As an alternative to
traditional fault injection-based methodologies and to explore the
applicability of modern graph based neural network algorithms in
the field of reliability modeling, this paper proposes a systematic
framework that explores gate-level abstractions to extract and
exploit relevant feature representations at low-dimensional vector
space. The framework allows the extensive prediction analysis
of SEU type soft error effects in a given circuit. A scalable
and inductive type representation learning algorithm on graphs
called GraphSAGE has been utilized for efficiently extracting
structural features of the gate-level netlist, providing a valuable
database to exercise a downstream machine learning or deep
learning algorithm aiming at predicting fault propagation metrics.
Functional Failure Rate (FFR): the predicted fault propagating
metric of SEU type fault within the gate-level circuit abstraction
of the 10-Gigabit Ethernet MAC (IEEE 802.3) standard circuit.

Index Terms—GraphSAGE (Graph Based Neural Network),
Gate-level Circuit Abstraction, Deep Neural Networks, Functional
Failure Rate (FFR), Single Event Upset (SEU), Single Event
Transient (SET) and Soft Errors.

I. INTRODUCTION

System engineering focuses on the integration of new small-
scale technologies, which constantly advancing the state of the
art. Current quality requirements from industrial standards and
end-user requirements for high dependability applications ex-
pedite reliability modeling and assessment into an increasingly
significant endeavor. The aggressive technology node scaling
increased the vulnerability of radiation-induced soft errors. The
issues due to radiation-based effects, particularly, Single Event
Effects (SEEs) seriously impact the circuit’s reliability and, the
effects of impacts on the functional behavior of the circuit
are challenging to evaluate. A valuable approach to tackle
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the challenge is the fault injection (or) simulation principle
that provides precise and accurate information about circuit
behaviour under stress and allowing the calculation of actual
circuit-level reliability metrics.

A. Motivation

As mentioned above, the exhaustive fault injection method is
the ultimate reliability assessment method in terms of accuracy,
but it is very inconvenient in terms of time and EDA licenses;
which, makes this approach infeasible on medium and large
scale circuits. Therefore, a new test methodology has proposed
here. The fundamental idea is to provide an alternate solution
to avoid unreasonable test costs by maintaining good statistical
significance in results of proposed scope. Research proposals
based on Graph Theory and Deep Learning (DL) techniques
are more advanced and greatly favoured by researchers to
learn statistical dependencies of system-function on related
parameters. This motivation develops into a method of applying
GraphSAGE algorithm and trying to find the best way to de-
velop relevant feature databases from the gate-level netlist and
subsequently applying to a downstream deep neural network
for the functional failure reliability metric assessment.

B. Related Works

Application of Artificial Intelligence (AI) and Deep Learning
approaches to extract feature database of information in the
graph network domain, were benefited in different fields. In
recent years, different supervised and unsupervised DL ap-
proaches have proposed for graphical node embedding. The
process of leveraging a node’s features into a vector form is
called the node embedding. Node2vec [1], Graph Convolutional
Networks (GCN) [2] and GraphSAGE [3] have recently gained
much attention from researchers for node embedding process.
The application of graph-based neural network algorithms
(GCN and node2vec) for circuit’s reliability modeling, have
proposed in papers [4] and [5] respectively. There is sufficient
literature for machine learning (ML) applications in system
reliability engineering. But, most of the classical machine
learning algorithms rely on black-box modeling (not transparent
in modeling the metrics). Here, we aiming a framework which
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could learn the structural information of circuit’s gate-level
abstraction in an unsupervised way (without the true target-
probability information) based on graphSAGE algorithm and
applied these node embedding vectors to a downstream deep
learning algorithm. A proper mathematical fault propagating
metric given in eq.1 has modeled in this scenario. The analyzed
results providing the case of much better numerical superior-
ity in fault propagational metric predictions and interestingly
reducing the time complexity.

C. Organization of the Paper

The organization of the paper includes a brief introduction
followed by sections II, III, IV, and V. Section II covers not
only the theoretical background of the physical phenomena
and mathematical functions to be modeled but also a brief
description of graph theory and graph-based neural networks.
The workflow of the framework has provided in section III.
Section IV illustrates the results of the fault propagating metric
predictions and, finally, a conclusion to the holistic approaches
provided in section V.

II. BACKGROUND & METHODOLOGY
A. Reliability Modeling at Gate-Level

Single Event Upset (SEU) and Single Event Transient (SET)
are the principal consequences of Single Event Effects (SEEs).
Single Event Effects are challenging phenomena to analyse
or predict when the silicon material of the circuit interacted
with the radiation particles. The Single Event Upset widely
used here as a prominent SEE representative, and use-case
mainly implies an inversion of the stored value in a flip-flop,
latch, or memory cell as the result of the radiation-induced
charge. Single Event Transient represents a transient pulse of
an arbitrary width due to the radioactive event and probably
propagate through the combinatorial network and latched to
the downstream sequential element. Among SEU and SET
events, more probably SEUs will change the state sequences
of the circuits and lead to a classified functional failure of the
circuits. The functional failure rate due to SEU (FF'R; s,,) at
the given flip-flop (¢), predicting through this framework. The
fault propagational probability metric F'F'R; ;.. described as:

FFRisu=FITisu- [ DRj )
jeT,L,F
FFRseu = Z FFRz,seu (2)

i€EFF

where, DR;p, DR;;,, and DR;r represent the fault derating
or masking factors such as Temporal Derating (TDR), Logical
Derating (LDR) and Functional Derating (FDR) respectively.
Similarly, F'IT; e, denotes the rate of soft errors at the flip-flop
(¢) in Failure-In-Time (FIT) unit. Readers could refer the papers
[6]-[10] for the deep insights about the radiation-induced soft
errors and their inevitable intrusive nature in the functioning of
microelectronic devices in aggressive radiation environments.

1) Temporal Derating: Temporal (or time) derating repre-
sents the opportunity window of an event (SET or SEU) and it’s
probability to be latched to the downstream sequential elements
like flip-flop, latch or memory.

2) Logical Derating: The porpagational probability of SEU
or SET, within the combinational (or) sequential cell networks
based on their logical boolean functions is quantified as logical
masking probability (or) logical derating factor.

3) Functional Derating: The probability of the SEU/SET
event affects the function of the circuit’s actual application.
Even though the possibility of changing the circuit’s state
sequences is significant due to SEU/SET, the effect may be
benign or masked because of the application scope.

B. Graph Theory and Deep Learning Algorithms

1) Graph Theory: The graph theory is renowned for a math-
ematical representation of the data objects and their pairwise
relationships in a graph model. In this context, the gate-level
abstraction of the circuit has transformed into a graph network
where vertices () analogous to the flip-flops and gates, and
the directed edges (¢) represent the connection between them
from input ports to output ports direction. The mathematical
graph-function G of the transformed network given as:

G = (v,¢) 3)

2) GraphSAGE: The GraphSAGE [3], a general inductive
framework which leverages node’s feature information to effi-
ciently generate node embeddings for previously unseen data.
GraphSAGE could be also explained as a graph based neural
network with sampler and aggregator functions. Basically the
GraphSAGE framework learn a function that generates the
node embeddings by sampling and aggregating features from
a node’s local neighbourhood. Most common approaches like
node2vec algorithm [1] require the availability of all the graph-
nodes during the training phase of the node embedding process,
and those approaches are inherently transductive and generally
unable to postulate the learning function to unseen nodes.
But an inductive node embedding meant to be an optimized
generalization across the graph with same form of features.
That is, we can leverage the node features of unseen graph
part of a circuit by the embedding generator which trained
once with a more generalized graph models of the circuit. This
embedding part provides not only the local role of nodes in
the graph but also their global positions. A sampler function
defines the node’s neighborhood definition through a uniform
sampling of a fixed number of nodes instead of sampling the
entire neighborhood space at each depth-wise iteration. It will
result in boosting the optimal usage of memory and reduce run-
time complexity. Generally, usage of the word ‘Depth’ means
a measure of a fixed distance from the source node for the
neighborhood search. At each iteration of depth, an aggregator
function has employed. From the state-of-art of the graphSAGE
framework, numerous aggregator functions are available like
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Mean aggregator, Long short-term Memory (LSTM) aggre-
gator, Pooling aggregator and Graph Convoultional Network
(GCN) based aggregator. Here we implemented a Pooling
aggregator with help of a python neural network libraries. The
basic idea of the graphSAGE simplified and explained in the
figure 2.

3) Deep Neural Network: Deep Neural Network (DNN) is
an important step in machine learning applications. DNNs are
trying to model data of complex distributions by combining
different non-linear transformations. The elementary bricks of
deep learning approaches are artificial neurons (perceptrons),
which are inspired by biological neurons. An artificial neuron
combines the input signals with adaptive weights and uses
an activation function to deliver the output. In this work, a
general fully connected DNN has implemented. The other main
categories of deep learning methods are Convolutional Neural
Network (CNN) and Recurrent Neural Networks (RNN).

C. Fault Injection Simulation Paradigm

As above mentioned, the true database required to train
and predict the fault propagating metric (F'F'R; s,,), obtained
through an exhaustive Fault Injection (FI) campaign. In an
exhaustive FI campaign, an SEU type fault injected indepen-
dently at each flip-flop in each clock cycle of the time duration
between transmission and reception of the input packets, as
given in figure 1. If the injected fault (SEU) in a single
clock cycle propagates through the circuit and subsequently
causes the circuit’s function to fail, it will account for the
functional failure. Finally, F'F'R; 4., Was obtained by summing
the functional failures per flip-flop over the total number of
clock cycles required for the operation. In total, 1100 flip-flops
from different blocks of the circuit (such as TX, RX, Wishbone
Interface, Fault State-machine, and Sync_clk), are tested and
recorded functional failure rates (F'F'R; sc.) as true database.

Transmitting Transmission Received Packet

Packet Sequence Sequence
Packet Failure
SEU FI-Timeline by SEU
] .
XGE_MAC (Tx) XGE_MAC (Rx)

Fig. 1. Transmission between XGE_MAC Transmitter (TX) and it’s Receiver
(RX)

III. METHODOLOGY ILLUSTRATION
The whole approach has explained through successive work-
phases as follows:
A. Phase I

The proposed work implements a method to map the gate-
level netlist as a Probabilistic Bayesian Graph (PGB) in the
Graph Modeling Language (GML) format. To accomplish this

goal, a Verilog Procedural Interface (VPI) based library func-
tion (a user-defined library) linked to a standard simulation
tool (ModelSim/open-source tool). A gate-level netlist mapped
to the graph model has represented in figure 2. Parallelly, the
FI database simulated in this phase of the workflow.

B. Phase 11

In the second phase of the approach, a feature matrix (X)
corresponding to graph nodes extracted using the GrpahSAGE
algorithm. As mentioned in section II-B2, GraphSAGE includes
two principal steps. The premier step was the sampler algo-
rithm. The sampler algorithm defines the neighbourhood space
of a source node. In this scenario, we defined the parameter
K = 2, which means that the sampler will sample up to the
depth of 2 neighbourhood space. In the second step of the
GraphSAGE algorithm, an aggregator has implemented at each
depth (1 < k < K). This could be seen in Phase II of figure
2, where blue and green line indicates the aggregators at depth
k =1 and k = 2 respectively. Here, a max-pooling aggregator
was implemented. The mathematical abstraction of the pooling
aggregator [3] formulated as:

AGGRE!™ = maz({o(Wpoorhl, +b), Yu; € Ni(v)}), (4)

where equation 4 represents the aggregator function at depth
k and it basically a neural network with parameters Wy
and b. Parameters optimized through unsupervised learning.
Ny (v) represents k-neighbourhood of vertex v and AE in-
dicates the aggregated neighborhood vector and, o is the
activation function of the neural network. In this way, we could
represent the whole GraphSAGE algorithm as a graph-based
neural network. At the end of this phase, each node reformed
into a corresponding vector and alternatively form a matrix
representation (X) of the circuit as given in figure 2.

C. Phase III

Phase III of figure 2 elucidates the DNN algorithm that
exercised for prediction purposes. There are two parts included
in phase III. The first part is the training part of DNN, and
the second one is the testing part of DNN. In the training
part, 40 % of the feature matrix and corresponding target
probability metric from FI - database, are taken to postulate a
hypothesis that best describes the target probability distribution
(FFR; seu) by supervised learning method. The optimized
parameters (Weights and Bias) of the best fit of the target
distribution should provide as model parameters. In the testing
part, the proposed model applies to an unknown input vector
and predicts the target probability metric. The DNN architecture
consists of 5 dense layers, including the input and the output
layers.
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Fig. 2. A Systematic workflow diagram of the implemented scientific work
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The final phase includes a comparison between the predicted
and target probability metrics. The compared results plotted in
figure 3, as well as the impacts of results provided in table I.

IV. EXPERIMENTAL RESULTS

TARGET_VALUES vs PREDICTED_VALUES
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Fig. 3. Graph Comparison : Mean Absolute Error (MAE) = 0.0186 and
coefficient of determination (R? Metric) = 0.96 with a test size of 60%

In figure 3, the functional failure rates of flip-flops to be
predicted were shown in red color, and the corresponding

predicted probabilities have shown in blue color. The case study
has conducted with the gate-level circuit of the 10-Gigabit
Ethernet MAC. The graphical comparison gives a visualization
of how well the prediction replicates the observed database.
In this case, the DNN prediction achieves the coefficient of
determination (R?) value of approximately 0.96, where the best
model fit value of R? metric is 1, and the worst value is 0. In
statistics, the R-squared (R2?) value is the measure of goodness-
of-fit of the proposed regression model and, the projected R-
squared value (0.96) able to explain most of the variation in the
response data. The entire work repeated and achieves a good
prediction accuracy with other standard circuits (e.g., The USB
1.1 Function IP Core).

TABLE I
IMPACT OF PREDICTION IN TIME AND TOOL REQUIREMENTS

Model Time Tool Model Fit (R?)
Fault Injection 17 hours 7 Modelsim Target Model
Fault Injection =~ 5 days 1 Modelsim Target Model
GraphSAGE + DNN' 1 inutes 1 Modelsim 096

(Test + Training)

Table I outlines the impacts of accelerated predictions in
terms of time and simulation tool requirements. Even-though
GraphSAGE and DNN based ensemble algorithm provide a
significant reduction in the required test resources without com-
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promising the quality of modeling, the implemented algorithm
depends on 40% of Fl-database for training the downstream
DNN as picturized in Phase III of fig.2. But, it is quite
impressive to note that the test and training phase of the whole
algorithm takes only less than 10 minutes.

V. CONCLUSION

An accelerated testing methodology; that is scalable and very
cost-effective in resource handling, has developed for medium
and largescale circuits to predict Functional Failure Rate due
to SEU type fault without dropping the significance of the
statistical modeling.
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Abstract— The gigantic complexity and heterogeneity of
today’s advanced cyber-physical systems and systems of systems is
multiplied by the use of avant-garde computing architectures to
employ artificial intelligence based autonomy in the system. Here,
the overall system’s reliability comes along with requirements for
fail-safe, fail-operational modes specific to the target applications
of the autonomous system and adopted HW architectures. The
paper makes an overview of reliability challenges for intelligence
implementation in autonomous systems enabled by HW
backbones such as neuromorphic architectures, approximate
computing architectures, GPUs, tensor processing units (TPUs)
and SoC FPGAs.

Keywords— reliability, safety, fault tolerance, autonomous
systems, standards.

1. INTRODUCTION

Recent rapid expansion of autonomous systems has enabled
numerous unprecedented novel services and businesses.
However, the wunleashed benefits come along with
computationally extremely challenging mission- and safety-
critical application scenarios. The gigantic complexity and
heterogeneity of today’s advanced cyber-physical systems and
systems of systems is multiplied by the use of avant-garde
computing architectures to employ artificial intelligence based
autonomy in the system. The setups such as swarms of
autonomous robotic vehicles are already on the doorstep and
call for novel intelligent approaches for reliability that are often
the key enabling factor for a new product or technology on the
way to market. This success is supported by the connectivity
solutions being developed in the IoT research discipline that is
also moving towards enhanced autonomy of the connected
intelligence-enabled things [1].

Expectations for reliability are very wide as also the variety of
autonomous systems. The latter are driven by a number of killer
applications listed below:

= autonomous vehicles in the automotive domain is the
dominant application in terms of funding and recent research
efforts invested, includes cars with Autonomous Driving
(AD) through levels 3 to 5 of autonomy;

= aircrafts with different degree of autonomy, e.g. employing
the “fly-by-wire’ reliability-critical systems;

* unmanned aerial vehicles (UAVs) commonly known as
drones, both fixed-wing and rotary (quadcopters), these days
are equipped with very high degree of intelligence and tend

978-1-7281-2260-1/19/$31.00 ©2019 IEEE

to operate autonomously individually or in UAV swarms
(autonomous System of systems);

= unmanned ground vehicles (UGVs) include among others
rapidly developing self-driving delivery robots (e.g. [2]) and
farming robots;

= unmanned underwater vehicles (UUVs), e.g. robotic fishes,
and unmanned boats (also unmanned surface vessel (USV))
are heading at long-term operation in harsh environments;

= qutonomous spacecrafits such as satellites and autonomous
landers for remote missions often with limited
communication capabilities;

= autonomous military and law enforcement applications, e.g.
that may be dual use of the above mentioned systems but also
specific weapons, e.g. autonomous missiles.

Today, autonomous systems are quickly getting on top of the
hype cycle [3] and several very recent studies have started to
look into the enabling aspects of such systems, e.g. from the
standards perspective [4], from the security perspective [5], or
for a specific application [6]. In this paper, we make an
overview of reliability challenges in autonomous systems. The
rest of this paper is organized as follows. Section II outlines the
challenging attributes of autonomous systems. Section III and
IV target at understanding industrial standards and the key
concepts in reliability and safety for autonomous systems
Sections V and VI analyze specific requirements introduced by
novel applications and architectures and Section VII discusses
reliability enhancement. Section VIII wraps up the paper.

II. AUTONOMOUS SYSTEMS’ ATTRIBUTES FROM THE
RELIABILITY PERSPECTIVE

The attributes of an autonomous system (AS) from the
reliability requirements perspective may be summarized in the
following set of challenges:

External attributes:

a. Specific application domains and operating environments,
i.e. dangerous, tedious, remote/hardly- or in-accessible for
human involvement;

b. Limited availability and latency of external support for

repair or critical decision-making;

Real-time constraints (often hard real time);

d. An AS is usually a cyber-physical system immersed into
physical world through intensive interaction by sensors
(also implying sensor fusion) and actuators [7];

I
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e. Often, several ASs are combined into a System of Systems
(SoS) [8] with intensive machine-to-machine
communication and resource sharing, enabling computing
continuum and complex distributed computing
architectures, e.g. edge-to-fog computing;

f. An AS imply subjectively higher expectations to reliability
level and lower tolerance to unsafe behavior compared to a
human-operated system.

Internal attributes:

g. High complexity of the computing architectures capable to
run computation-intensive evolvable artificial intelligence
software (e.g. the novel GPUs, the TPU for Google’s
TensorFlow and similar);

h. Specificity of Hardware Neural Networks implementations
that are rather a “sea of elements”, with reduced
structural/functional modularization of hardware;

i. ASs are built utilizing a combination of many very new
untested in-field technologies;

j. An AS implementation has strong dependency on the
quality of assumptions about the ambient, often dynamic
and uncertain environment.

The state-of-the-art academic solutions, e.g. [9],[10],[11], are
either incapable or inefficient to tackle this union of challenges.
The practical reliability drivers in today’s designs are industrial
standards in different application domains such as [12] and its
application-specific derivatives, e.g. [13], that do not address
cross-layer approaches. The standards mostly address
functional safety of the complete system rather than just a
component and depend on the integrated operation of all
sensors, actuators, control devices, and other units. Therefore,
the functional safety standards are usually unspecific to the
solutions at the integrated circuit (IC) level. The standard for IC
stress test [14] in the automotive domain covers requirements
for a subset of reliability issues (such as NBTI, HCI,
electromigration, etc.) at the chip level. However, many recent
application domains unleashed by the unmanned systems, e.g.
UAVs, remain uncovered [15],[16].

II1. UNDERSTANDING RELIABILITY STANDARDS IN
AUTONOMOUS SYSTEMS

Autonomous systems will enable huge societal changes (and
possibly progress). As expected, stringent safety and reliability
expectations and requirements are firmly set in international
standards, implicit customer expectations and, not
unexpectedly, insurance policies. Autonomous systems are also
an emerging industrial field and are very likely to stay with us
for a very long time. Accordingly, it is very probable that many
successive, evolutionary or revolutionary standards will be
issued to govern them. International standards are the clearest
and most authoritative prescribers regarding reliability and

safety. The list of current or under-development standards in

this field includes:

= [EC 61508 [12] (Functional Safety of
Electrical/Electronic/Programmable  Electronic ~ Safety-
related Systems) is aimed at all industrial fields and is the
template for many application-specific standards;

® One of the most well-known derivatives of the previous is
ISO 26262 [13], which addresses the functional safety of
automotive systems;

= [EC 62279 is an adaptation of [12] for railway applications;

= ISO 13849 [17] is a safety standard which applies to parts
of machinery control systems that are assigned to provide
safety functions;
= AC 25.1309-1A [18] (System Design and Analysis)
provides background for important concepts and issues
within airplane system design and analysis;
= RTCA/DO-254 [19] (Design Assurance Guidance for
Airborne Electronic Hardware) provides guidance for the
development of airborne electronic hardware.
Since change is a permanent feature of the industrial progress,
expectations and requirements constantly evolve. While
intended to be robust and durable, standards are not safe from
being prone to latest fashions and currents in the industry or
from being influenced by companies and organizations looking
to promote their own position and offering.
Particularly, the terminology and dictionary of any standard is
a faithful snapshot of the particular context at the time of the
writing and often suffers from updates, changes of signification,
meaning overcharges and obsoleteness during the expected
lifetime of a standard and even more so when a new standard is
devised. The goal of this Section is to pinpoint some basic
topics that are common to the different standards and faced by
most of them. They are summarized in Table 1.
Many standards include a part related to Terminology. In this
category, the signification and a clear definition of the key
terms shall be presented and elaborated. However, the specific
meaning can hide behind an ordinary word, requiring a more in-
depth discussion and explanation and investing the simple term
with a fundamental weight. The “Terminology” category would
thus benefit from a Concepts sub-category.
As soon as the key terms and concepts have been introduced,
the standards are fast to move to the explanation of their core
methodology, framework and principles. The Methodology
category covers these aspects. In their various proposed
methodologies, many of the standards address “risks” to the
safety of the intended applications and set a mix of quantitative
and qualitative requirements and expectations for these risks.
These objectives and goals will be captured in the Requirements
category. The reliability and safety of any application will have
to be checked against the applicable requirements and improved

TABLE 1. MAIN TOPICS IN THE RELIABILITY AND FUNCTIONAL SAFETY STANDARDS
Terminology Methodology Requirements A 1t Management Environment
Vocabulary Development: Hazard & Risks Models Online Electrical
Concepts System-level Classification Probabilistic Offline Thermal
Hardware-level Event rates Simulation Diagnostic Mechanical
Software-level Mitigation Maintenance Radiation
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until its behavior fulfils the expectations of the intended
standard. Accordingly, the taxonomy will have to include the
Assessment and Management categories.

Lastly, any application is designed to work safely and reliably
in a given setting. The Environment category would capture the
entirety of electrical, thermal, mechanical, radiative conditions
to which the application will be subjected.

In practice, the concerns about reliability may mix together with
those about feasibility (especially when target features are
particularly challenging). For this reason, independently on
standards and regulations, general safety praxis can be utilized
e.g. by using the ALARP method (“as low as reasonably
practicable”) and providing justification for benefits of the
society against the involved risks.

IV. KEY CONCEPTS IN RELIABILITY AND FUNCTIONAL SAFETY
FOR AUTONOMOUS SYSTEMS

For autonomous systems, but not only, the notions of
“reliability” and “safety” comprise as many significations as
engineers from different industries want to invest in them.
Loosely, reliability represents the probability of a system to fail,
i.e. higher reliability means less failures, while safety generally
means that the system fails in a safe way. A reliable system can
be unsafe while a safe system can be unreliable. Furthermore,
systems can be made arbitrarily safe and reliable with a
corresponding investment of resources and time. Requirements
for reliability and safety can be quantitatively and qualitatively
very different but standards are often aggressive in setting high
requirements for both safety and reliability. The most
straightforward approach to address both reliability and safety
is to rank risks and hazards according to their impact (safety)
and to expect that the probability of risks (reliability) decreases
inversely to their impact. An aggregated event rate (often
measured in terms of Failure in Time, or FIT), may be
associated to the system and/or component according to their
role but with an underlying understanding of the risks that make
up the “Failure” key term.

In this way, quantity and quality, safety and reliability are
harmoniously integrated. However, reliability engineers will
find that this task is relatively difficult as two opposing concepts
still need to be conciliated: objective versus subjective. The
qualificative of “Objective” can be applied to any physical
measurements. As an example, technology fault rates can be
expressed accurately; a “Soft Error Rate” is an objective
measurement of the susceptibility of a technological process
under radiations. Faults propagate through the circuit and
system and can become Failures. Various methods, such as
static and dynamic ones, can accurately and undisputedly (thus

Real failure rate

Failure rate

Assumed failure

Ld

Life cvcle t

Reliability

objectively) predict the fact that a fault occurring in a deeply-
embedded logic cell instance can propagate and affect a primary
system output. The question that the reliability engineers and
their design colleagues must answer now is whether this fault
consequence represents a failure or not, what are the actual
consequences and, more importantly, where exactly in terms of
risk levels the failure needs to be classified. This is the
“Subjective” part and standards try to address this by a
prescriptive, function-based assessment. However, in practice,
the whole procedure provides some freedom and margins to
reliability engineers that can argue for a less critical
classification of possible fault outcomes.

Technology Fault Errors
g . i
) S . —
Transient/ Delay Fault ... in Logic
I i W
sets v .
+ Stuck-ats & more... ... in Memories.

Fig. 1. Faults, errors and failures in a system

Probabilistic risk evaluation and management is a core concept
of many reliability assessments. Only a fraction of
technological faults will propagate through the circuit and
become errors, i.e., erroneous data or values stored instead of
correct information. Only a percentage of errors will become
failures causing observable deviations of the system behaviour.
Furthermore, failures can be classified in criticality classes. If
error  detection/correction/management  features are
implemented, they can address faults, errors and failures at any
design level and can reduce the percentage of events graduating
from one level to the upper one (see Fig. 1).

A first, fundamental contributor to the quality of an autonomous
system is the quality of the underlying implementation
technology. The manufacturing process must present a well-
characterized, preferably low intrinsic defect and fault rate,
resiliency to environmental challenges and a good, well known
aging and degradation performance. Moreover, the technology
providers (foundries) must offer their customers a full
ecosystem with the tools, IPs and solutions for reliable and safe
circuit design.

A second contributor lies in integrating into the system some
solutions for lifetime performance assurance. The classical
bathtub curve is no longer an evidence and the reliability of the
system must be managed during the expected lifetime through
online and offline monitoring, embedded sensors, test
instruments and safety mechanisms (see Fig. 2).
Configurability and Adaptability, to environment and workload
challenges, as well as to intrinsic degradation and aging, are

“Managed" reliability

Rellabilty mmgation

Real reliability

Life cycle

Fig. 2. Managed lifetime reliability (courtesy of the RESIST project).
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important for today’s autonomous systems running dynamic
applications in diverse environments.

Lastly, the evolution to “Self-” Everything (self-monitoring,
self-calibration, self-adaptation, self-configuration, etc.) is an
important industry trend and goal that can provide solutions for
more reliable and safer autonomous systems.

V. NOVEL AUTONOMOUS SYSTEMS’ APPLICATION-SPECIFIC
REQUIREMENTS FOR RELIABILITY VALIDATION

Diversity
OoDD
Real use scenarios
Failure modes
Self-adaptability

COTS
Integrity
Al algorithms Self-awareness
Distributed Fail-operational
computing Security
Sensor fusion interference
M2M SOTIF

Fig 3. The three clusters of application requirements in autonomous systems

The plethora of new applications unleashed by autonomous
systems introduce novel or bring to the front existing
requirements for the system reliability validation. These can be
represented in the following three clusters as shown in Fig. 3.

A. Diversity

One of the main challenges for the autonomy is the diversity of
the environment and operational conditions. A solution to
simplify the problem is to split it to a limited (countable)
number of Operational Design Domains (ODD), e.g. as
introduced by the NHTSA agency. Considering a particular
autonomous system, these may include such factors as
operational terrain, environmental and weather conditions,
communication modes, etc. [23].

Proper reliability validation implies capturing real world
scenarios along with real failure modes that may imply a
significant amount of statistical data collected. For example, the
calculations in [24] demonstrate that this results in billions of
miles of in-field test. This approach is also valid for any-scale
safety-critical autonomous systems, e.g. UGVs [2].

The implementation of a complex autonomous system or even
a system of systems may involve a diversity of available fault
tolerance structures in the components employed, e.g.
involving COTS parts along with hardened ones. Moreover, as
mentioned in the above section, the diversity of autonomous
systems is amplified by their features, such self-adaptability
and self-configuration.

B. Complexity

Autonomous systems have introduced a conceptually new level
of complexity for reliability validation. Here, application of
artificial intelligence algorithms is the main factor for the rapid
increase of complexity in HW architectures (see Section VI).
This includes in particular smart distribution of computation
and related advanced heterogeneous communication schemes.
Both system’s mission tasks and decision-making autonomy
imply complexity for enabling sensor fission from a multitude
of integrated diverse sensors.

Vehicle-to-vehicle communication (V2V) has enabled efficient
autonomy in complex dynamic networks of machines, e.g.
heterogeneous swarms, at the price of very large overall
systems’ complexity.

Today, the industrial classification of autonomous systems’ ICs
in million gates (MG) assumes the following ranges: small-
scale design <32MG; medium-scale <200MG; large-scale
>200MG.

C. Integrity

The main system integrity requirements brought to the front by
autonomous systems use the self-monitoring and corresponding
self-awareness that became a must and significantly support
reliability enhancement. To cope with the diversity and
complexity of environments the concepts such as responsibility-
sensitive safety and safety of the intended functionality (SOTIF)
[4] target at the autonomous system misuse cases and establish
framework for responsibility sharing.

The challenge of high-severity failures in the system often
dictates the requirement of the system to be fail-safe or even
fail-operational thus also establishing diverse reliability
requirements for modules to be available in the degraded mode.
Here the complete system may benefit in some cases from the
swarming of agents when the mission tasks can be re-allocated
and accomplished even if some agent fails.

Finally, reliability validation is challenged by interference with
requirements by other design aspects [20], [21] and correlation
with security requirements in particular (e.g. [22] by ACEA
association). For example, a new security standard under
development (ISO 21434) is aiming at defining a Cybersecurity
Assurance Level (CAL), similar to the ASIL concept [13].

VI. CHALLENGES BY NOVEL HW ARCHITECTURES

In most cases, the requirements specified for autonomous
systems cannot be fulfilled without resorting to advanced
computing architectures and semiconductor technologies.
Concerning the architectures, this means that conventional
CPU-based ones are substituted by alternative ones, including
not only multicore devices, but also special modules, such as
General-Purpose Graphic Processing Units (GPGPUs). Since
Artificial Intelligence is widely used in autonomous systems,
accelerators specifically targeting neural networks, such as the
Tensor Processing Units, or TPUs, by Google, are intensively
investigated and increasingly adopted. Complex innovative
architectures such as the massively parallel, low-precision
floating-point compute Intelligence Processing Unit (IPU) [25]
require the smallest technology nodes to allow the necessary
density of transistors bringing along the atomic scale reliability
challenges. Finally, for some applications it may be convenient
to include in the architecture some FPGA modules able to
provide the flexibility to dynamically change the hardware
supporting the implemented functions. All the mentioned
components may be used as single devices or integrated into
even more complex Systems on Chip (SoCs).

Moving from conventional architectures to the mentioned ones
rises several important issues, not only in terms of hardware
design complexity (e.g. in terms of validation) and software
development and qualification, but also in terms of getting a
sufficient understanding of their sensitivity to possible faults.
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While several theoretical and experimental analysis provided
information about the Architecture Vulnerability Factor [26] of
traditional architectures [27], only preliminary results have
been provided concerning the new ones and about the main
modules they are composed of [28],[29],[30]. Moreover, these
analyses are currently made more complex by the difficulty in
getting representative open source models for the new
architectures [31]. Similarly, the impact of possible faults
affecting the new architectures when executing some common
kinds of applications used in autonomous systems (e.g. those
related to video processing and to neural networks
implementation) is only partly understood [32].

On the other side, the requirements in terms of complexity,
speed, power consumption and miniaturization force the
adoption of advanced semiconductor technologies. Even if we
stick to CMOS technologies, those that are going to be used for
autonomous systems are widely unknown in terms of reliability.
Hence, their adoption in safety-critical applications (as those of
autonomous vehicles often are) asks first for effectively
developing new fault models, given that the currently adopted
ones are largely unsuitable to deal with the new defects
characterizing these technologies. Secondly, solutions to detect
and possibly tolerate these faults should be identified, taking
into account that they should be able to trade-off their
effectiveness with several other parameters, including cost and
time-to-market. Finally, even when solutions will be available,
their adoption will be possible only if EDA tools supporting
them in a fully integrated manner with respect to the design and
test flow will exist.

All the above issues are likely to become even more critical
when non Von Neumann architectures and post-CMOS
technologies will start to be adopted [33].

VII. RELIABILITY ENHANCEMENT

This Section aims at briefly summarizing some crucial points
related to the current status of the art in the area of solutions
able to achieve the required level of reliability when the
electronic part of autonomous systems is considered.

As explained in the previous Sections, ASs are likely to expand
significantly in the next years, provided that some of the
technical and organization issues we are summarizing will be
successfully overcome. Since now, we can imagine some trends
that may be followed in the next future, based on what is
happening in some representative and more advanced domains
within the wide area of ASs, such as the automotive one.

Since the adopted technologies are intrinsically less reliable, a
first trend goes into the direction of developing solutions at the
architecture level that may guarantee by construction the target
level of reliability. Solutions based on Duplication With
Comparison (DWG), such as lockstep, are increasingly adopted
when fault detection is the main target [34]. Unfortunately, their
extension to the new architectures described in Section VI is not
straightforward, although similar solutions implemented at the
software level have been successfully explored already,
especially with regular structures such as those of GPGPUs.
Clearly, the adoption of hardware DWG architectures requires
the development of specific products targeting safety-critical
applications, only. Some recent products (e.g. Xavier by
NVIDIA) go in this direction. Other products (e.g. the solution

named Split-Lock introduced by ARM), although based on
more conventional architectures, allow the user to dynamically
decide whether to use the available redundancy to increase
performance or reliability.

Given the high cost of solutions able to tolerate faults resorting
to hardware redundancy (e.g., based on Triple Modular
Redundancy, or TMR), alternative solutions exploiting
reconfiguration seem particularly attractive [35],[36]. In
particular, they may provide a mechanism to extend the lifetime
of adopted circuits, whose span is quickly shrinking in
advanced technologies, and tends to be increasingly dependent
on the operating environment and workload [37]. Additionally,
the new technologies may increase the chance that multiple
faults occur in a logic block, as it already happens for memory
ones, and this may increase the negative impact of fault
accumulation, which can hardly be managed via TMR.
Reconfiguration can be applied at different levels and managed
either directly in hardware, or resorting to Operating System
features. In all cases, suitable techniques able to quickly detect
(and possibly locate) faults are crucial. Existing Design for
Testability structures (e.g. supporting Logic BIST for chunks of
logic, or Memory BIST for memory modules) already
introduced to support end-of-manufacturing test may be re-used
for this purpose. In other cases users resort to functional
solutions, e.g. based on the so-called Self-Test Libraries [38],
which rely on the Software-based Self-test approach [39],[40].
This solution seems particularly effective for in-field test of
complex systems, since it allows to exploit self-test code
provided by the developer of the modules composing the
system and able to achieve a given fault coverage, which is
integrated by the user into the application code and run when
required to achieve the target reliability figures (e.g., at the
Power-On, or periodically, or when specific error conditions
happen). The results produced by the system when executing
such pieces of code allow the detection of possible faults [41].
Preliminary results show that the same approach can be
extended also to new architectures, such as GPGPUs [42].
Another interesting research direction which is proving to be
promising for autonomous systems lies in trading-off precision
with reliability. Preliminary results about techniques where
hardware resources saved by moving to a lower precision are
used to increase reliability are shown in [43].

Given the complexity of the systems, we are targeting, in most
cases they will integrate components designed and produced by
different companies. Hence, cross-layer approaches to
reliability are highly promising [44], but require a clear
definition of what each level should guarantee in terms of
reliability, and how this can be validated.

It is worth mentioning that ASs are characterized by a wide
variety of scenarios and constraints. In some of them, different
and highly independent systems will cooperate to achieve a
given target (Systems of Systems, or SoSs). In such cases, new
paradigms may emerge even from the point of view of
reliability. The complexity and heterogeneity of the resulting
SoS may favor the adoption of holistic solutions which will
enable it to implement highly innovative features, such as self-
reconfiguration, self-test, and implicit robustness.

As a final comment, we would like to emphasize the already
mentioned increasing importance of security for autonomous
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systems [5]. Several works highlighted that facing security
often requires adopting solutions based on opposite strategies
with respect to those required by reliability and test, e.g. in
terms of system status observability. For this reason, integrated
solutions identifying suitable trade-off between opposite
constraints are required [45].

VIII. CONCLUSIONS

The paper has presented an overview of reliability challenges
related to the novel and very rapidly developing domain of
autonomous systems. The challenges of reliability assessment
and enhancement stem from a set of general attributes, novel
applications”  specific requirements and new hardware
architectures of autonomous systems. The way forward for the
research community and industry lays in understanding the new
needs, collaboration towards comprehensive solutions and
adoption of new appropriate standards.
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Abstract—De-Rating or Vulnerability Factors are a major
feature of failure analysis efforts mandated by today’s Func-
tional Safety requirements. Determining the Functional De-
Rating of sequential logic cells typically requires computationally
intensive fault-injection simulation campaigns. In this paper a
new approach is proposed which uses Machine Learning to
estimate the Functional De-Rating of individual flip-flops and
thus, optimising and enhancing fault injection efforts. Therefore,
first, a set of per-instance features is described and extracted
through an analysis approach c g static ts (cell
properties, circuit structure, synthesis attributes) and dynamic
elements (signal activity). Second, reference data is obtained
through first-principles fault simulation approaches. Finally, one
part of the reference dataset is used to train the Machine
Learning algorithm and the remaining is used to validate and
benchmark the accuracy of the trained tool. The intended goal is
to obtain a trained model able to provide accurate per-instance
Functional De-Rating data for the full list of circuit instances, an
objective that is difficult to reach using classical methods. The
presented methodology is accompanied by a practical example to
determine the performance of various Machine Learning models
for different training sizes.

Index Terms—Transient Faults, Single-Event Effects, Fault
Injection, Gate-Level Netlist, Machine Learning, Linear Least
Squares, k-Nearest Neighbors, Support Vector Regression

I. INTRODUCTION

Today’s reliability standards and customers’ expectations set
tough targets for the quality of electronic devices and sys-
tems. Among other reliability threats, transient faults, such as
Single-Event Upsets in sequential/state logic and Single-Event
Transients in combinatorial logic, are known to contribute
significantly to the overall failure rate of the system. Therefore,
estimating the Soft-Error Rate of modern complex circuits is
a challenging and important task.

Circuits” susceptibility to transient faults/single events is
caused by faults occurring in the circuit’s cells and their subse-
quent propagation in the system, possibly causing observable
effects (failures) at the system level. The impact of Single-
Event Upsets and Single-Event Transients in individual state
and combinatorial cells has been extensively studied [1], [2]
and for many applications, identified as the leading contributor
to the overall failure rate exhibited by the circuit.
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A. Objective of Our Methodology

De-Rating or Vulnerability Factors are a major tool used in
todays Functional Safety analysis. Since it is difficult and com-
putationally intensive to get accurate per-instance Functional
De-Rating data for the full list of circuit instances by using
classical methods, we propose an approach using Machine
Learning algorithms to assist this procedure. Previous works
have shown that the masking effects and thus the vulnerability
factors can be related to certain characteristics of the circuit,
such as circuit structure and signal probability [3]-[5]. Thus,
we assume that machine learning models are able to learn and
predict the Functional De-Rating by using such characteristics.
Therefore, an analysis flow is presented which uses Machine
Learning models to predict the Functional De-Rating factors
of individual flip-flops. A set of features is described to
characterise each flip-flop instance in the circuit individually.
The flip-flop features are used to train the Machine Learning
model in a supervised learning approach. The trained model
is able to predict the remaining Functional De-Rating values
for the flip-flop instances not used for training. The proposed
methodology is validated in a practical example and compared
against a full flat statistical fault injection campaign.

B. Organisation of the Paper

The rest of this paper is organised as follows: Section II
summarises the definition of Single-Event Effects and the
different de-rating mechanism. Further, regression in context
of supervised Machine learning is explained. The proposed
methodology and the used feature set is described in sec-
tion III. In section IV the proposed method is validate on a
practical example by using different Machine Learning models
which are compared to each other. Section V summarises this
paper and gives concluding remarks as well as prospects for
future work.

II. BACKGROUND
A. De-Rating Mechanism

Erroneous data in one of the memory or logic points of
a circuit can be produced by the propagation of a Single-
Event Transient (SET) or Single-Event Upset (SEU). SETs
are the result of the collection of charge deposited by ionising
particles on combinatorial logic cells. SEUs are the change of
the logic state of a discrete sequential element, such as a latch,
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a flip flop or a memory cell. In the data path between flip-
flops, four de-rating mechanisms [6], [7] significantly reduce
the impact of SETs and SEUs on the effective error rate.
Electrical De-Rating (EDR): The transient is filtered due to
pulse narrowing and or an increase of the rise and fall
time during its propagation. By the time it reaches the
end of the path, either it has been completely filtered or
the voltage transition is below the switching threshold.

Temporal De-Rating (TDR): The erroneous state reaches
the input of a flip-flop but outside the latching window,
thus it is not sampled.

Logical De-Rating (LDR): The erroneous state is prevented
from propagating due to the state on another controlling
input of a gate such as a zero value on an AND2 gate.

Functional De-Rating (FDR): The erroneous state is con-
sidered at an applicative level. This means even when
an SEU/SET does propagate (e.g. is not logically or
temporally masked), the impact at the function of the
circuit can vary, and in many cases is benign. Thus,
considering the faults at an applicative level, the de-rating
depends on the criteria defining the acceptable behaviour
of the circuit during the execution of an application and
the fault classifications (correctable, uncorrectable, not
detected by the hardware but detected by the software,
if a retry is possible, if there is a time limit to receive the
correct result, etc.)

These de-rating mechanisms are used to evaluate the proba-

bility of the propagation of a fault and are usually estimated

by using probabilistic algorithms and simulation based ap-
proaches. Thereby, especially the simulation based approaches
are very computationally intensive.

B. Supervised Regression with Machine Learning

Machine Learning (ML) is the concept of a machine
learning from examples and making predictions based on
its experience, without being explicitly programmed [8]. ML
algorithms are usually build upon a mathematical model
which uses sample data (also called training data) in order to
make predictions or decisions. The machine learning process
usually consists of two phases, namely the training or learning
phase and the prediction phase. The learning phase can be
further grouped in 1) supervised learning and 2) unsupervised
learning.

Supervised learning algorithms try to model the relationship
and dependency between the input features and the target
output in such a way that the output values for new data
points can be predicted based on the learned relationships.
The main tasks of supervised learning models are classification
and regression. While classification algorithms are used when
the outputs are restricted to a limited set of values, regression
algorithms are used when the outputs may have any numerical
value within a range.

In contrast to supervised learning, the unsupervised learning
models try to find structures in the data set without external
labelling or classification. The two main tasks in this type of
machine learning methods are clustering and dimensionality

reduction. Clustering algorithms are organizing the given data
into groups by similarity and dimensionality reduction is com-
pressing the data by reducing redundancy, while maintaining
the overall structure.

The objective of this work is to predict continuous Func-
tional De-Rating factors for individual flip-flops with the help
of Machine Learning models. Thus, the proposed methodology
is based on supervised regression and is presented in the
following section.

III. METHODOLOGY

This section presents the proposed methodology to estimate
Functional De-Rating factors per flip-flop instance by using
Machine Learning regression models. Therefore, the imple-
mented approach is described in detail, including the feature
set to characterise each flip-flop instance and the evaluation
metrics used to measure the performance of the models.

A. Functional De-Rating Estimation Flow

The implemented procedure to estimate the Functional De-
Rating factors is shown in Fig. 1. It is based on the gate-level
netlist of the circuit and a corresponding testbench, which are
used to extract the features for each flip-flop in the circuit (the
set of flip-flop features is described in section III-B). Further,
they are used to determine the FDR factors for one part of
the circuit by using statistical fault injection. The determined
FDR factors per flip-flop and the associated flip-flop features
form the training data set, used to train the ML model. The
size of the training data set is defined by the training size and
thus, also defines the number of fault injections to perform.

All ML models have internal model parameters, which are
determined during the training process by the ML algorithm.
Additionally, most of the ML models also have hyperpa-
rameters, which, in contrast to the internal parameters, are
manually set before the training process and are not derived
by the training algorithm itself. Therefore, several instances
of the model need to be trained and evaluated for different
hyperparameters (the used evaluation metrics are described
in section III-C). A common method to determine the best
hyperparameters is to first evaluate the model with randomly
selected values for these parameters in a given distribution
(random search). Afterwards a more detailed grid search is
performed within the region of the values obtained by the
random search [9]. The in this way obtained trained model
can be used to estimate the FDR values of the remaining flip-
flops.

In this paper we further intend to validate and measure
the performance of the proposed approach against a full
statistical fault injection campaign (see section IV). In order
to ensure that the model is not only trained for one particular
training and test data set we use the cross-validation technique.
Thereby, the model is trained and evaluated against multiple
train and test splits of the data. Several subsets, or cross
validation folds, of the data set are created and each of the
folds is used to train and evaluate a separate model. Thus, we
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are obtaining a more stable measure of how the model is likely
to perform on average, instead of relying only on one single
training and test data set [10]. In section IV our methodology
is evaluated on a practical example and therefore, a ten fold
stratified cross validation is used.

B. Flip-Flop Feature Set

The proposed feature set to characterise each flip-flop
instance, combines static elements, such as cell properties,
circuit structure and synthesis attributes, as well as dynamic
elements, such as signal activity. In order to extract the features
describing the circuit structure the the gate-level netlist was
converted into a graph representation. Thus, graph algorithms,
such as Dijkstra’s algorithm to find the shortest path, could
be used to extract the features. For each flip-flop F'F; the
following structural features have been extracted.

Flip-Flop Fan-In This parameter describes how many flip-
flops are directly connected (only through combinatorial

logic) to the input of the target flip-flop F'F;.

Flip-Flop Fan-Out This parameter describes to how many
flip-flops the target flip-flop’s F'F; output is directly
connected (only through combinatorial logic).

Total Flip-Flops from F'F; This parameter refers to the
number of flip-flops which are influencing the input of
the target flip-flop F'F;. It represents the total number
of flip-flops which are connected to the target flip-flop
within the full circuit.

Total Flip-Flops to F'F; This parameter refers to the num-
ber of flip-flops which are influenced by the target flip-
flop’s F'F; output. It represents the total number of flip-
flops which are connected to the output of the target flip-
flop within the full circuit.

Connections from Primary Input This parameter describes
how many primary inputs are connected to the target flip-
flop’s F'F; input.

Connections to Primary Output This parameter describes
to how many primary outputs the target flip-flop F'F;
is connected.

Proximity from Primary Input This parameter refers to the
proximity of the primary input to the target flip-flop F'F;.
It represents the number of stages from the connected pri-
mary inputs to the target flip-flop. Thereby, the maximum,
average and minimum number of stages are considered.

Proximity to Primary Output This parameter refers to the
proximity of the target flip-flop’s F'F; output to the
primary output. It represents the number of stages from
the target flip-flop to the primary outputs. Thereby, the
maximum, average and minimum number of stages are
considered.

Part of Bus This parameter describes if the target flip-flop
FF; is part of a bus or not.

Bus Position If the target flip-flop F'F; is part of a bus, then
this parameter represents the position within the bus. It
is set to —1 if the flip-flop is not part of a bus.

Bus Length If the target flip-flop F'F; is part of a bus, this
parameter represents the length of the bus. It is set to 0
if the flip-flop is not part of a bus.

Connections to constant drivers This parameter refers to
the number of connected constant drivers to the target
flip-flop F'F;. It represents how many constant drivers
are connected to the flip-flop’s input within the circuit.

Has Feedback Loop This parameter refers to the situation
in which the output signal of the target flip-flop F'F; is
passed to its input, directly or through several flip-flop
stages.

Depth of Feedback Loop If the target flip-flop F'F; has a
feedback loop, directly or through several flip-flop stages,
this parameter describes the minimum number of stages.
It is set to —1 if there is no feedback loop.

Further features were extracted which are related to the
synthesis of the circuit and were obtained by using Synopsys
Design Compiler. The following synthesis related features
have been extracted for each flip-flop F'F;.
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Flip-Flop Drive Strength This parameter describes the drive
strength of the target flip-flop F'F; selected by the syn-
thesis tool.

Combinatorial Fan-In This parameter describes the number
of combinatorial elements connected to the target flip-
flop’s F'F; input up to the previous flip-flop stage.

Combinatorial Fan-Out This parameter describes the num-
ber of combinatorial elements which are driven by the
target flip-flop’s F'F; output up to the next flip-flop stage.

Combinatorial Path Depth This parameter describes the
depth of the combinatorial stage at the target flip-flop’s
FF; output.

To consider the workload of the circuit, features are re-
quired which describe the dynamic behaviour of the flip-flops.
Therefore, the signal activity for each flip-flop is extracted.
These are obtained by simulating the gate-level netlist with the
corresponding testbench and tracing the signal changes at the
output of the flip-flops. For each flip-flop F'F; the following
dynamic features have been extracted.

@0 This parameter refers to the time the output of the target
flip-flop F'F; is at logical 0. It represents the time ratio
the flip-flop’s output has been at O in relation to the total
testbench run time.

@1 This parameter refers to the time the output of the target
flip-flop F'F; is at logical 1. It represents the time ratio
the flip-flop’s output has been at 1 in relation to the total
testbench run time.

State Changes This parameter refers to the number of
changes the target flip-flop’s F'F; output has performed.
It represents the number of changes from 0 to 1 and vice
versa.

C. Regression Model Evaluation Metrics

The performance of the Machine Learning model is evalu-
ated by using several metrics. In the following description of
these metrics, ¢; is the value of the ¢-th sample predicted by
the model and y; is the corresponding true/expected value.
Mean Absolute Error The mean absolute error (MAE) de-

scribes the average absolute difference of the expected
values to the predicted values. It is calculated over 7samples
by the following equation (values closer to zero are better)

Tusamples

> i — il )

i=1

MAE(y, §) =

Tsamples

Maximum Absolute Error The maximum absolute error
(MAX) describes the maximum difference of the ex-
pected values to the predicted values. The equation

MAX(y,j) =

max
4€ (1, Msamples |

lyi — il (2)

calculates the metrics (values closer to zero are better).
Root Mean Squared Error The root-mean-square error
(RMSE) describes the square root of the quadratic error
of the expected values. In comparison to the mean
absolute error the root-mean-square error gives a higher

weight to larger errors. It is calculated over ngmpes by
the following equation (values closer to zero are better)

Tesamples

S wi-9)2 G

Tsamples 57

1

RMSE(y, §) =

Explained Variance The Explained Variance (EV) measures
the proportion to which a model accounts for the variation
(dispersion) of a given data set. If Var(X) is the vari-
ance, the square of the standard deviation, of a random
variable X then the explained variance is calculated as
follows

Var(y — §)

EV(’I/, 7:/) =1- Var(y)

(C)
The best possible values is 1 and lower values are worse.

Coefficient of Determination The coefficient of determina-
tion (R2) provides a measure of how well future samples
are likely to be predicted by the model. If  is the mean
of the expected values, the coefficient of determination
can be calculated by

S (yi — 9i)°
Tisamples —\ 2

2 i —9)?

and the best possible value is 1 (lower values are worse).

Ry, ) =1- )

IV. ESTIMATING FUNCTIONAL DE-RATING FACTORS BY
USING MACHINE LEARNING

In this section the presented methodology is evaluated on
a practical example. Therefore the Ethernet 10GE MAC Core
from OpenCores is used. This circuit implements the Media
Access Control (MAC) functions for 10 Gbps operation as
defined in the IEEE 802.3ae standard. The 10GE MAC core
has a 10Gbps interface (XGMII TX/RX) to connect it to
different types of Ethernet PHYs and one packet interface to
transmit and receive packets to/from the user logic [11]. The
circuit consists of control logic, state machines, FIFOs and
memory interfaces. It is implemented at the Register-Transfer
Level (RTL) and is publicly available on OpenCores.

The corresponding testbench writes several packets to the
10GE MAC transmit packet interface. As packet frames be-
come available in the transmit FIFO, the MAC calculates a
CRC and sends them out to the XGMII transmitter. The XG-
MII TX interface is looped-back to the XGMII RX interface
in the testbench. The frames are thus processed by the MAC
receive engine and stored in the receive FIFO. Eventually, the
testbench reads frames from the packet receive interface and
prints out the results [11]. During the simulation all sent and
received packages to and from the core are monitored and
recorded. This record is used as the golden reference for the
fault injection campaign.

By synthesising the design using the NanGate FreePDK45
Open Cell Library [12], the gate-level netlist was obtained and
1054 flip-flops have been identified. First, a full flat statistical
fault injection campaign was performed to get the Functional
De-Rating factors for each flip-flop. Further, the respective
features for each flip-flop have been extracted. These values
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are used to train and evaluate different regression models as
described in the previous section.

A. Flat Statistical Fault Injection Campaign

In order to provide an objective measure of the sensitivity
of each flip-flop, a flat statistical fault injection campaign
was performed on the gate-level netlist. The fault injection
mechanism is implemented by inverting the value stored in
a flip-flop using a simulator function. The faults are injected
at different times during the active phase of the simulation,
when packets are sent and received through the user packet
interface.

For each of the 1054 flip-flops 170 fault injection simula-
tions were performed. The simulation run was considered as a
functional failure when the final received packages contained
payload corruption or the circuit stopped sending or receiving
data. Eventually, the Functional De-Rating factor was calcu-
lated by the number of simulation runs with a functional failure
divided by the number of total simulation runs.

B. FDR Estimation by Using Different Regression Models

The results of the full statistical fault injection campaign
and the extracted flip-flop features are forming the training
and test data set, which are used to train and evaluate different
Machine Learning models. All models are implemented using
Python’s scikit-learn Machine Learning framework [13], with
a cross validation fold of 10 and a training size of 50 %.
Further, the learning curve was determined, which describes
the performance of the model for different training sizes.

1) Linear Least Squares Regressor: The Linear Least
Squares algorithm fits a linear model which expects the
target value to be a linear combination of the input variables.
Thereby, the algorithm aims to minimise the residual sum of
squares between the observed responses in the training dataset
y, and the responses predicted by the linear approximation .

The performance of the Linear Least Squares model is given
in Table I. A regression by using the trained model on an
example test data fold is shown in Fig. 2a and Fig. 2b shows
the learning curve of the model.

2) k-Nearest Neighbors Regressor: The principle behind
the k-Nearest Neighbor (k-NN) regressor is to use feature
similarity to predict values of new data points. The new
point to predict is assigned a value based on how closely it
resembles to the points in the training set. A weighted average
of the k nearest neighbors is used to predict the value, where
the weight is calculated by the inverse of the distances and
the distance itself can be any metric measure, such as the
Manhattan or Euclidean distance. Hence, the model defines &
and the distance metrics as hyperparameters.

The best values for the hyperparameters k and the distance
metrics, found during the training phase by using random
and grid search, are k¥ = 3 and the Manhattan distance. The
resulting performance of the k-NN model is listed in Table I.
A regression with the trained model on the example test data
fold is shown in Fig. 3a and Fig. 3b shows the learning curve
for the k-NN model.
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Fig. 2. Regression with the Linear Least Squares model

3) Support Vector Regression with RBF Kernel: The goal
of the Support Vector Regression (SVR) is to find a function
that deviates from the target value by a value not greater than
€ for each training point, and at the same time is as flat as
possible. The SVR can be extended to use nonlinear kernel
functions, which perform a transformation of the input values
and map them to a higher dimensional space. This is useful
for regression problems which cannot adequately be described
by linear models. In this paper the Radial Basis Function
(RBF) was used as kernel function. The model defines several
hyperparameters, such as the penalty factor C, the size of the
e-tube, and 7 to control the RBF kernel function.

The performance of the Support Vector regression is given
in Table I. The best hyperparameters of the model found during
the training by using random and grid search are C' = 3.5,
v = 0.055 and € = 0.0.025. A regression with the trained
model on the example test data fold is shown in Fig. 4a and
the learning curve of the model is shown in Fig. 4b.

4) Comparison: By comparing the performance of the
different models, shown in Table I, it can be seen that the
Linear Least Squares model is rated the worst. The other
models are performing much better which suggests that the
extracted features are not linear dependent to the Functional
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De-Rating factor and the problem can not be solved with linear
models. Further, all models show that the performance does
not improve significantly with training sizes higher than 50 %.
This means, by using the proposed method, the cost for a
fault injection campaign can be reduced by half. Further, the
learning curves show a more aggressive optimisation can be
achieved (a cost reduction up-to 5x) in exchange of a slight
reduction in accuracy (< 10 %).

TABLE I
PERFORMANCE RESULTS FOR DIFFERENT REGRESSION MODELS
(CROSS VALIDATION = 10, TRAINING SIZE = 50 %)

Model MAE MAX RMSE EV R?

Linear Least Sqares 0.165 0.944 0218  0.520 0519
k-NN 0.050 0907 0.124 0.843 0.842
SVR w/ RBF Kernel  0.063 0.849  0.124  0.845 0.844

V. CONCLUSION AND FUTURE WORK

In this paper we proposed a new methodology to assist
the Functional Failure analysis by using Machine Learn-
ing models. The methodology helps to reduce the cost of
computing the Functional De-Rating factors of sequential

1.2
1.0
0.8
o
£
£ 0.64
iy
=} . °
=z
g
S 0.4 . .
g .
g .
5 o
& ..
024+, -
0.0 :
* Test FDR Values
Predicted Test FDR Values
-0.2+— T T T ; ;
0 100 200 300 400 500
Flip-Flop FF;
(a) Estimation of the example test data set (traning size = 50 %)
1.0
0.8
0.6
5044

0.2

0.04

—e— Training score
—0.2+ —e— Test score

0 20 40 60 80 100
Data Used for Training (in %)

(b) Learning Curve (cross validation fold = 10)

Fig. 4. Regression with the Support Vector Regressor with RBF Kernel

logic of a circuit. Specifically, the methodology allows the
computation of factors per individual instances, which is
particularly difficult to obtain using state-of-the-art approaches
such as clustering, selective fault simulation or fault universe
compaction techniques. Therefore, we propose a feature set
to describe the individual flip-flops and an estimation flow to
train and evaluate the Machine Learning model.

The methodology was evaluated in a practical example. The
comparison of the performance of different models has shown
that the linear model is not able to fit the problem. Further,
the practical example has shown that training sizes of 20% to
50% provides appropriate performance, which means that the
cost for a classical statistical fault injection campaign could
be reduced by 2 up to 5 times.

The focus for future work should lie on evaluating further
non-linear models, such as Decision Tree Regressor, Multi-
Layer Perception Neural Networks, or using boosting algo-
rithms. Additionally, further features should be considered to
improve the overall performance of the models. However, also
a dimension reduction should be taken into account in order
to avoid the curse of dimensionality and the value of each
feature needs to be evaluated separately [14].
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1. Introduction

Recently, several prominent trends in electronic systems de-
sign can be observed. Safety-critical applications in the automo-
tive domain set stringent requirements for electronics certification,
the Internet-of-Things (IoT) and Cyber-Physical Systems (CPS) de-
vices are immersed in physical environments, significantly con-
strained in resources and expected to provide levels of security
and privacy [1], ultra-low power feature or high performance. Very
complex electronic systems, including those built from the non-
certified for reliability commercial-off-the-shelf components, are
used for safety- and business-critical applications. These trends
along with gigascale integration at nanoscale technology nodes and
multi-/many-processor based systems-on-chip architectures have
ultimately brought to the front various extra-functional aspects of
the electronic systems’ design at the chip design level. The latter
include security, reliability, timing, power consumption, etc. There
exist numerous threats causing an electronic system to violate its
specification. In the hardware part, these are design errors (bugs),

* Corresponding author.
E-mail address: xinhui.lai@taltech.ee (X. Lai).
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manufacturing defects and variations, reliability issues, such as soft
errors and aging faults, or malicious faults, such as security attacks.
Withal, there can also be bugs in the software part.

Hardware design model verification detects design errors affect-
ing functional and extra-functional (interchangeably referred as non-
functional) aspects of the target electronic system. Strictly, the sole
task of extra-functional verification of a design model is limited
to detecting deviations that cause violation of extra-functional re-
quirements. In practice, it often intersects with the task of func-
tional verification [2,14], thus establishing a multidimensional space
for verification. A “grey area” in distinction between functional
and extra-functional requirements may appear when an extra-
functional requirement is a part of design’s main functionality. E.g.,
security requirements for some HW design can be split into extra-
functional and functional sets if the design’s purpose and specified
functionality is a system’s security aspect, e.g. it is a secure cryp-
toprocessor.

The contributions of this paper are a taxonomy for multidi-
mensional hardware verification aspects, a state-of-the-art sur-
vey of related research works towards enabling the multidimen-
sional verification concept. Further, an approach is evaluated which
performs multidimensional verification by using machine learn-

0141-9331/© 2019 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license. (http://creativecommons.org/licenses/by/4.0/)
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Fig. 1. Taxonomy of multidimensional verification aspects.

ing techniques. The rest of this paper is organized as follows.
Section 2 provides a taxonomy of multidimensional verification
aspects. Sections 3 proposes a state-of-the-art survey with the
key trends in verification for the main extra-functional aspects.
Section 4 discusses the multidimensional verification challenges
and presents a motivational example for the functional and power
verification dimensions. Section 5 proposes adoption of machine
learning techniques for support of design’s multi-aspect features
extraction and verification. Finally, Section 6 draws the conclusions.

2. Taxonomy of multidimensional verification aspects

In practice, relevance of each functional and extra-functional
aspect strongly depends on the design type, target system ap-
plication and specific user requirements. Following the design
paradigm shifts, a number of extra-functional aspects have re-
cently received significant academic research attention e.g., secu-
rity. At the same time, there already exist established industrial
practices for measuring and maintaining particular design quali-
ties, e.g. the RAS (Reliability-Availability-Serviceability) aspect in-
troduced by IBM [6]. While in the software engineering discipline,
the taxonomy of extra-functional requirements has a comprehen-
sive coverage by the literature [7-12], it cannot be directly re-used
for the HW verification discipline because of significant difference
in the design models.

Fig 1 introduces a taxonomy of multidimensional verification
aspects derived from the performed literature review. The conven-
tional functional concerns are safety and liveness properties, com-
binational and temporal dependencies along with data types, how-
ever this list can be extended for particular designs. The extra-
functional aspects can be strictly categorized into two groups: Sys-
tem Qualities and System Resources and Requirements (in bold). The
main system qualities for extra-functional verification are manu-

facturability of the design, security, in-field safety, reliability dur-
ing the operational lifespan and a set of timing aspects. The sec-
ond group embraces the power and architectural resources as well
as design constraints set by the operational environment.

Several extra-functional aspects such as manufacturability, i.e.
primarily yield and testability against manufacturing defects, fault-
tolerance, reliability (subject to transient, intermittent and perma-
nent hardware faults) and several aspects from the System Re-
sources and Requirements group do not have a direct correspon-
dence in the software engineering discipline because of the distinct
nature of faults and specification violations. Other aspects such as
real-time constraints are very similar between the two domains.

3. Trends in extra-functional verification

Table 1 presents a survey of recent publications targeting extra-
functional and multidimensional verification. Here, along with the
specific extra-functional aspects details about the design model
and verification approach are outlined, i.e., the design under ver-
ification type, verification engine, the level of abstraction, design
representation language, compute model and the tool operated in
the research. We pointed out such key points for all the recent up
to 10-year old studies in this area. Further, in the following sub-
sections, we focus on understanding trends for the extra-functional
aspects that have the strongest attention in the literature, i.e. se-
curity, in-field reliability, timing and power.

3.1. Security aspects

Security is difficult to quantify as today there are no commonly
agreed metrics for this purpose [1]. The key targeted security ser-
vices [16] commonly represented as extra-functional aspects for
verification are confidentiality, integrity and availability. Verifying



Table 1

Survey of the state-of-the-art solutions for ext tional and multidi i verification.
Pub. Year® Extra-functional aspect” Design under Verification engine  Abst. level*  Design representation Compute model  Tool
verification language
Security Reliability® Timing! Power Other aspects
[19] 2009 confidentiality, - - - - HW/SW system formal, correct-by-  SL AADL - OSATE
integrity construction
[20] 2018 confidentiality - - - - NoC unbounded RTL VHDL/Verilog, PSL LTL -
model-checking
[21] 2016 integrity, o - - - NoC simulation, HW RTL VHDL/Verilog - -
confidentiality monitors
[22] 2014 integrity o - - - NoC formal GL VHDL/Verilog - SurfNoC
(23] 2017 integrity, - - - - RSN model check RTL IcL Craig CIP solver
confidentiality interpolation
[24] 2015 integrity - - - - SoC simulation RTL VHDL/Verilog - -
[25] 2016 integrity, - - - - ALU equivalence check  GL - QBF-SAT -
confidentiality
[26] 2017 integrity - - - - SoC semiformal GL - - JasperGold SPV
[27] 2016 confidentiality - - - - RSN model check RTL IcL Craig CIP Solver
interpolation
[28] 2017 confidentiality - - - - control systems formal sL ASLan++ - CL-AtSe
[29] 2017 integrity - - - - IP cores semiformal GL VHDL - mini-SAT
[30] 2015 integrity - - - - ISA, pipeline model check RTL - CTL, LTL nuXmv SMV
[31] 2018 confidentiality - - - - cache model check SL - CTL -
[32] 2014 confidentiality - - - - cache model check RTL/SL - FSM Murphi
133] 2017 confidentiality - - - - cache model check RTL/SL - FSM CacheAudit
[3435] 2013 integrity, - - - - 1Ps and SoCs formal RTL, GL Verilog - JasperGold SPV
confidentiality
[36] 2018 . . - - - MPSoC model check SL, RTL - Timed UPPAAL
Automata
[41] 2017 - . - - - CPS model check SL AADL Timed UPPAAL
Automata
[42] 2015 - SER - - - IP cores formal GL/RTL LDDL LDDL Coq
[43] 2010 - SER - - availability, ~ processor fault inject. GL Verilog - IBM in-house
serviceability
[44] 2016 - . - - availability, ~ SoC fault inject. RTL - - -
serviceability
[45,46] 2016 - o (LTR) - o thermal Smart Systems simulation SL IP-XACT, SystemC-AMS - -
[47] 2018 - . - - - CPS formal /simulation, RTL VHDL/Verilog multiple multiple

HW monitors

(continued on next page)
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Table 1 (continued)

Pub. Year'  Extra-functional aspect® Design under Verification engine  Abst. level®  Design representation  Compute model  Tool
verification language
Security Reliability"  Timing? Power Other aspects
(48] 2014 - SER - - - IPs SAT solver RTL VHDL - -
[49] 2010 - SER - - - IPs, processor simulation RTL VHDL/Verilog - -
[50] 2014 - SER - - - memory circuit-level circuit - - INFORMER
simulation level
[51,52] 2018 - - comm. ° - NoC fault inject. RTL VHDL - QoSinNoC
constraint
53] 2011 - - RT - - memory model check RTL REAL/AADL - Ocarina
[54] 2010 - - RT - - Scheduler of RT model check - Promela Time Petri-net SPIN
system
[55] 2010 - - latency - - RT emb. system model check SL AADL - YICES
[56] 2017 - - performance o - NoC, HW/SW simulation SL Graph Assembly connectivity ArchOn
architectures Language graphs
[58] 2012 . - 1Ps simulation sL SystemC - -
[59] 2016 . - DSP cores simulation SL,GL, RTL SystemC - Powersim
[62] 2017 - - RT o - automotive CPS model check SL C, EAST-ADL Timed UPPAALsdv
Automata
[63] 2016 - - - . - IPs Semiformal ABV RTL VHDL/Verilog; SystemC Hidden Markov -
Model
[64] 2012 - - execution o - distributed emb.  simulation SL SystemC - -
time system
[65] 2016 - - performance o thermal HW/SW platform semiformal RTL,TLM,SL  UML,C++,VHDL HIF HIFSuite
RT SystemC-AMS
[66] 2009 - - throughput - - SoC/FPGA simulation RTL Verilog/VHDL - Modelsim
[67] 2018 - - throughput - - NoC simulation RTL System Verilog - UvM
[68] 2014 - - - - connectivity SoC symbolic model RTL, TLM Verilog - Incisive Formal
checking Verifier
[70] 2016 - - - - memory processor simulation ISA ruby - McVersi
consistency
73] 2011 - - - . thermal SoC simulation SL,GL, RTL SystemC - Power-Mixer,
-Depot, -Brick
[74] 2015 - - - . - simulation SLTLM SytemC - Power Kernel
Tool
[75] 2011 - - - . - SoC simulation sL SystemC - Powersim

2 only conference, journal and industrial white papers published in the last 10 years were selected for this survey.

o  this aspect is the main focus in the paper; o  this aspect is partially addressed.
LTR - lifetime reliability; SER — soft-error reliability;.

RT - real-time constraints;.
GL - gate level; SL - system level; ISA - instruction set architecture level; TLM - transaction level model.
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security aspects is highly dependent on the type of attack and the
attacker model assumed.

Many of the existing works in security verification (e.g.
[22,24,26,29,30]) are focusing on the integrity attribute, mostly ad-
dressing hardware trojan detection. There also exist works that
additionally target [19,21,23,25,34] or are exclusively considering
[27,28] the confidentiality aspect. Several solutions in security ver-
ification are restricted to specific target architectures or types of
modules such as Reconfigurable Scan Networks (RSNs) [23,27] or
macro-asynchronous micro-synchronous pipelines [30]. To that
end, for complex hardware architectures (e.g. large IEEE1687 Re-
configurable Scan Networks or MPSoCs) the specific on-chip se-
curity features to be verified also tend to be very sophisticated.
These may include on-chip mechanisms for attack prevention (fire-
walls, user management, communications’ isolation), attack protec-
tion (traffic scrambling, encryption) and attack resilience (checkers
for side-channel attacks, covert channel detection, attack recovery
mechanisms). Several works consider security verification for NoC-
based MPSoCs. [20] proposes a method to formally verify the cor-
rectness and the security properties of a NoC router. Some solu-
tions in the security verification of NoCs do indirectly address reli-
ability due to the fact that they implement hardware monitors that
allow avoiding both, attacks and in-field faults [21,22].

According to recent surveys [37] and [38] cache access driven
side-channel attacks have become a major concern in hardware se-
curity. In modern processors, deep hierarchy of cache memory is
implemented to increase system performance. However, this makes
modern computing systems, including IoT devices, vulnerable to
cache side-channel attacks. There exist several works addressing
verification of the cache security. In [31], the authors propose.

Computation Tree Logic (CTL) based modeling of timing-driven
and access-driven cache attacks. This work concentrates on for-
mally describing the attack types. Zhang and Lee [32] models cache
as a state machine and proposes a metric based on the non-
interference condition to evaluate the access-based cache vulner-
ability. Canones et al. [33] proposes a model to formally analyze
the security of different cache replacement policies. None of the
above-mentioned works consider multiple dimensions, or aspects.

An approach that is designed for modeling a multitude of extra-
functional aspects is the model-based engineering example of Ar-
chitecture Analysis and Design Language (AADL) [19]. While, in
principle, AADL allows representing several extra-functional as-
pects (called quality attributes in AADL), Hansson et al. [19] only
concentrates on analysis of confidentiality as a part of verifying se-
curity in a system with multiple levels of security. The authors in
[36] have targeted a general Uppaal Timed Automata based multi-
view hardware modeling and verification approach taking into con-
sideration of the security view. The survey of related literature
clearly shows that, up to this moment, there is virtually no work
considering security verification in combination with other extra-
functional aspects.

3.2. Reliability aspects

The key drivers for the reliability aspect in today’s designs
are the recent industrial standards in different application do-
mains such as IEC61508, 1S026262, IEC61511, IEC62279, IEC62061,
RTCA/DO-254, IEC60601, etc. Integrated circuits used in high-
reliability applications, e.g. complying with high (Automotive)
Safety Integrity Level - (A)SIL, must demonstrate low failure rates
(modelled by FIT - Failures in Time) and high fault coverage (e.g.
Single-Point Failure Metric SPFM and Latent Fault Metric LFM).
These requirements ultimately mandate extra-functional validation
efforts for reliability analysis, such as Failure Mode and Effects
(Criticality) Analysis - FME(C)A and imply generalized use of meth-
ods and features, such as safety mechanisms, for error manage-

ment. Functional safety is a property of the complete system rather
than just a component property because it depends on the in-
tegrated operation of all sensors, actuators, control devices, and
other integrated units. The goal is to reduce the residual risk as-
sociated with a functional failure of the target system below a
threshold given by the assessment of severity, exposure, and con-
trollability.

The dominant threats for reliability are, first, random hardware
faults such as transient faults by radiation-induced single event ef-
fects or soft errors [15], i.e. a subject for Soft-Error Reliability (SER).
Second, these are extreme operating conditions, electronic inter-
ference and intermittent to permanent faults by process or time-
dependent variations, such as aging induced by Bias Temperature
Instability (BTI) [13], where the latter is a subject for Life-Time Reli-
ability (LTR). Reliability verification challenge is emphasized by the
adoption of advanced nanoscale implementation technology nodes
and high complexity of systems, utilizing tens or hundreds of com-
plex microelectronic components and embedding large quantities
of standard logic and memory. Moreover, these designs integrate
IP cores from multiple design teams making reliability evaluation
task to be scattered and complex. Initiatives such as RIIF (Reliabil-
ity Information Interchange Format) [39], allow the formalization,
specification and modeling of extra-functional, reliability proper-
ties for technology, circuits and systems.

Similar to other aspects, reliability in large complex electronic
systems, e.g. safety-critical CPSs, may be tackled starting at high
level of abstraction. System’s fault tolerance is formally checked
using UPPAAL and timed automata models generated from AADL
specifications [41]. HW design models and tools at such a level also
enable verification of interference of several extra-functional de-
sign aspects [36]. There are research works relying on design soft-
error reliability verification by fault-injection campaigns, e.g. [49],
or formal analysis, e.g. error-correction code (ECC) based mecha-
nisms against single-bit errors in memory elements [48]. Burlyaev
and Fradet [42] proposes a general approach to verify gate-level
design transformations for reliability against single-event tran-
sients by soft errors that combines formal reasoning on execu-
tion traces. Thompto and Hoppe [43] and Kan et al. [44] focus
on the RAS (Reliability, Availability and Serviceability) group of
extra-functional aspects outlined by IBM for complex processor de-
signs where embedded error protection mechanisms and designs
intrinsic immunity (due to various masking) to errors is evaluated
by fault injection. Vinco et al. [45,46] propose extensions to sys-
tem descriptions in the IP-EXACT format to enable multi-layer rep-
resentation and simulation of several mutually influencing extra-
functional aspects of smart system designs such as lifetime reli-
ability, power and temperature. A complex approach to verifica-
tion of multiple reliability concerns (soft errors, BTI, etc.) across
layers in industrial CPS designs is proposed in [47] as a collabo-
rative research result in the IMMORTAL project. Last but not least,
addressing the need for reliability verification automation tools, in
[50], authors propose a fully automated tool INFORMER to estimate
memory reliability metrics by circuit-level simulations of failure
mechanisms such as soft-errors and parametric failures.

The survey clearly shows that currently there is a very small
number of works considering verification of reliability together
with other aspects.

3.3. Timing aspects

Functional temporal properties are essential part of sequential
designs’ specification that are often modelled for functional veri-
fication by Computational Tree Logic (CTL), applied for formal ap-
proaches, and Linear Temporal Logic (LTL) temporal assertions ex-
pressed arbitrarily, e.g. in Property Specification Language (PSL),
System Verilog Assertions (SVA) or systematically, e.g. in Universal
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Verification Methodology (UVM). In the extra-functional context,
these can be extended to specific requirements and properties such
as: real-time (RT), performance, throughput, latency, on-chip commu-
nication time constraint, worst-case execution time constraints, etc.
Several works have been widely studying these timing properties.
Some researchers are mainly focused on generating timing proper-
ties to reduce the verification effort, for example, state space and
cost [54,56,65]. Other works instead use the timing properties to
assess whether the system under verification is correctly function-
ing or not [55,62,64]. In the following, we discuss state of the art
for each timing aspect.

A real-time system describes hardware and software systems
subject to a real-time constraint, that ensures response within a
specified time. The correctness of the function depends both on
the correctness of the result and also the timeliness of the peri-
ods. In [54], an approach to verify the timed Petri-Net model is
proposed. A non-instantaneous model is abstracted from the timed
Petri-Net model in a hierarchical structure. The non-instantaneous
model which is verified with a model-checking tool is used to re-
duce the state space of the timed Petri-Net model for verifica-
tion with a satisfiability modulo theories solvers [76,77]. The timed
Petri-Net is used to model the interacting relations of the software
components and the binding relations between software and hard-
ware in a certain period of time. Gorgen et al. [65] introduces a
tool called CONTREX to complement current activities in the area
of predictable computing platforms and segregation mechanisms
with techniques to compute real-time properties. CONTREX en-
ables energy-efficient and cost-aware design through analysis and
optimization of real-time constraint. The authors in [62] proposed
a method to combine real-rime constraint aspect of a model with
energy-aware real-time (ERT) behaviors of the model into UPPAAL
for formal verification.

Throughput is a measure of how many units of information a
system can process in a given amount of time. In [66], a verifica-
tion environment has been proposed to estimate the throughput
of a SoC. The intention of the paper is to judge whether the veri-
fication system can handle SOC verification and provide the neces-
sary performance in terms of speed and throughput. Khamis et al.
[67] introduced a Universal Verification Methodology (UVM) envi-
ronment to measure throughput of a NoC. UVM is a SystemVerilog
class library explicitly designed to help and build modular reusable
verification components and test-benches. It is an industry stan-
dard, so it is possible to acquire UVM IP from other sources and
reuse them.

Performance refers to the amount of work which is done dur-
ing a process, for instance, executing instructions per second. In
[56], a framework has been developed to analyze performance of
a system design. The framework is based on stochastic modeling
and simulation and it is applied on a set of NoC topologies. The
methodology uses a selective abstraction concept to reduce com-
plexity.

When referring to hardware, latency is the time required for
a hardware component to respond to a request made by another
component. However, in the cast of hardware, latency is sometimes
referred to as the access time. In [55], an analysis tool is developed
to work with the AADL models [78] to assure the correctness of a
scheduling model that binds the relation of different components
in a model.

On-chip communication time constraints refer to the require-
ments on the start and end times of each task in a system crit-
ical path, which is the sequence of tasks that cannot be delayed
without delaying the entire system. For instance, in [51] and [52] a
framework has been proposed, which is based on a set of quality
of service aware NoC architectures along with the analysis method-
ology including selected relevant metrics that enable an efficient
trade-off between guarantees and overheads in mixed-criticality

application scenarios. These architectures overcome the notion of
strictly divided regions by allowing non-critical communication
pass through the critical region, providing they do not utilize com-
mon router resources. Such problem formulation is relevant to fa-
cilitate the usage of NoC technology by safety-critical industries
such as avionics.

The worst-case execution time of a computational task is the
maximum length of time the task could take to execute on a
specific hardware platform. The designer of a system can employ
techniques such as schedulability analysis to verify that the sys-
tem responds fast enough [40]. For instance, Zimmermann et al.
|64] presents an approach to generate a virtual execution platform
in SystemC to advance the development real-time embedded sys-
tems including early validation and verification. These virtual ex-
ecution platforms allow the execution of embedded software with
strict consideration of the underlying hardware platform configura-
tion in order to reduce subsequent development costs and to allow
a short time-to-market by tailoring and exploring distributed em-
bedded hardware and software architectures.

Last but not least, a few works also take into account depen-
dencies between several extra-functional aspects. For instance, the
work in [62,65] and [56] present the effect of optimizing timing
properties (performance and latency) on power consumption or
the study in [64] performs the effect of decreasing execution time
on power consumption. Such analysis is mostly limited to two ex-
tra functional aspects or neglected at all [53-55,69], while design
timing constraints can strongly influence not only power consump-
tion but reliability, security, availability, etc. as well as functional
properties.

3.4. Power aspects

In commercial flows, verification of the power aspect can be
addressed relatively independently from the functional verification
dimension. The power intent and detailed power modelling can be
done starting at TLM or RTL with minimal interference with the
HDL functional description, e.g. using the Accellera introduced Uni-
fied Power Format (UPF) employed for power-aware design verifi-
cation automation by commercial tools especially with the latest
UPF3.0 [60] or Cadence/Si2 Common Power Format CPF [61]. For
the advanced device implementation technologies, power specifi-
cation implies multi-voltage design with up to tens of power do-
mains and may consider dynamic and adaptive voltage scaling.

In the recent research works, design verification against the
power aspect is performed at different abstraction levels with
a trade-off between speed and accuracy. Some works such as
[58,59,74,75] perform power analysis at system level targeting high
simulation speed and low power optimization flexibility similar to
the accuracy achievable at lower levels. In [58], the authors ap-
plied their approach to SRAM and AES encryption IPs and obtained
a significant simulation speed-up in comparison to gate-level sim-
ulation with a high fidelity of the system-level power simulation. A
promising software tool for power simulation in SystemC designs
is the Powersim framework [59,75]. In [59], a methodology to es-
timate the dissipation of energy in hardware at any level of ab-
straction is proposed. In [75], the authors propose a SystemC class
library aimed at calculation of energy consumption of hardware
described at system level. The work in [73] introduces a series
of tools (PowerBrick (construct power library for standard cell li-
brary), PowerMixer (for RTL/gate-level estimator), PoweMixer'P (IP-
based model builder), PowerDepot (estimate system-level power
consumption)) which can be tightly linked and enable the power
analysis from layout, gate-, RT-, IP- to system level with a good
simulation speed while retaining high accuracy. The power aspect
verification could benefit from a holistic multi-level modelling,
such as e.g. [17] available for functional verification. Rafiev et al.
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[56], Vinco et al. [45,46], Kang et al. [62], Zimmermann et al. [64],
Gorgen et al. [65], are aimed at methodologies suitable for specific
applications (such as cyber-physical system [62]) that assume ver-
ification of extra-functional aspects such as power, timing, thermal
at the system level.

This extra-functional aspect has a tight relation to the imple-
mentation technology assumed for the synthesis of the design
model under verification. With planar bulk MOSFET technology
known for exponential growth of the static leakage power for
smaller device geometries and employment of FinFET and Tri-Gate-
Transistors in the advanced technology nodes, the CMOS device pa-
rameters are essential for this analysis [57].

3.5. Machine learning based techniques

The complex problem of multidimensional verification can be
assisted by the recent advances in the machine learning discipline.
This type of approaches (along with e.g. evolutionary algorithms) is
particularly suitable for multi-aspect optimization problems where
formal deterministic approaches may lack scalability.

Machine Learning (ML) is the concept of a machine learning
from examples and making predictions based on its experience,
without being explicitly programmed [82]. Previous works have
shown that ML can be used for verification purposes at different
levels. In [83], machine learning was introduced in physical de-
sign analysis. The feasibility of ML in physical design verification
(e.g., lithography hotspot detection) was investigated, and a ref-
erence model for application was presented. Based on this work
[84] used ML to increase the speed of the performance evaluation
(power and area) of a circuit design after physical design by a fac-
tor of 40 as well as performing a Design Rule Check. In [85], ML
was used to predict the timing behavior of the final floorplan of a
circuit during the Place & Route routine and thus, shifting the anal-
ysis to an earlier design stage. In [79], the analysis is moved even
to higher abstraction level. The high-level synthesis (HLS) resource
usage and timing estimation was improved by train ML models
with data from real implementations. Thus, the design flow can be
assisted with machine learning and predict accurate values even
in very early design stages. Machine learning was further applied
for Security Verification in [80,81,86], where it was used to detect
Hardware Trojans based on features from the Gate Level Netlist. In
Section 5, we propose an approach to assist the multidimensional
verification flow by using machine learning techniques to estimate
a reliability metric, as well as timing metric.

4. The challenges of multidimensional verification

The performed analysis of the state of the art has outlined a
gap in methodologies and tools for holistic multidimensional veri-
fication of hardware design models.

Different from functional verification, approaches for extra-
functional hardware design aspects’ verification remain underde-
veloped even when tackled in isolation. Here, one of the key is-
sues is a lack of established metrics for verification confidence.
For a particular functional verification plan, the functional dimen-
sion usually includes conventional structural (code) coverage met-
rics, functional coverage [3] in form of asserted and assumed prop-
erties and design parameters along with stimuli quality assess-
ment by model mutations [18]. The metrics for confidence in extra-
functional dimension verification results may be challenging as in
practice the requirements are subjective and can be specified as a
mixture of quantitative and qualitative constraints. Accurate hard-
ware verification in a particular dimension requires both sufficient
extra-functional design modeling and the extra-functional aspects
target modeling [36]. There is a limited number of dedicated com-
mercial tools and common standards for extra-functional verifica-

Functionality

Functionality
100% —a—camp

camp_b
Timing \ Power

Reliability

8= Campaign_1 (F-P-S)
Campaign_2 (F-S)
Campaign_3 (F-P) /
Campaign_4 (F)

== Campaign_5 (P) Security

—e—Campaign_6 (S)

a)

Security Power
100%

100%

Fig. 2. Multidimensional verification campaigns (Radar-chart n-dimensional visual-
ization).

tion flows. In particular, for the security dimension the JasperGold
SPV [35] is one of the few such commercial tools that stand out
from the academic research frameworks. Finally, the issue of elic-
iting the extra-functional requirements [4,5] is a challenging task
as ambiguity and (sometimes conflicting) interdependency of the
extra-functional aspects in the specifications increases complexity
and may leave gaps in the multidimensional verification plans.

Unfortunately, there is no established hardware design method-
ology supporting multidimensional verification plans for mutually
influencing functional and extra-functional aspects. There is a very
limited number of research works going beyond analysis of one
extra-functional verification aspect under constraints of another
as the complexity of the problem grows extremely fast with the
number of dimensions (interdependent constraints) and the elec-
tronic system size. The first works in this direction are, for exam-
ple, Vinco et al. [46] and Vain et al. [36].

Ultimately, results of multidimensional verification campaigns
proposed in this work are subject to be represented in a multi-
dimensional space, as illustrated in Fig. 2a. Here is shown an il-
lustration of six hypothetical independent verification campaigns
in a three-dimensional verification space. A verification campaign
in this example shows the level of confidence in the different di-
mensions - (F)unctionality, (P)ower and (S)ecurity. In this illustra-
tive example, only three aspects are taken into consideration. Ob-
viously, on the demand the verification engineers can involve dif-
ferent dimensions. Here, the different colors of the lines repre-
sent different multi-dimensional spaces e.g. as Campaign_1 in blue
lines stand for the verification result considering three extra func-
tional aspects i.e., functional, power and security aspects at the
same time. The figure shows the interdependency of these three
requirements and thus can help the designers to choose the most
suitable design combination. Subsequently, Compaign_2 represents
the combination of functional and security aspects, Compaign_3
demonstrates the combination of functional and power aspect, etc.
Thus the Radar-charts, as shown in Fig. 2b, are an instrument for
summarizing multidimensional verification results for a large num-
ber of dimensions, (where the dimensions can be ordered to em-
phasize correlation or interdependencies between adjacent dimen-
sions).

4.1. Motivational example

Single-dimension verification campaigns ignoring interdepen-
dencies between the dimensions may lead to gaps in the overall
electronic system quality. As an example to show the importance
of multidimensional verification, let us consider an actual verifica-
tion campaign of an open-source NoC framework Bonfire [71,72].
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process (write en, write pointer) begin
if write en = '1

write pc

g
= 'l' then
write_pointer_in <= write_pointer (0)&write pointer (3 downto 1)
else
write pointer in <= write pointer;
end if;
end process;

process (read_en, empty, read pointer) begin --r

pointer bug

if (read en = 'l' and empty = '0') then

read_pointer_in <= read pointer (0) &read pointer (3 downto 1);
else

read_pointer_ in <= read pointer;
end if; B B

end process;

; -- Bug f1!

process (write_en, write pointer )begin
if write_en ' then
write_pointer_in <= write_pointer (2 downto 0)&write pointer (3
else
write_pointer_in <= write_pointer
end if;
end process;

writ

process (read_en, empty, read pointer) begin --read pointer
if (read en = 'l' and empty = '0') then
read_pointer_in <= read_pointer (2 downto 0)&read pointer(3);

else
read_pointer_in <= read pointer;
end if;
end process;

Fig. 3. Bug f1 and

its correction.

= 'l' then

<= (others => '0');
'l' then

<= healthy_counter_out + 1;

if reset_counters
healthy counter_ in
elsif Healthy packet
healthy_counter_in
else
healthy counter in
end if; a a
end process;

= - pl!

Bug

<= healthy counter_ out;

process (Healthy packet, reset counters, healthy counter out) begin

process (Healthy packet, reset counters, healthy counter out,
if reset_counters '1' then
healthy counter in <= (others => '0');
elsif Healthy packet
healthy counter in
else
healthy_counter_in
end if;
end process;

<= healthy counter_ out + 1;

<= healthy_counter_out;

faulty counter_out) begin

"1' and faulty counter_out /= std_logic_vector (to_unsigned (0, faulty counter out'length)) then

Fig. 4. Bug p1 and

The design under verification is in RTL VHDL and implements a
2 x 2 NoC infrastructure (processing elements excluded). The ver-
ification plan considered 2-dimensional verification campaign tar-
geting functionality and power consumption requirements. For the
former, assertion-based functional verification by simulation was
employed targeting statement, branch, condition and toggle cover-
age metrics and satisfaction of a set of temporal simple-subset PSL
assertions. For the latter, a set of power targets were extracted for
the targeted silicon implementation assuming a particular switch-
ing activity (set to 12mW in this example).

Among documented design errors in the Bonfire project, the
bug f1, as shown in Fig. 3, is an example of a functional misbehav-
ior due to improper usage of write and read pointers in the FIFO.
The figure represents the code errors in the red line and the cor-
rected versions of the code lines in blue. The bug f1 and the bug
p1 demonstrate the error in Figs. 3 and 4, respectively. The bug p1
causes violations of specified power consumption targets because
of unnecessary excessive use of a fault-tolerance structure related
counter. The report of such a power consumption is described in
Table 2. The power consumption is shown in the cell Total Power
which is composed of the dynamic power, i.e. the Switching Power
in the interconnects and the Internal Power in the logic cells,
and the insignificant (for the target technology) static leakage
power Leak Power. As summarized in the first row, for the bug
f1 the Total Power is equal to 10.211 (consistence with the power
consumption requirement). Similarly, in the third row, which rep-

its correction.

resents the power consumption for the correct version of the code,
the total power is equal to 10.184. This report prove that even if
there is a bug (bug f1) in the code but still the power consumption
requirement is met. In contrary, for the bug p1, even though there
is no functional errors, the Total Power consumption is reported
which is equal to 22.137. Thus the bug p1 results in a double
power consumption compared to the correct implementation and
violates the power targets in the specification. This fact prove that
it is critical to know how and where the code should be modified
in order to reduce the power consumption as well as maintain
functional correctness. In general, the above simple motivation
example demonstrates the challenge of interdependency of differ-
ent aspects when requirements in more than one dimension are
present.

5. Machine learning to tackle the challenges of
multidimensional verification

As it can be seen in the previous sections, multidimensional
verification is a complex multi-aspect optimization problem. Ma-
chine learning algorithms are known to be able to learn com-
plex relationships and have been used for several optimization
problems. Section 3.5 has shown that machine learning techniques
were already successfully used for estimating several different sin-
gle verification metrics. This suggests that machine learning can be
also used for solving multidimensional verification problem. There-
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Table 2

Power consumption of the Bonfire system implementation: corrected and with bugs f1 and p1.

Bonfire system Implementation

Switching Power (mW)

Internal Power (mW)

Leak Power (pW)

Total Power (mW)

with f1 bug 0.783 9.427 7.50e+05 10.211
with p1 bug 0.757 21.379 6.93e+05 22.137
corrected 0.666 9.518 7.43e+05 10.184
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Fig. 5. Prediction of Functional De-Rating factors of the test data set by using a Support Vector Machine regression model (Training Size = 50%, Coefficient of Determination
R2 =0.844).
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Fig. 6. Learning Curve for the Functional De-Rating prediction by using a Support Vector Machine regression model with different training sizes.

fore, an initial approach is proposed which is based on machine
learning techniques in order to tackle this multidimensional verifi-
cation challenge.

5.1. Proposed methodology

The proposed approach targets to predict two different verifi-
cation metrics based on the same feature set extracted from the
gate-level netlist of a given circuit. These two different metrics are
Prediction of De-Rating and Path delay. The first metric to predict

is the De-Rating or Vulnerability Factor, which are related to the
reliability verification flow and a major metric of the failure analy-
sis. The second metric is the path delay and related to the timing
analysis. This metric is usually obtained during the synthesis or
place and route stage of the design development. Therefore, ma-
chine learning can help to shift the analysis to an earlier design
stage.

A possible application scenario consists in extracting a list of
circuit feature and training a ML tool with a limited set of ref-
erence inputs (the values of the selected circuit features) and
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Fig. 7. Prediction of Path Delays of the test data set by using a Support Vector Machine regression model (Training Size = 50%, Coefficient of Determination R? =0.975).
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Fig. 8. Learning Curve for the Path Delay prediction by using a Support Vector Machine regression model with different training sizes.

expected outputs (reliability and timing metrics). Depending on
the exhaustiveness of the training campaign, the trained ML tool
can provide actual reliability metrics from a limited list of circuit
features while spending far less resources (CPU time, EDA tools li-
censes, man-power) than using classical methods.

5.2. Prediction results

The proposed idea was implemented and evaluated on a prac-
tical example. Therefore, a set of features is defined which charac-
terizes each flip-flop instance in the circuit. The feature set is com-
posed of static elements (cell properties, circuit structure, synthe-
sis attributes) and dynamic elements (signal activity). After extract-
ing the features for the full list of circuit instances, reference data
was obtained. The Functional De-Rating per flip-flop was deter-
mined through first-principles fault simulation approaches and the
path delay was extracted by a classical static timing analysis. One

part of the reference dataset is used to train the machine learning
model and the remaining data is used to validate and benchmark
the accuracy of the trained tool.

As a circuit under test, the Ethernet 10GE MAC Core was used
which is available as RTL description from OpenCores. The circuit
consists of control logic, state machines, FIFO controllers and mem-
ory interfaces. By synthesizing the design with NanGate FreePDK45
Open Cell Library, 1054 flip-flops have been identified and the cor-
responding features have been extracted.

Several machine learning models have been evaluated, such as
the Linear Least Squares, Ridge (with linear and non-kernels), k-
Nearest Neighbors (k-NN), Decision Tree (CART) and Support Vec-
tor regression (SVR, with linear and non-linear kernels). It has
been noted that especially the linear models are not very suitable
to predict the reliability metrics. The non-linear models perform
much better and the Support Vector regression with Radial Ba-
sis Function (RBF) as kernel functions is among the best. There-
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fore, the SVR model with RBF kernel function is used for the fol-
lowing presentation of the prediction results. Figs. 5 and 7 show
the prediction of the two metrics. When 50% (527 flip-flops) of
the data are used to train the model and the remaining 50% was
used to evaluate the model. The performance of regression mod-
els is usually evaluated by using the Coefficient of Determination
(R?) score and the model reaches a score of R2=0.844 to predict
the Functional De-Rating and R% =0.975 to predict the path delay.
Figs. 6 and 8 show the learning curve of the model. This curve de-
scribes the performance of the model for different sizes of the data
set used for training and the remaining data set used for the eval-
uation. The learning curves suggest that by using more than 50%
of the available data for training doesn’t significantly improve the
prediction performance. However, it can also be seen that by using
less than 50% still a valuable prediction can be performed. Thus,
by allowing a slight reduction of accuracy, the cost of an exhaus-
tive analysis can still be reduced.

The practical example has shown that machine learning can be
successfully applied for different verification purposes. In order use
ML to support the multidimensional verification problem, features
from different design stages need to be extracted and used to train
a unified model or several separated models. These can be used to
predict the required verification metrics.

6. Conclusion

In the recent years, numerous extra-functional aspects of elec-
tronic systems were brought to the front and imply verification of
hardware design models in multidimensional space along with the
functional concerns of the target system. Targeting at understand-
ing of this new verification paradigm, we have performed a com-
prehensive analysis of the state of the art and presented a taxon-
omy for multidimensional hardware verification aspects, an up-to-
date survey of related research works and trends towards enabling
the multidimensional verification concept and investigated the po-
tential of machine learning based techniques to support the con-
cept. As the result of the performed analysis of the state of the
art we have outlined a gap in methodologies and tools for holistic
multidimensional verification of hardware design models and the
key challenges.
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Abstract—As the circuit implementation predominantly fo-
cuses on the higher density and performance with the technology
scaling, more adverse types of faults and effects have been
investigated by the system designers. Naive and compatible
testing approaches are required to apprehend the emerging
technological issues, and that will ensure high reliability and
quality to the systems’ functional behaviors. The unidentified
permanent faults, in particular stuck-at faults, have very adverse
impacts on the functional quality of circuits under stressful
workloads. This paper focuses on the single stuck-at faults
simulation and proposing an Artificial-Intelligence (AI) based
algorithm for the prediction of Functional Failure Rate (FFR)
of each net (netlist wire) for a given set of input patterns. The
statistical prediction also provides an improved way of estimating
the Functional Fault Coverage (FFC) and the effectiveness of
the input test vector. The introduced algorithm is an accelerated
methodology which will significantly reduce the time complexity
by 60%, while compared to the traditional exhaustive fault-
injection approaches. The case study has been conducted with
the gate-level circuit of the 10-Gigabit Ethernet MAC.

Index Terms—GraphSAGE (Graph Based Neural Net-
work), Line Graph, Deep Neural Networks, Functional Failure
Rate (FFR), Fault Coverage, Single Stuck-at Faults.

I. INTRODUCTION

Advanced high-quality chips endorse challenging scenarios
in developing industrial specifications by including standard
quality metrics. A lower DPPM (Defective Parts per Million)
level is an example of a highly demanded test metric by
the industrial end-users. Such requirements imply elaborated
production tests that generally include single stuck-at faults,
transitional faults, path delays, bridging effects, and cross-
talks. The functional fault coverage is applied as a standard
metric for expressing the quality of test patterns. To charac-
terize the stuck-at fault coverage, a valid set of test patterns,
and an efficient fault simulation approach are needed [1].

The fault diagnosis approaches locate the faults that cause
functional failures in the circuit. The prior works [2], [3], [4],
and [5] significantly use the single stuck-at faults models to
perform the fault diagnosis. The fault simulation method has
been chosen in these papers to infer a statical observation
by comparing the performance between the faulty circuit and
fault-free circuit. The single stuck-at fault diagnosis efforts
also extended scientifically to solve the problems of multiple
stuck-at faults with limitations. The works that have been
explicated in [6], [7], [8], and [9] tried to reduce the fault-

978-1-7281-7641-3/21/$31.00 ©2021 IEEE 24

space for multiple suck-at fault diagnosis through different
concepts. Effect-cause analysis and guided probing belong to
such fault space deduction approaches. Electron-beam probing
as a fault diagnosis approach was applied in work [10], but
electron-beam probing is a time-consuming and laborious
task. Research papers [11] and [12] deduced the suspected
faults by algorithmically generated sensitizing input pairs
without probing internal nets. The works that have been
provided in [13], [14], and [15], tried to utilize the stuck-at
fault model for the analysis of bridging faults. Also, in work
[16], both single and multiple fault simulations were applied
together for the fault space reduction technique to ease the
problems of fault diagnosis. In all these proposed approaches,
fault simulations and its running time are inevitable factors.
The single stuck-at fault model and its simulation within their
premises have been explored in fault diagnosis with different
perceptions.

The fault-space reduction algorithms in the cited works
depend heavily on the stuck-at fault simulations. As a result,
the aggressive chip density scaling jeopardized the simulation-
based fault diagnosis methodologies. All these facts lead the
researchers in the reliability and testing fields to develop
mathematical algorithms to reduce the overhead of fault-
simulations. Also, in the last decade of years, there is no
much sophisticated-literature that combines the simple stuck-
at model and advanced mathematical algorithms for fast
inference of functional failures due to single stuck-at faults.
All these key factors contribute to the proposed Artificial
Intelligence (AI) based framework.

Application of Atrtificial Intelligence (AI) to extract feature
information from the probabilistic network domain [17], has
emerged as a prominent tool for graphical node embedding.
The process of leveraging a node’s features into a vector form
is called the node embedding. The applications of graph-based
neural network algorithms (GCN, DNN, and graphSAGE) for
circuit’s reliability modeling, have been proposed in papers
[18], [19], and [20], respectively. The papers [18] and [19]
proposed algorithms that were used for the evaluation of
the propagation probability of Single Event Upsets (SEUs)
in a transductive way. On the other hand, the paper [20]
implemented an inductive type framework. The transductive
model is not exactly building a predictive model. A completely
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new unseen data point (a net in the circuit netlist here) force
the transductive algorithm to re-run the training phase. But
inductive learning builds a predictive model that can also
apply to the unseen data. The prior work [20] implemented
the scientific workflow, which constitutes of graphSAGE and
Deep Neural Network (DNN) algorithms for evaluating the
soft-error effects [21] on the functional level. Additional to
the works in [20], this paper provides:

1) An adapted framework that introduces an edge-to-vertex
graph transformation principle to analyze the effects of
permanent faults instead of soft-errors.

2) An algorithm that illustrates: how to predict the prop-
agation of induced stuck-at-1 and stuck-at-O faults at
each net (wire in a netlist).

3) Better numerical superiority in the fault propagation
probability predictions and interestingly reduces the
time complexity by 60%.

4) The characterized failure vulnerabilities result in the
reduced set of fault locations for fault diagnosis.

The transformed gate-level graph is the source for extracting
the features of nets to model the effects of stuck-at faults
at the functional level. The proposed framework goes be-
yond the classical machine learning algorithms (like support
vector machine, logistic regression, and linear regression) by
replacing the black-box modeling with transparent modeling
of the metrics (i.e., white-box modeling [22]). In white-box
modeling, machine learning algorithms have been adapted to
interpret or explain the results associated with the model.

The rest of the paper organized as follows: sections II,
II, IV, V, VI and VII. Section II covers the backgrounds
of Artificial Intelligence (AI) models and frameworks. The
application of graph theory and the graphSAGE algorithm as
methodologies is briefed in section III. The workflow of the
framework is chronicled in section IV. Section V is dedicated
to the results and discussions. A conclusion to the holistic
approaches is provided in section VI. Finally, the work is
acknowledged in section VIIL

II. BACKGROUND: DEEP GRAPH LEARNING
A. Graph Theory

A gate-level circuit can be transformed into a probabilistic
graph network where vertices () analogous to the flip-flops
and gates, and the directed edges (¢) represent the connection
between them. The mathematical graph-function G of the
transformed netlist is given as:

G =(ve) M

B. Graph Transformation Principle

The line graph LG is an edge-to-vertex (or) edge-to-node
dual representation of graph G. The graph transformation is
obtained by associating the vertex of LG with the edge of
the graph G. The two vertices of LG are connected with an
edge if and only if the corresponding G-edges of that two
vertices have a common vertex [23]. A simple and classical
example of graph transformation of G into a line graph LG
is illustrated in Fig.1. When G represents a gate-level circuit

as in (1), then LG epitomizes the dual form of the gate-level,
where nets are the nodes.

Graph Transformation
pak slon o ovinn s

Line Graph (LG)

Graph (G)

Figure 1: Edge-to-vertex transformation of a graph (G)

C. GraphSAGE

The graphSAGE [24], is a general inductive framework
that leverages the node’s feature information into efficient
node embedding. An inductive node embedding symbolizes an
optimized generalization across the graph with the same form
of features. Therefore, we can leverage the node features of
the unseen graph part of a circuit by the embedding generator
that trained once. The graphSAGE is defined as a graph-
based neural network with sampler and aggregator functions.
Here, we have implemented a pooling aggregator with the
help of a Python neural network libraries. This embedding
provides the local-role of nodes in the graph as well as their
global positions also. The basic idea of the graphSAGE was
simplified and explained in the workflow.

D. Deep Neural Network

Deep Neural Networks (DNNs) [25], [26] are trying to
model complex distributions of data by combining different
non-linear transformations. Here, DNN is the model for the
binomial observations P(k|e,N,w;). After DNN training, the
generated hypothesis predicts the failures.

III. METHODOLOGY

Fig. 2 provides a visualization of different algorithms that
were placed to model the error-observation probability at the
functional level. The graphSAGE algorithm is the introduced
graph embedding neural network that deduces the hidden
information corresponding to a net (w;) from the netlist, where
the netlist is a probabilistic graph of nets and components as
vertices and edges. The explicated information about a net
(w;) is the structural peculiarities that decide the chance of
an injected fault at w; to cause functional failures. Simultane-
ously, the injected fault at w; for each input vector leads to a
binomial type failure probability distribution [27]. P(k|e,N,w;)
explicitly models that failure distribution for N input vectors,
where k represents total failure outcomes (e) in number for N
injected stuck-at faults at w;. The whole modelling-approch
in Fig. 2 can be explained as the convolution (®) between
f(Nvectors) and f(faulty netlist, w; ), and that convolution is
proportional to P(k|e,n,w;) as given in (2).

f(Nvectors) ® f(faulty netlist,w;) < P(kle,n,w1) (2)
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Figure 2: Modeling of functional failure probability

IV. ALGORITHMIC WORKFLOW

Fig. 3 chronicled the whole research approach in block-
diagrams, and it includes two parts: the fault-injection cam-
paign and the research approach. In the first part (fault-
injection campaign), the raw database (FFRs) for the fault
propagation analysis is generated. The Fault-Injection cam-
paign and its details are acknowledged below. In the second
subsection, more detailed view of the Al model is provided.

A. Fault-Injection Simulation

At the gate-level, the functional failure modeling of stuck-at
faults is further advancing to accelerate the failure evaluation
effectively. We have statistically simulated the fault injections
and, empirically derived the Functional Failure Rate (F'F'R)
factor of each net (gate-level wire) for stuck-at-1 and suck-
at-0 faults. Finally, the fault coverage of the given set of 64
input test vectors (64 transmitted packets) is calculated from
the observed results of fault injection campaign. The proposed
algorithm is used to predict the empirically derived metrics. In
this scenario, stuck-at-1 and stuck-at-O fault injections at gate-
level have been achieved through modifying the data of each
net to logic-1 and logic-0, respectively. The injected value acts
as a permanent fault for the entire operation. In total, 3437
nets from different blocks of the circuit (such as TX, RX,
Wishbone Interface, Fault State-machine, and Sync_clk), were
tested. A high-level representation of the campaign has been
shown in Fig. 3. Equations (3) and (4) express the Functional
Failure Rate factor of each net with respect to stuck-at-0 and
stuck-at-1 fault, respectively.

N,
FFRisa, = 4 ;f;: 3)
0
N,
FFR; s, = N;;; )
1

In (3) and (4), 7 indicates each net. Npp, (or) Npp, rep-
resent the number of functional failures due to stuck-at-0
(or) stuck-at-1 faults. Similarly, NFs4, and NFgs4, counts
the maximum number of injected stuck-at-0 and stuck-at-
1 faults per net. The maximum of NFgys, (or) NFga, is
simply equivalent to the number of input test patterns (i.e., 64
packets). The significance in evaluating the fault coverage of
the test patterns is inevitable [28]. The equation (5) defines
the Functional Fault Coverage (FFC) metric.

__ Total Faults Detected as Functional Failures

FFC
Total Injected Faults

(6))

The FFC is a metric that decides the quality of test pattern
in producing a prominent subset of all possible functional
failures without concerning about 100% possible failures.
With the advent of small-scale technology integration in the
electronics-chips, a more reliable test pattern according to
single stuck-at fault models becomes a desideratum. In this
experiment, the quality of the algorithm in estimating the FFC
metric is also evaluated.

B. Research Approach: The AI Model

In the second part (Research Approach), the graph theory
and Deep Learning (DL) are applied to estimate the fault-
injection inference. The research approach fundamentally ex-
ploits FI database to characterize the fault propagation model.
The research approach part can be viewed as four phases.

1) Phase I: The Probabilistic Network: After the
fault-injection campaign, a probabilistic graph G is generated,
which represents the gate-level netlist. A Verilog Procedural
Interface (VPI) library function was linked to a standard
simulation tool (ModelSim) to design the graph G. The graph
G includes vertices that imply the gates and flip-flops in the
netlist. Then, an edge-to-vertex transformation was applied to
graph G. The resulting line graph LG contains the vertices
that analogous to the nets/wires in the netlist. Fig. 4 shows
those steps in order. The line graph LG was used in the
successive algorithm (graphSAGE) to generate the feature
matrix of nets for a downstream DNN prediction.

2) Phase II: GraphSAGE: In the second phase, the
grpahSAGE algorithm extracts a feature matrix (X) cor-
responding to the line graph LG nodes. The graphSAGE
includes two principal steps. The first step is the sampler
algorithm. The sampler algorithm defines the neighborhood
space of a source node. In this scenario, we defined the
parameter K = 2, which means that the sampler samples
up to the depth of the 2 neighbor space. In the second step
of the graphSAGE algorithm, an aggregator is implemented
at each depth (1 < k < K), that aggregates features from
the local neighborhood of the source node. The aggregators
were visualized in Fig. 5, where blue and green lines indicate
the aggregators at depth k¥ = 1 and k = 2 respectively. Here,
the max-pooling aggregators were implemented. Equation (6)
formulates the mathematical abstraction of the max-pooling
aggregator [24].

AGGRE}Y = maz({o(Wyooth%, +b),Vu; € Nyi(v)}) (6)
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where (6) represents the aggregator function at depth k,
which is a graph neural network with parameters W, and
b. An unsupervised learning method has optimized those

parameters. Ny (v) represents k-neighborhood of vertex v and
hfj indicates the aggregated neighborhood vector and, o is
the activation function of the neural network.

In the third step, each node is reformed into a vector. All
three steps repeat for all the nodes in the line graph and
produce a matrix representation (X) of the circuit. Fig. 5
illustrates the node-to-vector mapping (node embedding).

3) Phase III: DNN: Fig. 6 outlines the DNN algorithm
that was exercised for prediction purposes. There are two parts
in Fig. 6. The first part is the training part of DNN, and the
second one is the testing part of DNN. In the training part, 40
% from the feature database X and corresponding target prob-
ability metric from FI-database have been randomly selected
as X¢rain and Y;..:,- The chosen resources postulate a hy-
pothesis that best describes the target probability distributions
(FFR; sa, and FFR; s4,) through the supervised learning
method. The optimized parameters (Weights and Bias) of the
best-fit provided the model parameters. In the testing part,
the proposed model is applied to an unknown input vector
from X¢es¢ and predicts the target probability metric (FFRs)
as provided in Fig. 6. The DNN architecture consists of 5
dense layers, including the input and the output layers. The
input layer consists of 50 nodes. The input vector to DNN is a
50-dimensional vector per net, as provided by the graphSAGE
algorithm. The hidden layers are fully connected feed-forward
neural networks, each having nodes 64 (1%t-hidden), 32 (2”‘1—
hidden), and 12 (3"%-hidden) respectively. The output layer
has only one node that performs the prediction. A Rectified
Linear-Unit (ReLU) is the activation function that is benefitted
in the last layer for prediction while the hidden layers take the
advantage of the Hyperbolic Tangent (Tanh) as the activation
function. Adam [29] is an adaptive learning rate optimization
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algorithm that has been used here as an optimizer, and finally,
the loss function is updated with the Mean Squared Error
(MSE) function.

Phase Ill : DNN
Input Layer Y = Yirain=40% FI
>
Phase Il =X —
Xtrain (40 %), Xeest (60%)
Yerain| - Training Testing
Sequence Sequence
DNN(Deep s
Learning) :‘
Parameter
Optimization, J
Hypothesis
: Model P (xtest)

Predictedl Probability

Figure 6: DNN Algorithm

4) Phase IV: Result Analysis: The final phase includes
a comparison between the predicted and reference probability
metrics, as given in Fig. 3. The compared results are plotted
in Fig. 7, 8, 9, and 10.

V. CASE STUDY AND RESULTS

The case study experiment was conducted with the gate-
level circuit of the 10-Gigabit Ethernet MAC [30]. Among the
synthesized nets, the simulation-campaign injected faults on
3437 nets, where avoided nets are redundant in their functions.
The redundant nets includes the parallel connections also.
The overall simulation paradigm was summarized in Fig. 3.
Fig. 7 and 8 graphically represent the functional failure rates
of nets due to stuck-at-1 and stuck-at-O faults, respectively.
The red color legend (in Fig. 7 and 8) represents reference
values, and the blue color legend represents corresponding
predicted probabilities. Both graphs were obtained for 40%
random training size, which explicitly indicates that only 60%
(2062 nets) of total nets (3437) are plotted in Fig. 7 and 8.
The experiments with different training sizes have led to the
conclusion that the training size is better to be 40% for both
predictions. The 40% training size provides a significantly
higher correlation between predicted and reference values,
compared to other training sizes of less than 40%. The
correlation property is slightly improving with above 40%
training size. Such observations are plotted in Fig. 9 and 10.
The graphical visualizations in Fig. 7 and 8 demonstrate how
well the prediction replicates the observed reference values. In
both cases, the regressions have achieved adequate values for
the coefficient-of-determination (R?) metric (approximately
0.93 for stuck-at-1 and 0.94 for stuck-at-0). Generally, the
best model fit value of R? metric is 1, and the worst value is
0. In statistics, the R-squared (R?) [31] value is the measure
of goodness-of-fit of a regression model.

From Fig. 7 and 8, we can characterize the nets based
on their functional-failure vulnerabilities with an acceptable

prediction error. When the failure rates of nets numerically
close to 1, then nets are more critically characterized. This
information provides a more reliable approach for minimizing
the cluster size of critical fault-locations in the fault diagnosis.
The implemented algorithm depends on 40% of the fault-
injection database. However, it is quite impressive to note that
the test and training phase of the whole algorithm takes only
less than 10 minutes. The holistic algorithm (graphSAGE +
DNN) can process a netlist of 10,000 components without any
additional running time on a CPU machine of 16GB RAM.
The trade-off between the netlist size and the processing time
will be investigated in the future with further experiments.

Table I provides the impacts of prediction in terms of
required time and also provides the Functional Fault Cov-
erage (FFC) metric (5) of test patterns and its corresponding
predicted value. The FFC value is predominant in the circuit
diagnosis to evaluate the effectiveness of the test pattern.
The fault coverage close to 90% will adequately explain the
observability of single stuck-at faults. Note, here, the test pat-
terns/packets were chosen randomly for this experiment, and
were not optimized for the best. The low FFC value (27.5%)
of the given test patterns is approximately predicted by the
framework (28.2%). If fault-injection simulation chooses the
test pattern with a higher FFC value, then the probabilistic
failure observation by fault-injection per net will also increase.
This increased failure observation provides more information
to the algorithm and subsequently helps the algorithm to
estimate the stuck-at fault failure probability as discussed in
Fig. 7 and Fig. 8 with high accuracy. The random test patterns
are chosen to model the real-time scenarios where it is not
possible to expect the high possibility of large fault-coverage
inputs to the device under test.

TABLE I:
IMPACTS OF PREDICTION IN SIMULATION RESOURCES
(FAULT-INJECTION (FI) CAMPAIGN - 7 MODELSIM)

Parameters Stuck-at-1 Stuck-at-0

R? 0.93 0.94

Training & prediction < 10 mins < 10 mins

Training Data (40%) ~ 1.2 hrs ~ 1.2 hrs

Full Database (FI) ~ 3 hrs =~ 3 hrs
FFC Calculation

Empirically calculated FFC =0.275

Predicted FFC =0.282

VI. CONCLUSION

The paper has validated a naive artificial intelligence ap-
proach to predict the functional failure vulnerability of each
net at the gate-level, as well as the effectiveness of the test
patterns. The proposed technique succeeds in reducing the
time-complexity of exhaustive fault-injection by 60%. The
developed framework depends on the gate-level circuit, and
the extracted features have been used for the prediction of
realistic fault propagation probabilities. The developed method
combines a single stuck-at model and advanced mathematical
algorithms, which will able to cluster the nets into critical
and non-critical groups depending on the applications. The
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results open a new possible dimension to a scalable and very
cost-effective simulation tool for the production of dependable
micro-electronics systems.
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Abstract—Typical design flows are hierarchical and rely on
assembling many individual technology elements from standard
cells to complete boards. Providers use compact models to provide
simplified views of their products to their users. Designers group
simpler elements in more complex structures and have to manage
the corresponding propagation of reliability and functional safety
information through the hierarchy of the system, accompanied by
the obvious problems of IP confidentiality, possibility of reverse
engineering and so on. This paper proposes a machine-learning-
based approach to integrate the many individual models of a
subsystem's elements in a single compact model that can be re-
used and assembled further up in the hierarchy. The compact
models provide consistency, accuracy and confidentiality, allowing
technology, IP, component, sub-system or system providers to
accompany their offering with high-quality reliability and
functional safety compact models that can be safely and accurately
consumed by their users.

Keywords—reliability, functional safety, machine learning, fault
model, transient faults, soft errors

I.  INTRODUCTION

High quality, reliable and safe electronics requires massive
cooperation and exchanges across all the partners of the supply,
design and manufacturing flow. A huge quantity of information,
addressing functional and extra-functional qualities must be
produced accurately, exchanged without loss of fidelity and
consumed as intended.

One of the most self-evident examples of such flow of
information is the typical foundry>designer>integrator process.
The technology provider prepares a complex Process Design Kit
that includes technological data, simulation models, design rules
information, primitives and possible standard cell libraries from
the foundry or a library vendor. Designers make use of this
information during the preparation of cells, IP blocks and
ultimately, components. Components are used by system
integrators on boards, sub-systems and systems.
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Design paradigms, workflows, practices and expectations
are progressing continuously. While in the past a typical ASIC
design process was concerned by the paramount trinity of
area/frequency/power, todays requirements are formulated as a
vast set of functional and extra-functional specifications.
Functional Safety (FuSa) and Reliability (Rel) requirements are
increasingly present because of current or upcoming formal
standards such as IEC 61508 [1], ISO 26262 [2] and others.
These standards demand the calculation and presentation of
functional safety and reliability metrics at system-level, in
quantitative and qualitative terms. However, computing the
Failure Rate of a system to make sure that it fulfils the <10 FITs
requirement for an ASIL D product involves data that has been
produced by at least three individual entities and transformed by
tens of engineers (or even companies) during the design flow.
There is a huge potential for loss of fidelity, data misuse,
omissions and translation errors. In addition, much of this
information is highly proprietary and the transmission of the
information from one partner of another can be parasitized by
restrictions and disclosure limitations. Some of the data can also
facilitate possible reverse engineering or at least disclose critical
design information that was intended to be kept secret.

In this paper we present a uniform methodology to evaluate
reliability and functional safety metrics based on using compact
models build with Machine-Learning (ML) methods. The
compact models of a design element (standard cell, IP, block,
component, sub-system or system) at a given hierarchical level
can be combined through ML techniques in a single compact
model that can be used for the next design stage or user. This
approach ensures that relevant parameters are retained and
impactful during the design flow and that the contribution of the
various design elements is well represented at any calculation
stage. Additionally, it may provide a way to obscure technology
and design information, safeguarding critical IP, while still
equipping the users at any design stage with information.

The paper is organized as follows: Section II introduces the
motivation for this work, Section III presents the proposed
approach, Section IV shows a worked example and it’s followed
by the Conclusion section.
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II. MOTIVATION

As an example of a metric calculation flow, let’s consider
the evaluation of Single Events Effects (or Soft Errors or
Transient Faults) to the failure rate of a system:

Firstly, the technology provider (foundry), in a possible
collaboration with a library vendor must provide technological
(raw) event rate for the various technology elements (standard
cells, memory blocks, analog IP such as PLLs and so on) that its
customer uses. Sequential cells can be affected by Single Event
Upsets (SEU) with rates that depend on the cell state, voltage,
temperature and so on. Single Event Transients in combinatorial
cells can also depend on the cell fanout. Single or Multiple
Bit/Cell Upsets (SBU/MCU/MBU) can impact the data stored
in memory blocks and their occurrence rate can depend on
physical implementation (aspect, column muxing, scrambling)
or design choices such as error management schemes. Ideally,
all this data deserves to be captured in a detailed, high fidelity
format that accurately reproduces the error rate of the researched
event according to a reasonable set of parameters. There is
massive precedence for this approach: today’s PDK contain
large databases, multi-index tables and process information in a
variety of formats. While this may happen one day, the current
State-Of-The-Art in terms of SEE technological information
delivery consist in PDF test reports or a summary spreadsheet.

The designer must use this information as an input in the
event rate calculation methodology. As an example, the unit
SEU rates indicated by the technology provider must be
annotated to each design flip-flop and de-rated according to the
role of the flip-flop (SEQ — sequential element) in the design:
SEQ Fail Rate = Raw SEU Rate - l_[De — Rating (1)

DR

Flip—Flop

Memory SBU/MCU data is tailored according to each
instance specifics and the impact of possible error management
schemes is integrated.

Raw SBU Rate - Size if no ECC

MEM Fail Rate = Z {RawMBUrate-SizeifECC @

Memories

The end goal is to calculate at the IP or design level the
required overall reliability or functional safety metrics. While in
some rare circumstances, the final deliverable is a number or a
limited set of numbers, any actual high-level metric will be
dependent on a variety of parameters. Firstly, some parameters
(such as voltage, temperature) inherited from the underlying
technological layer will certainly impact the transient fault error
rate. Design settings (speed, number of active cores, buffer or
cache sizes, memory modes) can be set according to each
application requirements, affecting the actual error rate. Internal
features (error detection and/or correction, safety mechanisms)
can be activated or not with a direct impact on the design
reliability.

The same design can have multiple physical implementation
that can also impact reliability. As an example, the usage of
packaging materials with different alpha emissivity rates will
strongly impact (from x1 to x1000) the final SEU rate.

In conclusion, the set of parameters affecting the FuSa/Rel
metrics of a design can be large and impactful. The manufacturer

will usually have difficulties in packaging and transmitting this
information to the user. There are several options:

- A maximum, worst-case metric. This way, the actual
failure rate is guaranteed to be lower than the indicated
value. This approach can penalize some applications or
systems and can lead to overengineering in trying to
manage the failure rate.

- A recommended utilization scenario that leads to a
nominal, favorable error rate. This scenario is usually
implemented through a “Safety Manual” where the
manufacturer describes his vision on how the
component should be used in order to fulfil safety goals
and to lead to the desired failure rate

- An analytical method where the provider can explicitly
describe a function to calculate the actual failure rate
according to the implementation. As an example,
assuming that the system includes memory instances,
then their contribution to the overall failure rate can be
described similarly to the equation (2). However, this
approach presents the drawbacks of disclosing to the
user in a clear format, internal circuit information or raw
technology data which can be critical pieces of IP.

A system integrator will have to integrate many individual
components from various providers. Translating, adapting and
integrating various reliability data presented in dissimilar
formats is very challenging. Regardless of these hurdles, the
system integrator will have to deliver a final product with a clear
set of metrics that can be compared to the requirements.
However, even the system reliability metrics can depend on
various usage scenarios. The same exact product can show
different failure rates when used in a datacenter, a car, an
airplane or a satellite. The provider needs to express the metrics
of its products according to a set of parameters and has to
provide the user with a metric model with a set of parameters
that are relevant for the given abstraction level.

The various collaborations between the providers and users
of technology, components and systems need to be supported by
tools specifically developed for reliability and functional safety
efforts. While more specific tools exist, standard spreadsheet
tools are widely deployed and used. Data import and export from
these tools is inadequate and prone to errors.

Recent standardization efforts from IEEE [3] and Accellera
[4] aims at defining an exchangeable interoperability format for
functional safety analysis and functional safety verification
activities. A format for Reliability exchanges has been proposed
previously [5], providing a solution to suppliers and consumers
to exchange reliability information in a consistent fashion and to
use this information to construct accurate reliability models. All
these efforts stress the importance of building models
hierarchically and according to the design abstraction level.
Accordingly, an uniform, universal method to model functional
safety or reliability metrics at any design stage or abstraction
level and more importantly, combining the information
available at the current level to benefit the next efforts in the
pipeline would be opportune and useful.

Using Machine Learning techniques to build such a model
has several advantages. Machine Learning algorithms are
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known to efficiently learn even complex relationships. Models
can be built from various types of input data, such as tables or
functions. Therefore, it is suitable at any abstraction and
hierarchical level. Several aspects can be combined in a single
model, which makes it compact and easy to use by the user in
the next design stage. Additionally, the representation of the
Machine Learning model can be fundamentally different to the
original representation and thus, obscure critical technology and
design information.

III. PROPOSED METHODOLOGY

The proposed approach is conceptually straightforward and
easy to implement. The methodology relies on compact models
build using Machine-Learning techniques and trained using
reference data provided by State-of-the-Art (SOTA) methods.
The overall FuSa/Rel metrics for the current level can be then
calculated and used as reference data to train a compact ML
model. The elaborated ML model can then fuel the analysis
efforts required for the next design stage or upper hierarchical
level or abstraction and can be shared with the corresponding
engineer or user.

The phases of this methodology are described below:
Phase I — Data collection

Let’s assume that the current hierarchical level or design
abstraction is a collection of elements (or components). Each
element has one or multiple attached FuSa/Rel metrics and
models. The models can be analytical, data or ML. Each
individual metric can have a collection of input parameters:

Metric; = f(pari,o,parill,pariyz, ...pari’n(i)) 3)

Phase II - Integration

At the current level, SOTA approaches will allow us to
combine the existing data of the various elements in overall, top-
level FuSa/Rel metrics. This metric will depend on all of the
parameters of the element metrics, including options, parameters
and choices that are applicable at this design level. Obviously,
the parameter list can be simplified by optimizing the parameters
that are the same or equivalent. As an example, a supply voltage
parameter can be applicable to several elements.

Metricyperan = Z Metric; = f (pary, pary, par,,
i

e PATy) (C)]
Phase 1II — Compact ML Model Elaboration

The equations that composes the overall metric can be then
exercised over the validity range of the parameters. The overall
metric can also be a collection of data valid over a specific range.
The collected data will be then used to train a ML model that
will accept as inputs the aggregated set of parameters and will
extend to the area covered by the available dataset. Once trained,
the ML model is expected to have good if not perfect accuracy
over the valid range and is an ideal surrogate or replacement for
the discrete overall metric.

The main goal of the training is to create a model which
accurately represents the given metrics function or collection of
data. The model should be able to accurately recall the trained

values and depending on the learned metric, the model should
also be able interpolate and extrapolate the data.

In comparison to classical Machine Learning applications
this approach is a bit different. Usually the input parameter range
is limited and known and for most cases more training data can
be generated or gathered. In this way the data to train the model
can be increased to improve the accuracy until a specified target
is met.

Phase IV — Packaging and Reuse

The elaborated ML model can be then provided to the next
engineer or user that can start applying this methodology on the
next hierarchical level, flow stage or design abstraction level.

The presented methodology shows distinct advantages. The
approach is uniform regardless the location in the design flow or
design hierarchy. The ML models are compact, the training is
not computationally intensive and implementations are available
in a variety of language and programming frameworks. In many
cases the trained ML model will hide or obscure sensitive design
or technology information.

IV. WORKED EXAMPLE

In this example, we are addressing the calculation of a
system Transient Fault / Soft Error Rate. For the purpose of the
demonstration, we will use simple, naive equations for modeling
the error rates and aggregating the contribution of the various
elements. Firstly, let’s introduce the following functions for the
calculation of the various Soft Error Rates (indicated in
FITs/MegaBit or MegaCell):

RawSE Rsoq(Vag) = 100 - (1 + (1.2 — V) 5)

(A Flip-Flop has a 100 FITs/Mb at the nominal 1.2V supply
voltage; SER decreases at higher voltages and increases at
lower). Vdd means supply voltage

50
RawSE Reomp (Vaa, PW) =50+ (1 + (1.2 = Vaa)) “ 57 (6)

(A combinatorial cell can exhibit a spectrum of Single Event
Transients with decreasing event rate for larger, longer events.
We will limit the minimal Pulse Width - PW at 10ps which is
the shortest transient that the selected technological process can
propagate). PW means Pulse Width (in ps).

The Single Event Effect rate for natural working
environments is dominated by the contribution of SEEs caused
by alpha particles emitted by impurities in the packaging
materials and neutrons caused by the interaction of high-energy
particles with the atmosphere. Both contributions depend on a
large number of parameters and it can be difficult to provide a
model that integrates the effect of all the parameters.

As an example, the neutron-induced SEE rate depends on
many factors, including physical location, altitude, solar
activity, shielding and so on. Following the approach from [7],
let’s focus on altitude and cutoff (dependent on location),
ignoring solar modulation. In this case, the actual neutron flux
(NF) at a given location can be expressed as follows:

A—Aref

NF = NF,o; - GRF - €™ L @
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, where NF,r is the the neutron flux at the reference location
(New York = 14 n/sq. cm/h). L is the flux attenuation length for
neutrons in the atmosphere (~148 g/cm?2). Finally, A is the areal
density of the location of interest, Aref is the areal density of the
reference location.

a
~0.03813]
(1000

2 3
—0.00014] -2 | +6.410-7{ 2
1000 1000
®

While these factors can be described analytically and
integrated in the various models, the GRF represents the
Geomagnetic Rigidity Factor and varies according to the
geographical position. As an example, values of geomagnetic
vertical cutoff rigidity used to calculate the relative neutron flux
were provided by the Aerospace Medical Research Division of
the Federal Aviation Administration's Civil Aerospace Medical
Institute. The cutoff data were generated by M.A. Shea and D.F.
Smart using the International Geomagnetic Reference Field for
1995 [8][9]. Therefore, the actual GRF values can only be
provided as a table of data indexed according the longitude and
latitude. This cause a number of issues, including the need to
interpolate between the available sparse, low granularity data
and the difficulty to integrate tabular data in a compact model.

A=1033-¢e

Machine-Learning Models can cope very efficiently with
these difficulties. Firstly, the training can be done on any type of
data, analytical, tabular with any type of data representation for
the input parameters: linear (for the altitude) or specific
(geographical coordinates). Moreover, it will also be able,
provided that an adequate model is used, to interpolate GRF data
between the locations provided in the tables, allowing the
approximate calculation of the GRF for any location.

The neutron-induced error rate is provided as base value for
the reference setting (New-York, sea-level) that needs to be
multiplied by an acceleration factor calculated according to the
actual location and altitude. As an example, the following tables
show the acceleration factors for a selection of altitudes and
location. The final acceleration factor can be calculated by
multiplying the appropriate location factor with the desired
altitude factor.

TABLE 1. ALTITUDE-DEPENDED NEUTRON DATA
Neutrons Neutrons Neutrons
Altitude Altitude flux flux flux
(feet) (m) (n/sq.cm (n/sq.cm (relative to
hour) second) sea level)
0 0 14.0 0.003889 1.0
1000 304.8 18.2 0.005056 1.3
2000 609.6 234 0.0065 1.7
5000 1524 47.6 0.013222 34
10000 3048 134.6 0.037389 9.6
20000 6096 668.5 0.185694 47.8
30000 9144 2001.1 0.555861 142.9
35000 10668 2993.2 0.831444 213.8
40000 12192 4147.0 1.151944 296.2

TABLE II. LOCATION-DEPENDED NEUTRON DATA

Location Neutrons flux
(relative to sea level)
Colorado Springs 4.42
Bangalore 1.02
Beijing 0.72
Grenoble, France 1.24

This part fulfils the Phase I of the proposed methodology.

In the following (Phase II), a simple de-rating approach is
assumed to calculate the overall Error Rate of an ASIC with 1
Mbit of Flip-Flops and 10 Mbits of Combinatorial cells. The
overall Error Rate can be computed as the de-rated contribution
of each individual element:

SERysic =

element

RawSERy, - 1—[ DR 9
LDR,TDR,FDR

The de-ratings applicable here are: LDR — Logic De-Rating
(the probability of the fault to propagate from a logic/masking
perspective), the TDR — Temporal De-Rating (the probability of
the fault to arrive during a sensitive opportunity window) and
FDR — Functional De-Rating (the probability for an error to
become an observable failure). The Fault/Error/Failure
dichotomy and the various De-Rating factors are used as
presented in [6].

Simple equations or values for the applicable De-Rating
factors are presented in the equations below

Slack Freq[Hz]
TDRseq(Freq) = ClockPeriod ~ 2e6 10
PW
TDRcomp (PW, Freq) = ClockPeriod = PW xFreq  (11)
LDR = 0.25 (12)
FDR = 0.25 (13)

Finally, the overall SER of the ASIC can be described as
follows:

SER(PW,Freq,Vuq)
= (1Mbit - RawSERseq - TDRseq
+ 10Mbit - RawSE R comp * TDReomp)
*LDR - FDR (14)
and can be unrolled in the following form:
SER(PW,Freq,Vyq)

FIT
= <1Mb . 100m- (1+@2-Vy)-1

Freqlz] | omp-s50L. 1
2e6 Mb (
+ (1.2 = Vyy)) - PW % Freq) -0.25
-0.25 (15)

A final customization can be made to clarify the value or the
value range for the Pulse Width parameter which is a technology
attribute and may not make sense to or be fillable by the final
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user. Therefore, the ASIC provider, in agreement with the
technology provider, may specify values for the PW according
to the working environment. In this example we consider a
neutron environment (ground applications) with a typical PW of
50ps, Alpha particles — 10ps and Heavy lIons — 100ps.

It is obvious that the overall SER equation can disclose unit
technology data (FIT rates per Mb, typical pulse widths), design
structure (IMb of FF and 10Mb of combinatorial cells) or
knowledge (such as calculation of de-rating factors).

The next step (Phase 11 — Compact ML Model Elaboration)
consists in exercising the overall SER equation over the range
of valid values for the environment, frequency and voltage. The
results of this exploration are presented in the following table:

TABLE IIL SER VALUES TABLE
Sam i Parameters _ SER
ple Voltage Enviro Frequency Lam.ltwn, [FIT]
Ji4i nment [MHz] Altitude
0 08 n 0.1 NYC,sea- | 538551
level
1 08 n 02 NYC,sea- | 467997
level
2 08 n 03 NYC,sea- | 607 303
level
897 1.5 HI 1.8 N/A 2068.97
898 1.5 HI 19 N/A 2183.66
899 1.5 HI 2 N/A 2298.35

Phase 11 continues with the training of the ML model. In
this work we are interested by the applicability of different ML
models for the intended usage. Accordingly, several ML
regression methods have been evaluated: Linear Models (Linear
and Ridge), Kernel Ridge Regressor (with Linear, Polynomial,
RBF, Sigmoid Kernels), Decision Tree Models, Neighbors-
based Models (K-Nearest and Radius), Support Vector Machine
Models (Linear SVR, SVR with various kernels, NuSVR),
Multilayer Perceptron Neural Networks.

All models have been trained with 60% of the data set, the
train data set. After the training, the models are exercised over
the full permitted parameters range. This allows, on the one
hand, to measure the accuracy of the model to recall values
which were already in the training data set. On the other hand,
by testing the model with data not used for training it is
evaluated if the model is able to interpolate and extrapolate the
given data. The performance of the models is measured by
comparing the predicted values against the reference values and
calculate the following metrics: "MAE - Mean Absolute Error",
"MAX - Max Absolute Error", "RMSE — Root Mean Squared
Error", "EV - Explained Variance", "R?> - Coefficient of
Determination".

The following table presents the results for the most accurate
and promising models:

Ridge Regression with Polynomial Kernel

Ridge Regression with RBF Kernel

k-Nearest Neighbors Regression

Support Vector Regression with Polynomial Kernel

haladis e

TABLE IV. Top ML MODELS PERFORMANCES

ML Data ML Model Error/Correlation Measurements
Model Set MAE MAX RMSE EV R’
Train 1.688¢-06 1.199¢-05 | 2.119¢-06 1 1
! Test 1.695¢-06 1.331e-05 | 2.106e-06 1 1
Train 2.716e-05 2.545¢-04 | 3.530e-05 1 1
2 Test 2.907e-05 6.609¢-04 | 4.421e-05 1 1
Train 0 0 0 1 1
3 Test 21.91 195.2 30.98 0.99 0.99
Train 1.787¢-02 | 6.830e-02 | 2.233¢-02 1 1
4 Test 1756802 | 6.243e-02 | 2.195e-02 1 1

The results show that the presented Machine Learning
models are able to accurately recall the values from the train data
set. The error metrics MAE, MAX, and RMSE are very low and
the correlation like metrics EV and R? are 1 for most of the
models. The Predicting the test data set show similar good
results, which means that the models are also able to interpolate
and extrapolate the given data. The k-Nearest Neighbors
regression is able to perfectly recall the data the data used for
training the model, due to the nature of its algorithm. However,
predicting new values from the test data set, which were not used
for training, shows the models weakness. The inter- and
extrapolation capability is less good in comparison to other
models.
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Modsl Prediction Error

—~0.00002

—~0.00001

+ Modsl Prediction Error
-0.00006

100 a00
Input Parameters

True vs Predicted Values

om0 /
2000 v
1000 /.

o 1000 2000 000 4000
SER True

SER Pradictad

Fig. 1. Results of predicting the train and test data set by using Ridge
regression with polynomial kernel.

Fig. 1 shows the graphs representing the model prediction
error for the train and test data set, as well as the correlation
between the actual and predicted values when the Ridge
Regression with polynomial Kernel is used. In comparison Fig.
2 the results for the k-Nearest Neighbors regression is shown.
The graphs show as well very clearly, that the k-Nearest
Neighbors regression is perfectly able to recall the training data
but less efficient when predicting the test data.
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Fig. 2. Results of predicting the train and test data set by using k-Nearset
Neighbors regression.

The results show that certain ML models are able to learn the
given metric function and it is a good approach for the matching
of extensive reference data sets. Depending on the data or
function to learn other models can be less effective. As seen in
the example they might only be appropriate to recall the data but
not to inter- and extrapolate it. Other models might be less
effective in general. This means for the given data several
models need to be considered and evaluated.

TABLE V. LINEAR REGRESSION MODEL
M ML Model Error/Correlation Measurements Time
L MAE MAX RMSE EV R? (s)
1 152917 544.768 204.089 0.96 0.96 0.0025

The graphical representation of this model is also telling (Fig. 3)

Prediction of Train Data Set

1000
000
B 2000

1000

+ Modsl Prediction Error

100 w0 a0
Input Paramotors

Fig. 3. Example of results of the Linear Regressor Model

Because of the limited and simple training data set, the
training of the ML models is fast and doesn’t require
computationally intensive resources. A single-shot execution of
a trained models is very fast for most models, with execution
time inferior to the nanosecond.

V. CONCLUSIONS AND PERSPECTIVES

In this paper, a methodology has been proposed to help
experts to approach the complexity of hierarchical modeling of
reliability and functional safety metrics. Furthermore, the
presented approach allows the use, elaboration and distribution
of compact ML models in an uniform and systematic manner,
minimizing both human and CPU efforts while maintaining high
accuracy and fidelity.

While the approach has been validated and seems to work
effectively and efficiently on a modest example, further works
will have to consider more complex systems with expanded sets
of parameters and with more, non-linear fault models.

Finally, this approach can be used to integrate the effect of
multiple failure mechanisms (such as Total Ionizing Dose —
TID, circuit aging) that can contribute to an overall applicative
failure rate. The effects of such mechanisms depend on generic
(such as circuit structure, test-vector/workloads, PVT ...) and
specific (total and rate of received dose, age of the circuit ...),
The authors intend to to train ML models for a combination of
Transient Faults/Soft Errors, TID and Aging Effects using the
same fundamental platform of parameters plus a limited set of
effect-specific parameters. The trained ML models will be able
to quickly evaluate a large variety of effects, encapsulating very
useful reliability and functional safety data in a compact and
efficient solution that can be used and reused further down the
design and manufacturing flow.
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Abstract—The Soft-Error (SE) reliability and the effects of
Negative Bias Temperature Instability (NBTI) in deep submicron
technologies are characterized as the major critical issues of high-
performance integrated circuits. The previous scientific research
studies provide a comprehensive description that the soft-error
vulnerability becomes more severe as the circuit performance
degrades with aging. The main reason is the reduction of cell-level
critical charge in an aging environment. However, such increased
soft-error generation does not necessarily contribute towards
circuits’ critical functional failures. The proposal of this paper
is the experimental investigation of soft error propagation at the
aged gate-level by considering the different derating factors like
Electrical Derating (EDR), Temporal Derating (TDR), Logical
Derating (LDR), and Functional Derating (FDR). As contrary to
the previous studies, the results of this work prove that SEU
fault propagation probability is reducing in critical paths as
time advances while the propagation probability of SET faults
is neither reducing nor increasing, but the spot of generation of
failure enhancing SETs is shifting within the clock period.

I. INTRODUCTION

System engineering continuously focuses on the aggres-
sive technology scaling which increases the vulnerability of
radiation-induced soft-errors [1] [2]. Simultaneously, the time-
dependent variabilities like the effects of Bias Temperature
Instability (BTI) expedite the reliability assessment of high-
performance Cyber-Physical Systems (CPS) into an increas-
ingly challenging job.

Scientific efforts significantly highlighted the relevance of
experiments that account for the impact of aging on soft-
error reliability. The works [3], [4] and [5] have proposed
their methods and chronicled their observations on soft-error
susceptibility under circuit aging. A. Gebregiorgis in [6] has
presented a cross-layer reliability analysis in the presence
of soft-errors, aging, and process variation effects. Similarly,
the work [7] provides ramification of aging and temperature
on Propagation Induced Pulse Broadening (PIPB) effect of
Single Event Transient (SET) pulse for nano-scale CMOS. In
[8], F. L. Kastensmidt shows that aging and voltage scaling
enhance the Soft Error Rate (SER) susceptibility of SRAM-
based FPGAs by two times.

However, the above-cited articles mainly focussing on the
increased occurrence of radiation-induced errors on behalf of

This work was supported by RESCUE ETN project under grant No. 722325.
978-1-6654-1609-2/21/$31.00 ©2021 IEEE

the declined critical charge Q..;+ at the technology cells. The
SER is not observed in diverse propagational forms of SET
and Single Event Upset (SEU) separately. Contrary to previous
findings, our results concentrate on the soft-error generation
and propagation by considering all the derating factors (EDR,
LDR, TDR and FDR) associated with an aged Standard Delay
Format (SDF) file. The soft-error reality analysis of aged
circuits at higher abstraction (e.g., RTL) is the future vision of
this work. The relevant contributions of the paper to the soft-
error reliability analysis under aging include the following,

o Characterization of threshold voltage degradation
(AV,y,) for industrial 15 nm technology

o Cross-level Modeling of NBTI-induced delay degra-
dation using Artificial Intelligence (AI)

« Analysis of derating factors’ influence in soft-error
propagation and proposing a signal-processing model
to locate propagating SETs

The main motivation of the work is to investigate the
soft-error reliability challenges at low-scaled (e.g., 15-nm)
technologies with time-dependent voltage variabilities. The
downscaled technology results in clock-frequency maximiza-
tion and provides soft-error propagation a high sensitivity to
the path delay variations in the design due to aging. In this
work, aging effects are limited to the NBTI. The Positive
Bias Temperature Instability (PBTI) remains unconsidered
throughout the research based on the facts: the PBTI effect for
the NFET transistors at small scale technologies for the High
Performance (HP) applications is comparatively low compared
to the NBTI effect for PFET transistors [9]. Also, the PBTI
effect’s dependence on the quality of gate-oxide materials [10]
and the complexities in the efficacy to model PBTI’s relative
voltage degradation, are more than the intended research focus.
However, the deduced conclusions for NBTI can extend to the
combined effect of NBTI and PBTL.

The paper organized the rest as follows: sections II, III,
IV, and V. Section II covers the mathematical formulation of
NBTI-induced voltage degradation and cross-level modeling
of NBTI-induced delay degradation. The overall experimen-
tal setup is briefed in Section III. Section IV explains the
results and discussions. Finally, a conclusion to the holistic
approaches is provided in section V.
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II. BACKGROUND
A. Modeling NBTI induced voltage degradation

The primary work of this research activity is to find a
mathematical abstraction to estimate the changes in threshold
voltage AV}, due to the NBTI process in the aged circuits,
and completely revised from the original papers [11] and
[12]. The paper [11] has presented a predictive model for the
Negative Bias Temperature Instability (NBTI) of PMOS under
both short-term and long-term operations. This model has

TABLE I
PARAMETERS AND UNITS FOR NBTI PREDICTIVE MODELING

Symbol | Quantity Numerical value in SI unit
K, Technology Constant 6.1773e-11

C Temperature Dependence | 2.2987e-12

To Constant 1078 (s'/nm?) — 100 (s/m?)
Ey Technology-Independent | 0.08 V/nm — 0.08¢9 V/m
Eq Technology Independent |0.13 eV — 2.08260e-20 J
k Boltzmann Constant 1.38e-23 m? kg s—2 K~!
1/n H> Diffusion Model 1/6

tox Oxide Thickness 0.9 * 10e-9 m

&1 Back Diffusion Const. 0.9

€ox Oxide Permittivity 3.9 % 8.854 % 10712 F/m
K Model Constant 7.5e22.5 C—0:5 p—2:5
FEox Electric Field (gate oxide) | 27.7e-7 V/m

Unit Abbreviations: K = Kelvin, F = Farad; V = Volt, s = Second, m =
Meter, nm = Nano-meter, J] = Joule, kg = Kilogram.

comprehensively apprehended NBTI dependence on the key
transistor-design parameters, based on the reaction-diffusion
(R-D) mechanisms. The work in [11] presented a quality
model accuracy verification with 90-nm technology while [12]
reassured that with industrial 65-nm technology. A character-
ization of threshold voltage (AV};,) degradation due to NBTI
for 15-nm technology cells, has been presented through this
paper, where the models from [11] and [12] are integrated with
15-nm technology parameters as in Table I. A model for the
AVyp,¢ considering the long-term effect of NBTI is provided
in [11]. At high frequencies, the threshold voltage degradation
of long-term evaluation is independent of the frequency [11]
[13]. So the AV}, at time ‘¢’ can be written as [11]:

n?K,aCtt "
&2, (1-a)

The parameter o in (1) is the duty-cycle that defines the
signal probability in a clock period. Equation (1) refers to the
dynamic NBTL, Vo € [0,1]. As o — 1, (1) is attributed to
the static NBTT that corresponds to the case of PMOS under
constant stress. A graph between AVj, and «, at t = 1 year
is given in Fig. 1. The upper-limit of the degradation model
(1) is estimated by a power law model [14] as privided in (2).
The static AV}, calculation at t = 1 year gives 7mV that fits
the trends of static AV}, of various technology-nodes as given
in PTM models [15] [16].

|AVini| = (K, 2" (@3]

AVipe = < (€]

The formula in (1) is deduced into a simpler form by
substituting the parameters of 15nm technology and follows

the form of (3), where relation of technology specific factors
is represented as separate form.

n?K,Ct " n a \"
[AVip | >~ (%) t <1 — a> (3)
— ——

Technology dependent

B. An Al revolution for NBTI predictive model

The gate-delay degradations of 15-nm technology library
cells are characterized through the SPICE simulation at the
transistor level. A neural network called Long Short-Term
Memory (LSTM) is a perfect method to predict the future
delays from past delay (At) samples even without an input like
AVy,. Fig. 2 depicts the complete results of LSTM modeling,
where the predicted values from previous samples are shown
in blue. However, the LSTM model is not a completely
dependable one here for generating a delay At for the current
input AV4, in a timely important simulation environment. To
simplify the exhaustive fault-injection experiment, a Machine
Learning (ML) model called Support Vector Machine (SVM)
is used to automate the simulation data. Previous scientific lit-
eratures [17] and [18] presented a simple polynomial function
for modeling variation between At and AVjy. In this work,
SVM can perform as a comprehensive model generator for a
triangular relation between «, time ‘t’, and At, where AV},
is hidden in the SVM model. The AI revolution is implicitly
referring to such complex and compact modeling of indirectly
related multi variables. Fig. 3 delegates a SVM model for an
inverter. Once SVM is trained offline, it will become a fast
online computing model generator of At for the inputs a and
time ‘¢’. This compact ML model is very much straightforward
in exporting the variability from the transistor level to the gate
level. Another important factor to choose SVM over LSTM is
the low static AVy, (TmV at t=1 year) by (3), because a large
simulation data needs to train LSTM as provided in Fig. 2,
where AVy, ranges from 0 to 0.4V, while AV}, in Fig. 3
perfectly follows the AV}, values as provided in Fig. 1.

III. METHODOLOGY
A. Phase I: Fault-Injection Campaign

Single Event Effects (SEEs) are the consequences of interac-
tions between the circuit and the radiation particles. SEUs and
SETs are widely used here as the prominent representatives
of SEEs. The use-case for SEU fault mainly implies an
inversion of the stored value in a flip-flop until the clock period
changes. The SET represents a transient pulse of arbitrary
width at the gate and having the probability to propagates and
latches to the downstream sequential element. Fig. 4 shows a
block diagram of the fault-injection campaign that infers the
statistical functional failure metrics of SEU/SET events. The
mathematical model for Functional Failure Rate (F'FR; sev)
of an SEU event is described in (4) and the Functional Failure
Rate due to SET (F'F'R; s¢) is formulated in (5).

FFR; e = FIT-TDR-LDR-FDR “4)
FFR; 3t = FIT-EDR-TDR-LDR-FDR (5)
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Fig. 4. Delineation of Aging Aware Fault-Injection Framework

where FIT denotes the rate of soft errors at the i*" flip-
flop/gate in the Failure-In-Time (FIT) unit. Electrical Derating
(EDR), Temporal Derating (TDR), Logical Derating (LDR),
and Functional Derating (FDR) are more sophistically por-
trayed in Fig. 5. The classical explanations for each derating
factors are available in [1].

B. Phase 1I: Aging aware gate-level circuit

Fig. 4 represents how an injected fault propagates through
the aged circuits. Circuit aging is modeled through degraded
propagation delay as the result of the NBTI process at
PMOS transistors. Sophisticated cross-layer modeling is also
demonstrated in Fig. 4. A way more experimentally proved
and scientifically adapted physics-based NBTI models (3) are
employed to generate the V;, shifts.

Electrical simulations have been carried out using SPICE.
Voltage sources have been injected in the gate of PMOS
transistors to model the V};, shift caused by aging. The voltage
introduced by the source was then swept from 0V to 0.4V to
represent the effects of different levels of aging. The impact
of aging on each logic gate is estimated by measuring the
input-to-output time delay, i.e., the time delay from when

the input is in Vpp/2 to when the output rises from ‘0’ to
‘1’ at the Vpp/2 mark. The spice simulation is conducted
for 23 gates from a 15-nm Nangate library which including
inverter (NOT), AND, OR, NAND, NOR, XOR, XNOR with
input combinations ranging from 2 to 4. The transistor model
(SPICE Model Card) for 15-nm Nangate library is customized
from HP Predictive Technology Models (PTM) [16].

After the simulation process, the change in propagation
delays of combinational cells is submitting to Al models.
Fig. 4 depicts the significance of AI models in cross-layer
modeling. A versatile model by SVM is used to generate the
propagation delay change At as a function of duty cycle («)
and time in years. This model is very easy to port to gate-
level or even to a higher hierarchical level, and adequately
producing At values by concurrently changing time and signal
probability. Those model-driven values are numerically very
close to the original simulation At and the test phase of SVM
confirms that the Mean Squared Error (MSE) is less than 2%
for the given test data.

After testing the compatibility and quality of the model, the
model outputs (At) are exported to the SDF file. A customized
SDF file introduces time-dependent variability at the gate level.
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The customization of the SDF file means altering the value
under the keyword entry called ‘IOPATH’ that indicates the
gates’ Input-Output path delay. Before changing the gates’
‘IOPATH’ values, corresponding signal probabilities and sig-
nal transitions at each terminal are pre-estimated through
signal-activity analysis through Verilog Procedural Interface
(VPI) functions and Value Change Dump (VCD) files by
Modelsim. So that, the changed values should coincide with
the real-time input and output transitions between ‘0’ and ‘1°.
To process the above-explained cumbersome work for large
IEEE standard SDF files, then a dedicated algorithm is written
in python, and the corresponding pseudo-code is presented
in Algorithm 1. The algorithm generates an IEEE standard
customized aged SDF file that provides an aged behavior while
injecting SEUS/SETs in a simulation environment.

Result: Customized Aged SDF File

Estimate AV}, for 10 years V used gates € Tech.lib;
for Each used Tech.lib gate do
for Each ‘i’ € SVM model Training do
‘ SVM : input vector [y, time;, AVyp, ] — At; ;
end
Test SVM model and Save in Python script;
end
Read the SDF file in IEEE standard format;
for Each cell instance in SDF File do
Identify the Tech. library cell name ;
Calculate signal probability («) from VCD file ;
if [, time;] given then
Calculate AVy;,, by (3) ;
SVM.gate = Load trained SVM.gate kernel;
At; = SVM.gate.predict( [ay, time;, AVyp,1) 5
Update the instance’s IOPATH in SDF file;
end

end
Algorithm I: TEEE Standard Aged SDF File

IV. RESULTS AND DISCUSSIONS
A. Device Under Test

SEU — LDR.TDR LDR FDR
SET — EDR.LDR.TDR
Source-FF (SEU) Target-FF Output-FF
4o oh Tser pm> b oz
Primary Gate K|
—cp —cp cp =1
- - 1|2
Q- Q Q- | =
= 4

Aged Critical Path Aged Circuit

Fig. 5. From SEU/SET Fault to Failure

The case studies are conducted by gate-level circuits of the
openMSP430 cores, a 16-bit microcontroller (¢C') which is
synthesized by the 15-nm NanGate Open Cell Library. As per
the static timing analysis of the test case circuit, the critical

paths contain a maximum path delay of 250ps. The CPU unit
in the MSP430 pC' is executing the application ‘sandbox’ by
sourcing a clock period of 2ns. The Fig. 5 demystifies the
propagation of SEU/SET faults to the circuit function.
B. Aging impact on SEU fault propagation

The NBTI effect is modeled in terms of propagation delay
At of logic gates. The setup and hold time constraints of
flip-flops dictate the maximum and minimum delays of the
logic gates between them. The maximum delay constraint
limits the number of consecutive gates on the critical path
of a high-speed circuit. In this section, the results are proving
that the propagation probabilities of SEU faults are dropping
according to the changed delay of the signal path. These results
are explaining in Fig. 6 and Fig. 7. In Fig. 6 a term called
Polarization Window (PW) is introduced in red color. This is
because the time width of the PW completely masks the SEU
faults that have been generated inside the window. From 5, it
is clear that induced-SEU fault at source flip-flop (Source-FF)
reaches the target flip-flop (Target-FF) after a path delay tp._,
between them. So that, a fault SEU; at source-FF between
Ty and T; as provided in Fig. 6 not overlaps the latching
window (SETUP+HOLD time) when it reaches the target-FF,
and masks the SEU; fault propagation. But the fault SEU,
is propagated and latched to the target flip-flop because it
is stable during the SETUP and HOLD time of target-FF.
After 1 year, the PW is prolonged to T — 75 due to NBTI
effect and clearly masks the fault SEU; as demonstrated in
Fig. 6. Similarly, after 10 years, the faults SEU; and SEU,
are masked and the fault SEUsj is still propagating to target-
FF. These conclusions are statistically derived from the fault-
injection campaign of 1582 SEU faults at the path of longest
delay as given in Fig. 7, where the upper-row justifies that
SEU; is masked without aging, and the lower-row justifies
that SEU, and SEU, are masked after 10 years.

Top Ty To

Polarization Window (PW) in (ps)
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Fig. 6. SEU-Faults’ Polarization Window (PW) Elongation
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Fig. 7. SEU-Fault Injection Result (After 0-10 years)

C. Impact of aging in SEU caused circuit-functional failures

In Fig. 6, the Propagation Probability (PPsgy) indicates
the chances of generated SEUs to propagate through the
downstream circuit within an arbitrary clock period 7., and
is modeled as an uniform distribution as specified in (6).

T(IT (Tclk - PW'TdU) V Non-aged Tdy
PPspu =
Teik

;(Tclk‘ — PW|-,—d’L) VAng Td;

The effect of elongated polarization window PW due to aged
delays 74, in (6) models the increased masking of SEU faults
and confirms it through an exhaustive Fault-Injection (FI)
campaign as shown in Fig. 8. Color C-2 represents a FI
campaign of 74000 injected faults at 188 flip-flops (FFs) of
the non-aged circuit, which produce a total of 1181 functional
failures as in (4). The 188 FFs are explained as high failure
vulnerability FF-instances out of 720 FFs. A 10 year aged
model of the same circuit is simulated with an increased FI
rate by 50% (color C-1 in Fig. 8). This increment is performed
based on the previous studies that the rate of SEU generation
increases due to decreased critical charges Q).;x while aging.

Colors Total Failures

Fault-Injection (FI) . C4 - 2693

B Non-aged (2 - Fl) 3 1088

1024 Aged (2 - FI) N C2 1181
EEE Non-Aged (1-Fl) mmm C1  mEE 568

B Aged (15 - FI)

10' o

Frequncy of Failures (log)

10° o

7

5 00 125 150
Flip-Flops

Fig. 8. Functional Failures (4) of SEU-Fault Injection

Even though the FI rate is boosted by 50% for the aged
circuit, the number of detected functional failures per flip-
flop and the cumulative failures (568), are comparatively less
contrary to the case in color C-2 in Fig. 8, which shows high-
level masking of SEU faults. As an extension of the analysis,
a FI campaign consists of 148000 faults (almost double in
number) is performed at the 10-year aged circuit. So that a
total of 1088 failures are observed (color C-3 in Fig. 8) and
that plot contrasts with a reference bar-graph of FI of 148000
faults at the non-aged circuit (color C-4). FI in C-3 leads to
more failures per FF compared to the case in C-2, but still,
the overall failures in color C-3 are fewer. This proved that
aging causes a masking effect in SEU fault propagation.

D. Aging impact on SET fault propagation

As the circuit ages, considerable propagation-probability
deteriorations for SEU faults have been notified. Nevertheless,
SETs are not attenuated when traversing the critical paths in
response to elongation of the polarization window in Fig. 6.
The time-slot at which the generated SETs are latching to
target-FF (Fig. 5) is shifting advance in time due to the delay
changes in the traversal path of SET. These observations are
delineated in Fig. 9, where the propagation delay tp_,, of
SET; at gate PG in Fig. 5 varies from 248 ps to 398 ps,
which causes a shift in the time slot of propagating SET from
T, to Ty. The observations are simulated by a SET fault of
20ps in width. Below the timing diagram in Fig. 9, the results
of 100 SET fault injections over a second-half cycle of an
arbitrary fault-latching clock are provided.

T Ty

Setup(7ps) +
Hold(3ps)

DTarget
After 0 Year  tp,., = 248 ps, T = Ty — 250 ps

After 1 Year tp,., = 374 ps, Th = Ty — 380 ps

{Shift of

After 5 Year  tp,, =385 ps, T =Ty — 390 ps H . |propagating
ISET

After 10 Year tp,., =398 ps, Tj =Ty — 400 ps m 0l
Error € 1| Oyear  Error € 1o 1year Error € T3] 5year  Error € T4 10,00
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1
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Fig. 9. Shift in Propagating Spot of 20ps-SET

E. Modeling of aging impact on SET fault propagation

The shift in time-spots of propagating SET as provided in
Fig. 9, is modeled by the signal processing method. The SET
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pulse is assigned by a digital pulse model of width ‘w’ in gate-
level, which possess same electrical boundary properties of a
transient pulse at transistor-level. Similarly, the SETUP and
HOLD time-periods of a target-FF in Fig. 5, are modeled as a
single digital pulse Ssp (t —Tp) of width equal to the sum of
SETUP and HOLD, and the amplitude is normalized by 1/w.
The delayed impulse function §(¢t —¢p._,) in step-1 of Fig. 10
convolves with induced SETs (Get, and G4, ), and produces
delayed SETs Gser, (t—(T1+tp,..))andGsey, (t—(T2+1p,..))
that are analogous to propagated SET pulses through a path
delay tp,., and reach target-FF as in a real-time scenario of
Fig. 5. The convolution and generation of delayed SETS is
represented by step-1 and step-2 in Fig. 10. Similarly, step-4
indicates a valid-convolution (®,) [19] between Sgg (t — 1)
in step-3 and propagated SETs in step-2, where convolution
product is only given for points at which the signals overlap
completely. The valid-convolution results in the generation of
two impulse functions 6(t — (7> + tp,,,)) in blue and (¢t —
To)in black with amplitudes A(6)=0 and A(d)=1 respectively,
where A(d)=1 represents the non-masked fault as given in (7).
The case of A(d) < 1 represents the masked fault and various
cases of step-4 are presented in Fig. 10.

LT T
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e T : 1
Goety P i
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Step-1 8(t—tp,,) RF pr) 0ol ;
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Fig. 10. SET Propagating Model
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where, F'PP; . is the Fault Propagating Probability of SET
pulse at the i** gate. So that, the complex equation (5) can be

simplified as:
FFR; 3t = FIT - FPP; - LDR; - FDR; ®)

FPP; s generate a model which characterize TDR; and
EDR; in (5). For the case of aging, the path delay ¢p_,, in

(7) models NBTI caused time-slot shift of propagating SETs
and % factor in (7) models the width of propagating SETs.

V. CONCLUSION

Based on the observed results of this research, it has been
concluded that voltage variability due to aging shows signifi-
cant masking property on SEU fault propagation and reduces
the effect of increased soft-error susceptibility while aging.
Furthermore, this work explicitly reveals that aging shifts the
SETSs’ propagating spots within the clock period. Besides, the
latching probability of a SET fault to a downstream flip-flop
is successfully modeled by a signal-processing method. The
revised Al models and SDF-based aged technology data from
this work are considering in the future to emulate aging-aware
timing models at the system’s RTL abstraction, which enables
an early aging analysis in the design process.
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